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Abstract.
We extend the hidden symmetry breaking picture, first proposed by Kennedy and Tasaki in the context of the Haldane phase, to a wider class of symmetry-protected topological (SPT) phases. We construct a generalization of the Kennedy-Tasaki transformation that transforms SPT phases into symmetry-breaking phases and relates long-range order in the latter to the more subtle “string order” in the former. In doing so we directly connect the form of the Kennedy-Tasaki transformation to the modern formulation of SPT order.

We apply our generalized Kennedy-Tasaki transformation to solve the following problem in quantum information theory. We consider the 2-D cluster state, a simple “toy model” of a locally interacting system whose ground state is a universal resource for MBQC. We prove that, in the presence of a perturbation to the interaction Hamiltonian, the perturbed ground state remains a universal resource. We do this by using the generalized Kennedy-Tasaki transformation to prove that, if we employ the techniques of fault-tolerant quantum computation, the ground states of models in an appropriate SPT phases can serve as universal resources for MBQC provided that the symmetry-breaking is sufficiently strong in the symmetry-breaking phase obtained through the generalized Kennedy-Tasaki transformation.
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Chapter 1

Introduction and Background

1.1 Measurement-based quantum computation

One of the main goals of the field of quantum information is to construct a working universal quantum computer. The usefulness of such a device would be due to its ability to efficiently solve computational problems (most notably integer factorization) that cannot be efficiently solved on a classical computer. There are a variety of candidate architectures for universal quantum computation, but what they all have in common is that they rely in some way on large-scale quantum entanglement. The reason why constructing a quantum computer has proven so challenging experimentally is the difficulty in sustaining this large-scale quantum entanglement in the quantum computer in the face of the disrupting influence of the environment.

In this thesis, our focus will be on a particular formulation of quantum computation, interesting both from a theoretical and a practical standpoint, known as measurement-based quantum computation (MBQC) [2, 3]. In MBQC, the process of quantum computation is divided into two stages. In the first stage (the preparation stage), a problem-independent highly entangled many-body resource state is prepared. In the second stage (the measurement stage), single particle measurements are performed according to some problem-dependent measurement protocol. Because the second stage involves only single-particle operations, which cannot create entanglement, all the entanglement needed for an arbitrary quantum computation must be present in the original resource state. The question of what properties this resource state must have in order to permit universal quantum computation in the measurement stage is therefore of considerable research interest, and could shed light on the origins of quantum computers’ mysterious efficiency for certain problems.

From a practical point of view, the relevance of MBQC is due to the relative ease, in many experimental implementations of quantum information, of performing single-particle operations, as opposed to entangling operations. This is, of course, of little use if we still need to use those entangling operations to construct the resource state. However, there is another intriguing possibility: the necessary entanglement could be obtained in the thermal equilibrium state of a locally-interacting quantum spin system [4, 5]. Indeed, a number of (albeit somewhat artificial) exactly-solvable local interaction Hamiltonians on spin systems have thermal equilibrium states which are universal resources for MBQC, at least at zero temperature (see also [6] for some finite-temperature examples).

In order for this approach to be practical, it would need to be insensitive to slight variations in the interactions, which after all could never be controlled exactly. However, determining whether the method is in fact robust in this way poses a very substantial theoretical challenge. All of the models currently known to be universal resources in thermal equilibrium have straightforward exact solutions from which allow the effects of measurements to be determined analytically [2, 7, 10]. However, introducing a perturbation will usually prevent such a method of analysis, causing us to enter unknown territory without any obvious plan of attack. Quantum spin
systems have, of course, been the subject of extensive research in the field of condensed matter physics; however, the question of whether a system is or is not a universal resource for quantum computation is very different from the sorts of questions that have traditionally been studied in that field. Furthermore, even for the latter type of questions, it has often been necessary to resort to numerical techniques such as Quantum Monte Carlo or the Density Matrix Renormalization Group; such techniques are out of the question for our purposes, as it is not possible to simulate a large-scale quantum computation on a classical computer.

In this thesis, the approach we take is to exploit existing results on fault-tolerant quantum computation (FTQC) \[11\]-\[13\]. The techniques of FTQC were originally developed to deal with imperfect operations and noise in the context of the standard “circuit model” model of quantum computation. The idea is that by encoding the quantum information into a physical system in an appropriate way, the effects of noise can, through an active detection and correction process, be reduced to manageable levels such that quantum computation can proceed. Because protocols for MBQC typically simulate the circuit model in some way, FTQC can also be used to account for noise acting on the resource state \[14\]. However, when the resource state is obtained as the thermal equilibrium state of a quantum spin system, the effect on the resource state of a change in the interactions cannot be described by a simple noise model.

In this thesis, we resolve the aforementioned difficulties for a class of perturbations to a “toy model” of a quantum spin system for which the zero-temperature thermal equilibrium state (i.e. the ground state) is a universal resource state for MBQC. That this turns out to be possible is due to the fact that the unperturbed system is in a phase of matter characterized by symmetry-protected topological order (SPTO), which is the subject of the next Section.

1.2 Symmetry-protected topological order

A remarkable property of condensed matter systems is their propensity to form ordered phases of matter, which are inherently distinct from the trivial, disordered phase, and cannot be continuously deformed into the trivial phase without crossing a phase transition. In the traditional “Landau paradigm”, order in condensed matter systems has been viewed as related to, or indeed synonymous with, the spontaneous breaking of a symmetry. For example, in a ferromagnetic material, the rotational symmetry is broken when spins align and a net magnetic polarization is formed. Since the discovery that the order in the fractional quantum Hall effect cannot be related to the spontaneous breaking of a symmetry, much effort has been devoted to identifying ordered phases beyond the Landau paradigm. The symmetry-protected topological order (SPTO) \[15\]-\[17\] to which this section is devoted is one such example.

In this thesis, we will be concerned only with quantum spin systems at zero temperature (hence in their ground state). Let us first discuss what we mean by spontaneous symmetry-breaking in this context. Consider, for example, the one-dimensional ferromagnetic quantum Ising model with no external field, with Hamiltonian

\[ H = -\sum_{i} \sigma_{i}^{z}\sigma_{i+1}^{z} \]  

(1.1)

(where \(\sigma_{i}^{z}\) is the Pauli z operator). This has a two-fold degenerate ground state subspace, spanned by the “up” and “down” states \(\cdots \uparrow \uparrow \uparrow \cdots\) and \(\cdots \downarrow \downarrow \downarrow \cdots\). The important thing to note about these ground states is that they break the spin-flip symmetry \(\prod_{i} \sigma_{i}^{x}\) even though the original Hamiltonian does not, and that the breaking of the symmetry is detectable locally, for example through the expectation value of \(\langle \sigma_{z}\rangle\) (which gives the net magnetization, and must be zero whenever the spin-flip symmetry is respected). These are the hallmarks of symmetry-breaking order.
By contrast, consider the Heisenberg antiferromagnetic spin-1 chain, with Hamiltonian

$$H = - \sum_i \mathbf{S}_i \cdot \mathbf{S}_{i+1},$$

where $\mathbf{S} = (S^x, S^y, S^z)$ are the spin component operators for spin-1 particles. This model is believed to lie in the so-called Haldane phase \[18, 19\], which implies the following properties. With periodic boundary conditions, the ground state is non-degenerate. With open boundary conditions, it has (in the thermodynamic limit), a four-fold degenerate ground state subspace; however, the degenerate ground states can only be distinguished near the edges; in the bulk, they are completely indistinguishable and no symmetry-breaking can be detected. Therefore, this model clearly does not have the traditional symmetry-breaking order. Nevertheless, the four-fold degeneracy of the ground state is a generic property of the Haldane phase, and cannot be destroyed by any rotationally-invariant perturbation without passing through a phase transition. Therefore, the spin-1 Heisenberg antiferromagnet still has a kind of order, which (since it is distinct from the trivial order only when the appropriate symmetry is enforced) has come to be known as *symmetry-protected topological (SPT) order*.

A link between symmetry-breaking and SPT order in the context of the Haldane phase was given by Kennedy and Tasaki in \[20\]. They constructed a non-local unitary transformation that maps systems in the Haldane phase, with SPT order, into a symmetry-breaking phase. Thus, the somewhat abstruse SPT order is related to the more straightforward symmetry-breaking order. A major component of this thesis relates to the development of a generalization of the Kennedy-Tasaki transformation and the study of its properties.

Apart from the light this sheds on SPT order as a phenomenon in its own right, this generalized Kennedy-Tasaki transformation turns out to be of particular relevance to MBQC. The reason is that, since the unperturbed model that we consider is in an SPT-ordered phase, so will be the perturbed model, provided that the perturbation is sufficiently small and respects the appropriate symmetry. The adaptive measurement protocol required for performing MBQC turns out to map in a particularly natural way under the generalized Kennedy-Tasaki transformation. Whereas the original measurement protocol depends on highly non-local properties of the system (whence the difficulty in studying it using traditional condensed matter techniques), the performance of the transformed protocol can be expressed purely in terms of local properties, allowing for a much more straightforward analysis of the effect of perturbations.
Chapter 2

Symmetry protection of measurement-based quantum computation in ground states


Abstract. The two-dimensional cluster state, a universal resource for measurement-based quantum computation, is also the gapped ground state of a short-ranged Hamiltonian. Here, we examine the effect of perturbations to this Hamiltonian. We prove that, provided the perturbation is sufficiently small and respects a certain symmetry, the perturbed ground state remains a universal resource. We do this by characterizing the operation of an adaptive measurement protocol throughout a suitable symmetry-protected quantum phase, relying on generic properties of the phase rather than any analytic control over the ground state.

©2012 IOP Publishing Ltd and Deutsche Physikalische Gesellschaft

2.1 Introduction

A quantum computer relies on quantum entanglement to achieve computational speedups. In the traditional, circuit-based model for quantum computation, the required entanglement is built up throughout the course of the computation through application of entangling gates coupling two or more qubits at a time. Alternatively, in the model of measurement-based quantum computation (MBQC) [2, 3], universal quantum computation is achieved solely through single-particle operations (specifically, single-particle measurements) on a fixed entangled resource state, independent of the quantum algorithm being performed.

Since the initial discovery that the 2-D cluster state is a universal resource for MBQC [2], much effort has been devoted to characterizing other universal resource states. Many of the universal resource states so far identified [2, 7–10] have been projected entangled pair states (PEPS) [21] of small bond dimension. The tensor network structure of these states facilitates the analysis of measurements, which might otherwise be an intractable problem. Another advantage of such states is that under appropriate conditions [22], they are unique (possibly gapped) ground states of local frustration-free Hamiltonians on spin lattices. This suggests a method of constructing the resource state by cooling an appropriate interacting spin system [4, 5].

However, if we wish to adopt this viewpoint of the resource state for MBQC as the ground state of a quantum spin system, it would be too restrictive to confine ourselves to states in which the effect of measurements can be determined analytically from the tensor-network structure. A generic local Hamiltonian, or even an arbitrarily small generic local perturbation to a PEPS
parent Hamiltonian, will not have such a property. Therefore, it is desirable to develop an understanding of MBQC in ground states of spin systems that does not rely on analytic control of the ground state. For this reason, there has been an interest in relating MBQC to forms of quantum order which, as parameters of the Hamiltonian are varied, can disappear only at a quantum phase transition [23–25].

In this paper, we will use such a connection between MBQC and quantum order to give a precise characterization of the operation of MBQC in the ground states of a large class of perturbations to the 2-D cluster model. This will allow us to give a rigorous proof that such perturbed ground states remain universal resources for MBQC provided that the perturbation is sufficiently small. Our proof relies in part on an extension of the relationship introduced in [25] between MBQC and symmetry-protected topological (SPT) order [15–17], a form of quantum order characterizing quantum systems which cannot be smoothly deformed into a product state while a certain symmetry is enforced. If the perturbation to the 2-D cluster model respects an appropriate symmetry, then the perturbed ground state will still possess non-trivial SPT order, and we will show that this gives us sufficient information about the ground state to characterize the implications of the perturbation for MBQC. Our result therefore holds independently of any analytic solution for the perturbed ground state.

Our proof of universality is in the same spirit as [14]. There, it was shown that, whereas measurements on the cluster state simulate quantum circuits, measurements on a noisy cluster state simulate the same circuits, but with added noise. Here, our task is complicated by the highly correlated nature of the “errors” in the resource state that from result a change in the Hamiltonian. Nevertheless, we will show how to exploit the additional structure resulting from SPT order to establish an effective noise model for ground states of appropriate perturbed cluster models. Therefore, universal quantum computation can be achieved (for sufficiently small perturbations, corresponding to sufficiently weak noise in the effective circuit model) by choosing a measurement protocol which simulates a fault-tolerant quantum circuit. The universality is then a consequence of the threshold theorem [11] for fault-tolerant quantum computation with noisy quantum circuits.

2.1.1 Summary of results

Our ultimate goal in this paper is to prove the universality for a MBQC of a class of perturbations of the 2-D cluster state. However, in order to reach this goal, most of this paper will be devoted to a further elucidation of the relationship between SPT order and MBQC. For simplicity of presentation, we will first explore this relationship in one-dimensional systems. It has already been shown that in a class of quantum phases characterized by SPT order, the structure implied by SPT order leads to the perfect operation of the identity gate in MBQC [25]. Here, we consider the 1-D cluster model, which lies in the simplest of the SPT phases considered in [25], and characterize the operation of non-trivial (i.e., not the identity) gates in the presence of a perturbation which respects the symmetry protecting this SPT phase. We obtain the following:

**Theorem 1** (Effective noise model in one dimension). Consider a measurement protocol which in the exact 1-D cluster model would simulate a sequence of gates. In the perturbed resource state, the same measurement protocol simulates the same gate sequence, but with additional noise associated with each non-trivial gate. So long as the non-trivial gates are sufficiently separated from each other by identity gates, this effective noise has no correlations between different time steps, i.e. it is Markovian.

The proof of Theorem 1 will be divided into two stages. First, in Section 2.2 we will establish Theorem 1 for ground states which are pure finitely-correlated states (pFCS), a special case of matrix-product states (MPS). For such states, both the manifestations of SPT order [16] [17], and the effect of measurements [17] can be understood straightforwardly in terms of the tensor-network structure. The ideas leading to Theorem 1 can thus be understood most directly in this
context. Second, in Section 2.3 we will prove Theorem 1 for arbitrary ground states within the SPT phase.

The extension of these ideas to the 2-D cluster model will be considered in Section 2.4. We will construct an appropriate symmetry group, such that the following result is satisfied for symmetry-respecting perturbations.

**Theorem 2** (Effective noise model in two dimensions). Consider a measurement protocol which in the exact 2-D cluster model would simulate a sequence of gates. In the perturbed resource state, the same measurement protocol simulates the same gate sequence, but with additional noise associated with each gate. So long as the non-trivial gates are sufficiently separated from each other by identity gates, this effective noise has no correlations between different time steps, or between different gates taking place at the same time step, i.e., it is local and Markovian.

Combined with the existing results on fault tolerance in the circuit model [11], Theorem 2 will imply the main result of this paper:

**Theorem 3.** For sufficiently small symmetry-respecting perturbations, the perturbed ground state remains a universal resource for measurement-based quantum computation.

### 2.2 The effective noise model construction: finitely-correlated states

In this section, we will prove our effective noise model result, Theorem 1, for a restricted class of ground states of infinite one-dimensional chains. Specifically, we consider pure finitely-correlated states (pFCS) [26, 27]. A pFCS can be considered as the thermodynamic limit of the translationally-invariant matrix-product states (MPS) $|\Psi_N\rangle$ generated by the MPS tensor $A$, on finite chains of $N$ sites with periodic boundary conditions, e.g.

$$|\Psi_5\rangle = A A A A A$$

(here and throughout this paper, we use a graphical notation to represent the contraction of tensors, e.g. see [28, 29]). The MPS tensor $A$ must satisfy an additional condition known as injectivity, which is related to the exponential decay of the correlation functions; each of the finite-chain states $|\Psi_N\rangle$ (for sufficiently large $N$) is then the unique gapped ground state of a local frustration-free Hamiltonian [30].

We have several motivations for considering this class of ground states. First, it is widely believed that pFCS capture the essential physics of gapped ground states of infinite one-dimensional translationally-invariant spin chains in general. (Note that, although the theorem regarding the efficient approximation of ground states of finite spin chains by MPS [31, 32] could be regarded as supporting this belief, we cannot use this theorem to draw any rigorous conclusions for our purposes here, since it does not hold that the MPS tensor $A$ can be kept fixed independently of the system size for a constant accuracy.) Second, the ideas leading to our effective noise model result find their simplest and most physically meaningful expression in this context. Finally, the proof presented here will play a dual role in our paper, as it can also be applied to arbitrary quantum states, provided that they satisfy a few extra criteria in common with pFCS. Thus, in order to establish the effective noise model result for general ground states, which we do in Section 2.3, it will suffice to provide a separate proof of these criteria.

The outline of this section is as follows. We begin in Secs. 2.2.1 and 2.2.2 by reviewing the properties of the 1-D cluster model and the nature of the SPT phase in which it is contained. In Sec. 2.2.3 we review the results of [25] regarding the structure shared by pFCS ground states throughout the whole SPT phase. In Sec. 2.2.4 we prove a key result: the standard adaptive
measurement protocol acting on a ground state in the phase is equivalent to a non-adaptive dual process acting on a ‘topologically disentangled’ version of the ground state, which we refer to as the dual state. In Sec. 2.2.5, we give a characterization of the dual process in the case that the original resource state is the exact cluster state. Finally, in Sec. 2.2.6 we exploit the short range of the correlations in pFCS to construct the effective noise model for any pFCS ground states within the SPT phase, establishing Theorem 1 for the case of pFCS ground states.

2.2.1 The 1-D cluster model in the absence of perturbations

Here we recall the properties of the 1-D cluster model in the absence of perturbations. The Hamiltonian is

\[ H = - \sum_i Z_{i-1}X_iZ_{i+1}, \]

(2.2)

where \( X_i \) denotes the Pauli \( X \) operator acting on the \( i \)-th site, and similarly for \( Z_i \). With appropriate boundary conditions, the system has a unique ground state (the cluster state), and an energy gap of 2, independent of the system size.

This model has a global \( Z_2 \times Z_2 \) symmetry generated by the symmetry operations \( \prod_{i \text{ even}} X_i \) and \( \prod_{i \text{ odd}} X_i \). We consider this symmetry to be on-site, which is to say it acts on states as a unitary representation \( U(g) \) of the symmetry group \( G = Z_2 \times Z_2 = \{1, x, y, z\} \) (with \( y =xz \)), such that \( U(g) \) acts as \( U(g) = [u(g)]^{\otimes N} \), where \( N \) is the number of sites (we group qubits into two-qubit sites in order to ensure this condition is satisfied; see Fig. 2.1). As we will see in Sec. 2.2.2, the cluster model lies in a nontrivial SPT phase with respect to this symmetry, so that the cluster state cannot be smoothly deformed into a product state without breaking the symmetry \[33\].

The 1-D cluster state can be represented as a pFCS \[7\]. For our purposes we will take the MPS tensor \( A_C \) to have the form

\[ A_C[++] = \mathbb{I}, \quad A_C[+-] = X, \quad A_C[-+] = Z, \quad A_C[--] = XZ = -iY. \]

(2.3)

This is expressed with respect to a particular basis for a two-qubit site, where \( |\pm\rangle = (|0\rangle \pm |1\rangle)/\sqrt{2} \). Here, and throughout this paper, we use the notation \( A[\psi] \) to refer to the linear operator obtained from the MPS tensor \( A \) by interpreting

\[ A \]

as a linear operator (acting on states from the right), where

\[ \psi \]

denotes the tensor obtained by complex conjugation from the rank-1 tensor corresponding to the state \( |\psi\rangle \).

The MPS representation for the cluster state plays a crucial role in the correlation space picture \[7\] for the operation of the cluster state as a quantum computational wire \[33\]. When
a projective measurement is performed on a site, giving the outcome $|\psi\rangle$, this is interpreted as inducing an evolution $A[\psi]$ on a “correlation system”. In the case of the cluster state, for any qubit rotation $U$ about the $x$- or $z$-axis, one can find a product basis $\{|\alpha\rangle\}$ for a two-qubit site, such that

$$A_C[\alpha] = B_\alpha U,$$

(2.4)

where $B_\alpha$ is an outcome-dependent unitary byproduct operator. This byproduct can be accounted for by adjusting the basis for future measurements depending on the outcome of the current one.

### 2.2.2 Symmetry-protected topological order in finitely-correlated states

Here, we will review the results of [16, 17] on the manifestation of SPT order in pFCS, and demonstrate that the 1-D cluster model indeed lies in a nontrivial SPT phase with respect to the $Z_2 \times Z_2$ symmetry.

Consider some ground state which is invariant under the on-site representation $U(g) = [u(g)]^\otimes N$ of some symmetry group $G$, and which can be represented as a pFCS, as in Eq. (2.1). The tensor $A$ can be taken to obey a symmetry condition [17, 35]

$$A[\nu(g)\psi] = \beta(g)W(g)A[\psi]W(g)^\dagger,$$

(2.5)

where $\beta(g)$ is a one-dimensional linear representation of the symmetry group $G$, and $W(g)$ is a projective unitary representation of the symmetry group $G$. This means that

$$W(g_1)W(g_2) = \omega(g_1,g_2)W(g_1g_2),$$

(2.6)

for some function $\omega$, called the factor system of the projective representation, which maps pairs of group elements to phase factors. By blocking sites, we can ensure that $\beta(g) = 1$ (however, for simplicity we will assume that $\beta(g) = 1$ without blocking). Eq. (2.5) can then be represented graphically as

$$A[\nu(g)\psi] = \begin{pmatrix} W(g) & A & W(g)^\dagger \end{pmatrix}.$$

(2.7)

Observe that $W(g)$ can be multiplied by a $g$-dependent phase factor without affecting Eq. (2.7); a set of factor systems related by such a transformation is referred to as a cohomology class. The arguments of [16, 17] show that two such pFCS ground states correspond to the same cohomology class if and only if they are in the same symmetry-protected phase. Nontrivial cohomology classes [those not containing the trivial factor system $\omega(g_1,g_2) = 1$] correspond to phases with nontrivial SPT order.

As an example, consider the cluster model, and its $Z_2 \times Z_2$ symmetry. The on-site representation $u(g)$ of the symmetry is generated by

$$u(x) = X \otimes I,$$

(2.8)

$$u(z) = I \otimes X,$$

(2.9)

and the MPS tensor is given by Eq. (2.3). It can be shown that the symmetry condition Eq. (2.7) is satisfied with the projective representation $W = V_P$, where $V_P$ is the Pauli representation

$$V_P(1) = I, \quad V_P(x) = X, \quad V_P(z) = Z, \quad V_P(y) = Y.$$

(2.10)

This projective representation has nontrivial cohomology class, so that the cluster model lies in a non-trivial symmetry-protected phase.
2.2.3 Symmetry-respecting perturbations to the cluster state

Suppose we now consider a perturbation to the cluster Hamiltonian Eq. (2.2), such that the perturbed model still respects the $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry and admits a pFCS ground state. Unless the perturbation is large enough to induce a phase transition, the MPS tensor $A$ corresponding to the perturbed pFCS ground state should still satisfy the symmetry condition Eq. (2.7), for some projective representation $W(g)$ with the same factor system as the Pauli projective representation $V$ [Eq. (2.10)].

The general form of the MPS satisfying these symmetry conditions was established in [25]. Here we will briefly review the relevant results from [25]. We observe that the Pauli representation satisfies a property which we refer to as maximal non-commutativity:

**Definition 1.** A projective representation $W(g)$ of an abelian group $G$ is called maximally non-commutative if the subgroup $Z_W(G) \equiv \{g \in G : W(g) \text{ commutes with } W(h) \text{ for all } h \in G\}$ (which we can think of as the “projective centre” of $G$) is the trivial subgroup.

Notice that the subgroup $Z_W(G)$ is actually determined by the factor system $\omega$, since $W(g)W(h) = \omega(g,h)W(gh) = \omega(g,h)\omega(h,g)^{-1}W(h)W(g)$. Furthermore, it is the same for all factor systems within a given cohomology class. Much of the discussion in this paper can be applied to any SPT phase characterized by a finite abelian symmetry group and a maximally non-commutative cohomology class.

An important consequence of maximal non-commutativity of a factor system is [25]

**Lemma 1.** For each maximally non-commutative factor system $\omega$ of a finite abelian group $G$, there exists a unique (up to unitary equivalence) irreducible projective representation with factor system $\omega$. The dimension of this irreducible representation is $\sqrt{|G|}$.

Specifically, the Pauli representation $V_P$ of $\mathbb{Z}_2 \times \mathbb{Z}_2$ is the unique irreducible projective representation corresponding to its factor system. In general, throughout this paper, we will use $V(g)$ to denote the unique irreducible projective representation for the current factor system. A consequence of Lemma 1 is that, for a tensor satisfying the symmetry condition Eq. (2.7), the bond space decomposes as a tensor product of a $\sqrt{|G|}$-dimensional protected subsystem in which $W(g)$ acts irreducibly as $V(g)$ and a junk subsystem in which $W(g)$ acts trivially, i.e.

$$W(g) = V(g) \otimes I$$  \hspace{1cm} (2.11)

Thus the tensor $A$ appearing the MPS representation of ground states in the symmetry-protected phase satisfies the symmetry condition

$$A_u(g) = V(g) \otimes I$$ \hspace{1cm} (2.12)

Here we use a thick line (-----) to represent the protected subsystem, and a dashed line (---) to represent the junk subsystem. The protected subsystem enjoys several nice properties for storing and manipulating logical information in a quantum computation, as we now show.

Suppose we perform a projective measurement on one site in a simultaneous eigenbasis $\{|i\rangle\}$ (which is $|++\rangle, |+-\rangle, |-+\rangle, |--\rangle$ for the $\mathbb{Z}_2 \times \mathbb{Z}_2$ cluster state symmetry), and obtain the outcome $|i\rangle$. Then the resulting state on the remaining sites is found by replacing the original
MPS tensor at the measured site by

Now we make use of another consequence of maximal non-commutativity [25]:

**Lemma 2.** Let \( u(g) \) be a linear on-site representation of a finite abelian symmetry group \( G \), and let \( \omega \) be a maximally non-commutative factor system of \( G \). Then for each basis element \( |i\rangle \) in a simultaneous eigenbasis \( \{|i\rangle\} \) of \( u(g) \), there exists a group element \( g_i \) such that

\[
\chi_i(g)V(g)V(g_i)V(g_i)^\dagger = V(g_i)V(g_i)^\dagger, \quad \forall g \in G
\]

for any projective representation \( V(g) \) with factor system \( \omega \), where \( \chi_i(g) \) is the scalar representation of \( G \) such that \( u(g)|i\rangle = \chi_i(g)|i\rangle \).

For the example of the cluster state symmetry, we have \( g_{++} = 1, g_{+-} = x, g_{-+} = z, g_{--} = y \), as can readily be verified directly.

As was shown in [25], Lemma 2 in conjunction with the symmetry condition Eq. (2.12) implies the decomposition \( A[i] = V(g_i) \otimes \tilde{A}[i] \), represented graphically as

for some tensor \( \tilde{A} \). Another way of writing this result is that

\[
A = \tilde{A}, \quad (2.16)
\]

where we have defined the tensor

\[
\tilde{V} = \sum_i \begin{pmatrix} \chi_i(g) V(g_i) \end{pmatrix}. \quad (2.17)
\]

Note that, from a quantum circuit perspective, this tensor can also be interpreted as a unitary controlled operation \( \sum_i |i\rangle \langle i| \otimes V(g_i) \) coupling a site to an ancilla particle; hence the choice of notation. Conversely, any MPS tensor of the form Eq. (2.16) for some tensor \( \tilde{A} \) will satisfy the symmetry condition Eq. (2.12). Following [36], we refer to the tensor \( \tilde{A} \) as the **degeneracy tensor**; and to the tensor of Eq. (2.17), which is determined entirely by the symmetry, as the **structural tensor**.

From Eq. (2.15), we see that, in the correlation space picture, measuring in a simultaneous eigenbasis \( \{|i\rangle\} \) leads to an evolution on the protected subsystem of correlation space given by
an outcome-dependent unitary $V(g_i)$; this evolution is determined by the symmetry (hence the same throughout the SPT phase), and decoupled from the junk subsystem. Viewing the unitaries $V(g_i)$ as outcome-dependent byproducts of the measurements, which can straightforwardly be accommodated in a deterministic evolution using the standard techniques of measurement-based quantum computation, we say that the identity gate operates perfectly throughout the SPT phase. However, the result of measurement in any other basis is not fixed by the symmetry, and in general leads to the protected subsystem being coupled to the junk subsystem, so that the operation of other measurement-based gates will not be a robust property of the symmetry-protected phase.

2.2.4 The dual picture for MBQC on a 1D resource state

In order to deal with the randomness of measurement outcomes, the measurement protocol for MBQC with the cluster state needs to be adaptive: the outcome of the measurement on one site will affect the measurement basis on other sites arbitrarily far away. In analysing the effect of this protocol when acting on a perturbed resource state, we would like to make an argument based on the locality of the perturbed Hamiltonian, but the non-local adaptivity of the measurement protocol poses a difficulty. Therefore, in this section, we develop an alternate characterization of the effect of the cluster state adaptive measurement protocol acting on a ground state in the symmetry-protected phase. We will show that this protocol is equivalent to a dual process acting on a related state, which we call the dual state. We will show that this dual process simply consists of a sequence of unitary interactions between selected sites (those corresponding to the locations of non-trivial gates) and an ancilla particle, with no adaptivity.

In our discussion of the dual process, we will represent a pFCS ground state on an infinite chain as a formal tensor network

$$|\Psi\rangle = \cdots \otimes A \otimes A \otimes A \otimes A \cdots .$$

(2.18)

This is not, of course, the mathematically rigorous way to describe pFCS, but we find it useful for facilitating understanding. In Appendix 2.A we will discuss how to formulate similar arguments in the rigorous pFCS framework. Later on (in Section 2.3), we will also be interested in finite chains; in that case, the arguments of this subsection can be applied more directly, given appropriate boundary conditions [specifically, the boundary conditions at the right edge should be as depicted in Eq. (2.50)].

The usefulness of the exact 1-D cluster state (with MPS tensor $A_C$) as a quantum computational wire results from the fact that, for each gate $U$ in a certain set, there exists a basis $\{|\alpha\rangle\}$ such that

$$A_C = U \otimes B_\alpha$$

(2.19)

where $B_\alpha$ is the outcome-dependent unitary byproduct operator. When we measure one site projectively and obtain the outcome $|\alpha\rangle$, the original MPS tensor $A$ is replaced at the measured site by Eq. (2.19) in the tensor-network description of the resultant state.

In the case of the exact cluster state, the effect of the byproduct operator can be accounted for by adjusting the measurement basis for future measurements. This fact turns out to be closely related to the nontrivial SPT order, as we now demonstrate. Our discussion relies on the observation that, in the cluster state, the byproduct operators are Pauli operators. That is to say, it is always the case that $B_\alpha$ is a scalar multiple of $V(g_\alpha)$ for some $g_\alpha \in \mathbb{Z}_2 \times \mathbb{Z}_2$. Hence,
we can make use of the symmetry condition [which can be derived from Eq. (2.12)]

\[ \begin{align*}
B_\alpha & - A_c \\
\vdots & - A_c \\
& - B_\alpha
\end{align*} \]

\[ = \begin{align*}
A_c & - B_\alpha \\
\vdots & - b_\alpha
\end{align*} \]

where \( b_\alpha = u(g_\alpha) \). Applying this condition repeatedly shows that the byproduct operator can be displaced arbitrarily far to the right. In our formal tensor-network picture for an infinite chain, we consider that this process is continued indefinitely, so that the byproduct operator “disappears out to infinity”, and is replaced with \( b_\alpha \) acting on all sites to the right of the one on which the measurement took place, i.e.

\[ \begin{align*}
B_\alpha & - A_c - A_c - A_c - \cdots \\
\vdots & - A_c - A_c - A_c - A_c - \cdots \\
& - b_\alpha - b_\alpha - b_\alpha - b_\alpha - \cdots
\end{align*} \]

Hence, whenever we obtain the “wrong” outcome for a measurement (i.e. the corresponding byproduct operator \( B_\alpha \) is not the identity), we can recover the “correct” resultant state by applying the correction \( b_\alpha^\dagger \) to all the remaining sites on the right (equivalently, we can simply adjust the measurement basis for measurements on those sites).

Let us now examine what happens when we perform the same adaptive measurement protocol on a resource state that is not the exact cluster state. Consider a pFCS ground state contained with the same SPT phase as the cluster state, characterised by the Pauli representation of the group \( Z_2 \times Z_2 \). We will keep using the same measurement protocol as for the exact cluster state. (Our argument could be generalised to any pFCS ground state contained within any SPT phase characterized by a finite abelian symmetry group \( G \) and a maximally non-commutative cohomology class, so long as the the adaptive correction appearing in the measurement protocol takes the same form as for the cluster state, i.e. application of \( u(g_\alpha) \) to the sites on the right for some group elements \( g_\alpha \in G \).) The resource state is then of the form

\[ |\Psi\rangle = \begin{align*}
& - b_\alpha - b_\alpha - b_\alpha - b_\alpha - \cdots
\end{align*} \]

with the MPS tensor \( A \) of the form Eq. (2.16). We now repeat the above argument, in reverse. We make use of the symmetry condition Eq. (2.12) in the form

\[ \begin{align*}
A & = B_\alpha^\dagger - b_\alpha^\dagger \\
\vdots & - A
\end{align*} \]
from which we obtain

\[
\begin{align*}
\cdots & A A A A A \cdots \quad = \quad A A A A A \cdots \\
& \quad \downarrow b_\alpha \quad b_\alpha \quad b_\alpha \quad b_\alpha \quad b_\alpha
\end{align*}
\]

Therefore, we have shown that the process we actually perform, i.e. applying the measurement-dependent correction to the sites on the right of the one measured, is equivalent to a different process, in which the measurement-dependent correction is applied in the internal bond space of the MPS, as depicted in the right-hand side of Eq. (2.24). In a physical system, of course, we do not have direct access to the internal bonds of a tensor network state, so we could never perform the latter process directly; nevertheless, the two are equivalent.

Following the measurement and the adaptive correction, which we think of as being performed internally, as in the right-hand side of Eq. (2.24), the outcome of the measurement can be “forgotten”, i.e. we describe the resultant state of the system as the mixture of the right-hand side of Eq. (2.24) for all possible measurement outcomes. Without affecting the reduced state on the remaining unmeasured sites, for notational convenience we replace this mixture with a coherent superposition, i.e.

\[
\begin{align*}
\cdots & \underbrace{A}_{\text{V}} \quad A A A A A \cdots \\
& \quad \downarrow k
\end{align*}
\]

where we have defined the tensor

\[
\text{V}^\dagger_k = \sum_\alpha \left( \begin{array}{c} g_\alpha \\ B_\alpha \end{array} \right),
\]

which we can also interpret as a unitary coupling \( \sum_\alpha |\alpha\rangle \langle \alpha| \otimes B_\alpha^\dagger = \sum_\alpha |\alpha\rangle \langle \alpha| \otimes V(g_\alpha)^\dagger \) coupling a site to an ancilla particle. We now use the \( k \) index throughout the paper to distinguish the “G”’s resulting from different measurement operations. (The label \( k \) refers to the site at which the measurement is being performed; we include this label to reflect the dependence on the measurement basis \( \{|\alpha\rangle\} \) and byproduct operators \( B_\alpha \), which will in general be different for each site at which a measurement is performed.)

Now, using the expression Eq. (2.16) for the MPS tensor \( A \), we can write

\[
\begin{align*}
\cdots & \underbrace{A}_{\text{V}} \quad A A A A A \cdots \\
& \quad \downarrow k
\end{align*}
\]

\[
\text{V}^\dagger_k = \sum_\alpha \left( \begin{array}{c} \alpha' \\ \alpha \end{array} \right)
\]

which we can also interpret as a unitary coupling \( \sum_\alpha |\alpha\rangle \langle \alpha| \otimes B_\alpha^\dagger = \sum_\alpha |\alpha\rangle \langle \alpha| \otimes V(g_\alpha)^\dagger \) coupling a site to an ancilla particle. We now use the \( k \) index throughout the paper to distinguish the “G”’s resulting from different measurement operations. (The label \( k \) refers to the site at which the measurement is being performed; we include this label to reflect the dependence on the measurement basis \( \{|\alpha\rangle\} \) and byproduct operators \( B_\alpha \), which will in general be different for each site at which a measurement is performed.)

Now, using the expression Eq. (2.16) for the MPS tensor \( A \), we can write
Figure 2.2: (a) After the adaptive measurement sequence, we can treat the resultant state as having the form shown. This is equivalent (b) to building $|\Psi\rangle$ from the dual state $|\tilde{\Psi}\rangle$ [the shaded box; see Eq. (2.29)] by unitary couplings to an ancilla particle.

where we have defined the tensor $G_k$ (which can also be interpreted as a unitary coupling between a site and the ancilla particle) according to

$$G_k = \frac{G_k}{V_k^\dagger}.$$

(2.28)

We are now in a position to define our dual process. Suppose we perform a sequence of such adaptive measurements at successive sites, which at each site is described by the insertion of the tensor Eq. (2.26), as in Eq. (2.25). There will be a different coupling $G_k$ associated with each site $k$. As shown in Figure 2.2, we find that the original adaptive measurement process, applied to the resource state $|\Psi\rangle$, is equivalent to a dual process applied to the dual state $|\tilde{\Psi}\rangle$. The dual state $|\tilde{\Psi}\rangle$ is defined to be the state built from the degeneracy tensor $\tilde{A}$, with the structural tensor discarded:

$$|\tilde{\Psi}\rangle = \ldots \cdot \cdot \cdot \tilde{A} \cdot \cdot \cdot \tilde{A} \cdot \cdot \cdot \cdot \cdot .$$

(2.29)

The dual process comprises a series of consecutive unitary interactions $G_k$ between individual sites $k$ and an ancilla particle.

There are several reasons why this “dual picture” is a useful way to understand the operation of MBQC in one-dimensional ground states. First, the dual process lacks the long-range measurement adaptivity which is a characteristic of the original adaptive measurement protocol. Second, the perfect operation of the identity gate is automatically built in, because, for sites $k$ at which the adaptive measurement process at the given site is the one that corresponds in the exact cluster state to the identity gate, [i.e. the measurement basis is the simultaneous eigenbasis $\{|i\rangle\}$ of the symmetry, and the byproduct operators are $B_i = V(g_i)$, where the $g_i$ are the group elements appearing in Eq. (2.15)], the corresponding coupling is trivial, $G_k = I$.

The final motivation for the dual picture is that the dual state on which it is based has some physical significance in its own right, and retains some key properties of the original resource state. For example, if the original MPS tensor $A$ generates a pFCS, then so does $\tilde{A}$, and the respective correlation lengths obey the inequality $\xi \leq \tilde{\xi}$ (see Appendix 2.A). Additionally, in
Appendix 2.B we will show how our dual state can be obtained from the original ground state through a generalization of the unitary that was introduced by Kennedy and Tasaki [20] to transform the SPT Haldane phase [18,19] into a local symmetry-breaking phase; this unitary has recently been described as a "topological disentangler" [37], and in some sense we can think of the dual state as being a topologically disentangled version of the original resource state.

The dual process for initialization and readout in the 1-D cluster state

Above we only discussed measurement sequences corresponding to unitary gates in correlation space. A complete scheme for using a 1-D resource state as a quantum computational wire also includes measurement sequences corresponding to initialization (i.e. discarding the current state in correlation space and replacing it with a fixed state), and readout (i.e. making the state in correlation space available as the physical state of one qubit). We now describe briefly how the measurement protocols used on the 1-D cluster state for these purposes can be accommodated in our framework.

Initialization.—The initialization procedure involves measuring a site in the computational basis \( |00\rangle, |01\rangle, |10\rangle, |11\rangle \). In this basis, the MPS tensor \( A_C \) for the exact cluster state takes the form

\[
A_C[00] = |0\rangle\langle 0|, \\
A_C[01] = |1\rangle\langle 0|, \\
A_C[10] = |0\rangle\langle 1|, \\
\]

The randomness of measurement outcomes can therefore be accounted for by applying the appropriate outcome-dependent correction operator in correlation space following the measurement:

\[
B^\dagger_{00} = B^\dagger_{10} = I, \\
B^\dagger_{01} = B^\dagger_{11} = X.
\]

Since the correction operators are Pauli operators, the above discussion applies without change.

Readout.—The standard readout procedure for the cluster state involves measuring the second qubit of a two-qubit site in the computational basis, then applying an outcome-dependent correction operator to the first qubit, which acts as the output. Provided that we are only interested in the final state of the output qubit, this procedure is equivalent to a coherent correction operator coupling the two qubits in the site (specifically, it is a controlled-Z gate \( C_Z = |0\rangle\langle 0| \otimes I + |1\rangle\langle 1| \otimes Z \)). Carrying through a similar argument to that given above for unitary gates, Sec. 2.2.4, we obtain the same result, but with the interaction \( G_k \) in the dual process between the site \( k \) in question and the ancilla particle given by

\[
G_k = V = C_Z.
\]

2.2.5 MPS of minimal bond dimension and the dual picture

As an example of the general formalism introduced in Sec. 2.2.4, here we will examine the form of the couplings \( G_k \) appearing in the dual process [Eq. (2.28)], in the particular case that the resource state is an MPS with bond dimension \( D = \sqrt{|G|} \), where \( G \) is the symmetry group characterizing the symmetry-protected phase. Given that the dimension of the protected subsystem is \( \sqrt{|G|} \) (by Lemma 1), this is the smallest possible value of \( D \), and corresponds to the absence of a junk subsystem (or, more precisely, a junk subsystem of dimension 1). In particular, the 1D cluster state is of this type. In general, the MPS tensor \( A \) for such an MPS must be of the form

\[
A[i] = \tilde{A}[i]V(g_i),
\]
where the $\tilde{A}[i]$ here are scalars. It follows that the dual of such a state is a product state, with each site in the state $|\phi\rangle = \sum_i \tilde{A}[i]|i\rangle$. (We choose the normalization for the MPS tensor $A$ so that $\langle \phi | \phi \rangle = 1$.) Therefore, the effect of the dual process acting on the dual state results from a series of independent interactions of the form

$$G_k |\phi\rangle.$$  \hfill (2.36)

We recall that, in the correlation space picture of quantum computational wires, a quantum state can serve as a resource for executing a unitary gate $U$ if there exists some basis $\{|\alpha\rangle\}$ such that

$$A[\alpha] = \beta_\alpha B_\alpha U,$$  \hfill (2.37)

for some set of unitary byproduct operators $B_\alpha$ and scalars $\beta_\alpha$. We will now show how this property manifests itself in the dual picture, for the class of states considered here. We make use of the representation for the MPS tensor $A$ as

$$A = V \phi.$$  \hfill (2.38)

It follows that, at a site $k$ measured in the basis $\{|\alpha\rangle\}$, with the byproduct operators $B_\alpha$, we have

$$G_k |\phi\rangle = A V^\dagger_k |\phi\rangle = \phi U,$$  \hfill (2.39)

where $|\phi\rangle = \sum_\alpha \beta_\alpha |\alpha\rangle$. (It can be shown that our choice of normalization ensures that $\langle \phi | \phi \rangle = 1$.) Here the first equality follows from Eq. (2.38) and the definition of $G$; and the second inequality follows by Eq. (2.37). Thus, we have shown that in the dual picture the gate $U$ simply acts on the ancilla particle.

Next we will do a similar analysis for the initialization and readout procedures specific to the 1-D cluster state.

Initialization.— Recall the discussion of initialization in Sec. 2.2.4. We make use of the form of the MPS tensor $A_C$ in the computational basis, Eqs. (2.30–2.33), multiplied by the appropriate normalization factor as discussed above. Thus, for the site $k$ at which initialization takes place,
we find that

$$\varphi G_k = A C V^\dagger_k (2.41)$$

$$\Gamma, \quad (2.42)$$

where $$\Gamma = \frac{1}{\sqrt{2}} (|00\rangle\langle 0| + |01\rangle\langle 0| + |10\rangle\langle 1| - |11\rangle\langle 1|)$$ (thanks to our choice of normalization, we find that $$\Gamma$$ is an isometry, i.e. $$\Gamma^\dagger \Gamma = I$$). Therefore, applying the measurement sequence for initialization leads to the ancilla system getting initialized in the state $$|0\rangle$$, as we would expect.

**Readout.**— From the definition of the operator $$G_k$$ in the case of sites $$k$$ at which readout takes place [Eq. (2.34)], we find that (here we separate a site into its two constituent qubits, each denoted by a thick line)

$$\varphi G_k = A C Z (2.43)$$

$$|I\rangle, \quad (2.44)$$

where $$|I\rangle = (1/\sqrt{2}) (|00\rangle + |11\rangle)$$ is the canonical maximally-entangled state. Thus the state of the ancilla qubit indeed gets transferred onto the output qubit.

### 2.2.6 MBQC on a perturbed resource state simulates a noisy quantum circuit

In the previous subsection, we saw how measurements on an MPS of minimal bond dimension correspond to quantum gates. Now we will consider what happens when we perform the same measurement sequences on a *perturbed* resource state, assuming that the perturbed state remains within the same SPT phase. We will find that measurements on such a perturbed cluster state simulate the same quantum circuit, but with *noisy* gates. The noise is described by application of a completely positive, trace preserving (CPTP) noise superoperator following each gate.

In Section 2.2.5 we were able to treat each gate independently in the case of the unperturbed cluster state because the dual state was a product state, $$|\tilde{\Psi}\rangle = |\varphi\rangle^\otimes N$$. This will no longer be true once we introduce perturbations, but we still want to treat gates independently. Towards this end, we recall that for a site for which the corresponding sequence is that for the identity gate, the associated coupling $$G_k$$ in the dual picture between that site and the ancilla particle is trivial. Therefore, such a site can be traced out from the beginning without affecting the final state of the output qubit. That is to say, we only need to consider the reduced state $$\tilde{\rho} = Tr_{\text{trivial sites}} |\tilde{\Psi}\rangle\langle \tilde{\Psi}|$$ on the remaining sites, which are those corresponding to non-identity gates (we refer to these as the *non-trivial* sites). We are free to choose our measurement protocol to ensure that the distance between any two non-trivial sites is much greater than the correlation length $$\tilde{\xi}$$. For pFCS, it is then straightforward to show that $$\tilde{\rho}$$ is approximately a product state

$$\tilde{\rho}_{\text{prod}} = \bigotimes_k \tilde{\rho}_k$$

over the non-trivial sites, or more precisely

$$\| \tilde{\rho} - \tilde{\rho}_{\text{prod}} \|_1 \leq mf(R), \quad (2.45)$$
where $\|\cdot\|_1$ denotes the trace norm, $m$ is the number of non-trivial sites, $R$ is the minimum distance between any two non-trivial sites, and $f(R)$ is a function related to the transfer channel of the pFCS, behaving asymptotically as $f(R) = O[\exp(-R/\tilde{\xi})]$ for large $R$, where $\tilde{\xi}$ is the correlation length associated with the pFCS.

We first consider the case where $\tilde{\rho} = \tilde{\rho}_{\text{prod}}$ exactly. Because $\tilde{\rho}$ is then a product state, we find, as in the previous subsection, that the dual process acting on the dual state is again effectively a sequence of independent interactions, this time of the form

$$G_k \tilde{\rho}_k$$

(see Fig. 2.3). Let us suppose that $G_k$ results from the measurement sequence corresponding to a unitary gate $U_k$. Then, after tracing out the physical site, Eq. (2.46) corresponds to an evolution on the ancilla qubit described by the CPTP map

$$A_k(\sigma) = \text{Tr}_{\text{physical site}} \left( G_k (\sigma \otimes \tilde{\rho}_k) G_k^\dagger \right)$$

(2.47)

As we saw in Sec. 2.2.5 in the absence of perturbations to the cluster state, $\tilde{\rho}_k = |\phi\rangle \langle \phi|$ and $A_k = U_k$, where $U_k(\sigma) = U_k \sigma U_k^\dagger$. In general we can write $A_k = \mathcal{E}_k \circ U_k$, where $\mathcal{E}_k$ is a noise superoperator for which it is straightforward to show that

$$\|\mathcal{E}_k - \mathbb{I}\|_\diamond \leq \|\tilde{\rho}_k - |\phi\rangle \langle \phi|\|_1,$$

(2.48)

where $\|\cdot\|_\diamond$ is the diamond norm on superoperators [38]. The cases when $G_k$ corresponds to initialization or readout are analogous. Therefore we have shown (in the case $\tilde{\rho} = \tilde{\rho}_{\text{prod}}$) that the measurement protocol on the perturbed cluster state reproduces the desired quantum circuit, except that each gate (as well as the initialization and readout steps) is accompanied by some associated noise. Furthermore, if the perturbation is sufficiently small, then the reduced states $\tilde{\rho}_k$ will be close to $|\phi\rangle \langle \phi|$ (see Appendix D for the proof), so that the noise will be weak, in the sense that $\mathcal{E}_k$ is close to the identity superoperator in the diamond norm.

In the general case, in which $\tilde{\rho}$ and $\tilde{\rho}_{\text{prod}}$ are not equal, but are $\epsilon$-close in the trace distance, we just need to observe that the reduced state of the output qubit following the dual process can be obtained from $\tilde{\rho}$ by application of some CPTP superoperator, which we call $\mathcal{B}$. From the
contractivity property of the trace distance, it follows that $\|B(\tilde{\rho}) - B(\tilde{\rho}_{\text{prod}})\|_1 \leq \|\tilde{\rho} - \tilde{\rho}_{\text{prod}}\|_1 \leq \epsilon$. Therefore, the effective noisy quantum circuit description correctly describes the final state of the output qubit up to an accuracy $\epsilon$. Note that, because the bound Eq. (2.45) depends on the number of non-trivial gates $m$, it will be necessary to have the separation $R$ scale with $m$ in order to obtain a fixed accuracy $\epsilon$, but only logarithmically; indeed, the minimum separation required to achieve an accuracy $\epsilon$ scales like $R_{\text{min}}/\tilde{\xi} = O[\log(m/\epsilon)]$.

2.2.7 Summary of Section 2.2

In Section 2.2, we have presented, within the context of pure finitely-correlated states, the main ideas leading to our effective noise model construction. Our discussion has hinged around the “dual state” which we associated with each ground state carrying the appropriate SPT order. Loosely speaking, we can think of the entanglement in SPT-ordered ground states as comprising “topological” and “non-topological” components intertwined. The topological component is fixed throughout the phase and is responsible for the distinctive characteristics of the SPT phase, such as the degeneracy in the entanglement spectrum [39], the diverging localizable entanglement length [40, 41], and the perfect operation of the identity gate. One can think of the dual state as being obtained from the original ground state by a topological disentangler, “separating out” the topological component of the entanglement and leaving only the non-topological component [37].

In this paper, the importance of the dual state is due to the following fact, which we established in Sec. 2.2.4: the cluster state adaptive measurement protocol, when applied to an SPT-ordered ground state, couples in a natural way to the topological component of the entanglement, and the effect is thus equivalent to a “dual process” (with a simpler structure) acting on the dual state. This result gives rise to an effective quantum circuit description describing the outcome of the measurement protocol applied to any SPT-ordered ground state [e.g. see Fig. 2.3(a)]. The action of non-trivial gates is determined by an interaction with a single site in the dual state, and perturbations to the dual state give rise to noisy gates. As long as the locations of non-trivial gates are sufficiently separated, the reduced state on the sites relevant for the gate operation will be a product state, and this corresponds to independent noise acting on each gate in the effective circuit description.

2.3 The effective noise model construction: general ground states

In this section, we will extend our characterization of the effective noise model to any ground state within the symmetry-protected phase, without reference to finitely correlated states. Instead of starting from scratch, we will build on the results of Section 2.2 as follows. We formulate a condition which we believe (on physical grounds) to be satisfied for any system within the symmetry-protected phase. We will show that this condition leads to a construction for the dual state of any ground state in the SPT phase, independently of the pFCS formalism. Furthermore, given an exact MPS representation for the dual state (which always exists, albeit possibly with a bond dimension exponentially large in the system size), we show that one can construct a corresponding MPS representation for the original ground state, such that the arguments of Section 2.2 can be applied without significant change. In order to establish the approximate factorization condition Eq. (2.45) in the case of general ground states, we will show that the dual state is (like the original resource state) the gapped ground state of a local Hamiltonian, which can be constructed in a straightforward way from the original Hamiltonian. This will allow us to establish the approximate factorization condition Eq. (2.45) without assuming that the dual state has a pFCS structure.
2.3.1 Symmetry-protected topological order and boundary conditions

Because we are considering general ground states, we can no longer make direct use of the characterization of SPT order in finitely-correlated states of [16, 17]. Instead, we adopt the perspective in which SPT order is related to the fractionalized edge modes associated with open boundary conditions [19]. Our discussion will, out of necessity, be physically motivated rather than mathematically rigorous, but will suggest the formulation of the precise assumptions under which the rigorous results of this paper can be proven.

Consider a 1-D chain with open boundary conditions, with symmetry-respecting interactions such that, in the bulk, there is no symmetry-breaking and a finite energy gap for excitations. It is still possible that the energy gap for edge excitations may be much smaller than the bulk gap (or even zero). We denote by $\mathcal{P}$ the subspace comprising the low-lying edge states. If the chain is sufficiently long, we expect that the gap in the bulk should ensure that the edges are non-interacting, so that $\mathcal{P}$ decomposes a tensor product of degrees of freedom associated with the left and right edges respectively, $\mathcal{P} = \mathcal{P}_l \otimes \mathcal{P}_r$, and the restriction $H_\mathcal{P}$ of the Hamiltonian $H$ onto this subspace is a sum of terms acting on each edge: $H_\mathcal{P} = h_l \otimes I + I \otimes h_r$.

For our purposes, we are interested in how the edge states transform under the symmetry. Because $\mathcal{P}$ is spanned by a set of energy eigenspaces, and the Hamiltonian commutes with the representation of the symmetry $U(g)$, it follows that $\mathcal{P}$ must be an invariant subspace for $U(g)$. We write the operation of $U(g)$ restricted to $\mathcal{P}$ as $U_\mathcal{P}(g)$. We expect that, for sufficiently long chains, the symmetry should act independently on the respective edge states, i.e.

$$U_\mathcal{P}(g) = V_l(g) \otimes V_r(g).$$  \hspace{1cm} (2.49)

By assumption, $U(g)$, and hence $U_\mathcal{P}(g)$, is a linear representation of the symmetry group $G$. It follows that $V_l(g)$ and $V_r(g)$ are in general projective representations of $G$, and if $V_l(g)$ has factor system $\omega$, then $V_r(g)$ must have factor system $\omega^{-1}$. We are free to transform $V_r(g) \rightarrow \beta(g)V_r(g)$, $V_l(g) \rightarrow \beta^{-1}(g)V_l(g)$ for any $g$-dependent phase factors $\beta(g)$ without affecting Eq. (2.49), but the cohomology class $[\omega]$ is uniquely determined. Furthermore, it is intuitively clear that any continuous symmetry-respecting variation in the Hamiltonian cannot change the cohomology class $[\omega]$, except at a phase transition (where the gap closes in the bulk, and the left- and right-edge modes need no longer be non-interacting). Therefore, we have an alternative characterization of the SPT phase corresponding to a cohomology class $[\omega]$: it comprises the systems where a left edge is associated with emergent edge states transforming projectively under the symmetry with cohomology class $[\omega]$. This is a generalization of the well-known observation that systems in the $SO(3)$-invariant Haldane phase have emergent spin-1/2 degrees of freedom at the edges [12, 13].

In non-trivial SPT phases, the edge interactions $h_l$ and $h_r$ (and therefore the overall Hamiltonian $H$) will always have degenerate ground states, due to the fact that non-trivial projective representations cannot be one-dimensional. On the other hand, we expect, at least in the case that the symmetry group $G$ is abelian, that a non-degenerate ground state can be recovered by introducing terminating particles at the left and right edges, transforming projectively under the symmetry with factor systems $\omega^{-1}$ and $\omega$ respectively (see Figure 2.4). This is because, loosely speaking, these terminating particles can couple to the edge modes, with the composite system at each edge transforming under a linear representation (and therefore, in the case of an abelian symmetry group, generically having a non-degenerate ground state). For example, the ground state of a spin chain in the Haldane phase can be made non-degenerate through coupling to spin-1/2 particles at the edges. Conversely, if the terminating particles do not transform with the cohomology classes $[\omega^{-1}]$ and $[\omega]$ respectively, then the degeneracy cannot be removed completely because there is still a non-trivial projective symmetry transformation at each edge.

Thus, we have arrived at yet another characterization of SPT order, which we state as a conjecture in the absence of a rigorous proof:
Conjecture 1. A 1-D chain respecting an on-site representation of an abelian symmetry group $G$ is in the SPT phase characterized by cohomology class $[\omega]$ if and only if the following condition is satisfied:

Condition 1. The finite-chain ground state can be made non-degenerate and gapped by the inclusion of symmetry-respecting interactions coupling the left and right edges of the chain to terminating particles transforming projectively under the symmetry, with factor systems $\omega$ and $\omega^{-1}$ respectively.

In any case, in the remainder of this section, we will consider systems satisfying Condition 1. Specifically, all the results will apply to finite chains with the appropriate edge couplings imposed to ensure a non-degenerate gapped ground state. This will prove convenient for our analysis, but the properties of the system in the bulk should not, of course, depend on the boundary conditions.

Note also that, in the case of a system with the interactions governed by the parent Hamiltonian of a pFCS [generated by an MPS tensor satisfying the symmetry condition Eq. (2.7) corresponding to the symmetry-protected phase], Condition 1 can easily be established directly. Furthermore, the stability theorem of [44] ensures that Condition 1 remains true for sufficiently small symmetry-respecting perturbations of such models, regardless of the validity of Conjecture 1.

2.3.2 The general construction for the dual state; exact MPS representation of SPT-ordered ground states

Recall that in Section 2.2.4 we defined the dual state in the context of pFCS. Here, we will give an analogous construction for the dual state corresponding to a general ground state within a symmetry-protected phase, provided that the phase is characterized by a finite abelian group $G$ and a maximally non-commutative cohomology class $[\omega]$. The construction applies to a finite chain, with the appropriate boundary conditions as discussed in Section 2.3.1. This construction will then allow us to express the original ground state as an MPS, with the MPS tensors satisfying an appropriate symmetry condition.

We consider a finite chain coupled to terminating particles, such that the overall system is invariant under the symmetry $U(g) = V^*(g) \otimes [u(g)]^{\otimes N} \otimes V(g)$. Here we have taken the right terminating particle to transform under $V(g)$, the unique irreducible projective representation with factor system $\omega$; and the left terminating particle under $V^*(g)$ [$V^*(g)$ is the operator obtained from $V(g)$ by complex conjugation of the matrix elements in some basis; observe that $V^*(g)$ is a projective representation of $G$ with factor system $\omega^{-1}$].

The natural analogues in the current setting (finite chains, with the specific choice of boundary conditions) of the pFCS ground states which we considered in Section 2.2 are states of the
Figure 2.5: The “topological disentangler” $\mathcal{D}$ applied to the original ground state (a) turns it into the dual state (b), leaving the terminating particles maximally entangled.

for some end vectors $|L\rangle$ and $\langle R|$, and where the MPS tensor $A$ satisfies the symmetry condition Eq. (2.12) [which can be shown to ensure the invariance of the state under $U(g)$]. Given the decomposition Eq. (2.16) for the MPS tensor $A$, it follows that the dual state can be obtained from the original ground state by a sequence of unitary interactions between individual sites and the terminating particle on the right (see Fig. 2.5); we can think of the overall unitary transformation $\mathcal{D}$ as a “topological disentangler”. Specifically, we have $\mathcal{D}|\Psi\rangle = |\tilde{\Psi}\rangle \otimes |I\rangle$, where $|I\rangle = \sum_{k=1}^{D} |k\rangle\langle k|$ is the canonical maximally-entangled state between the terminating particles.

We will now show that, for a general gapped symmetry-respecting ground state $|\Psi\rangle$ [not necessarily in the MPS form Eq. (2.50)], it remains the case that $\mathcal{D}|\Psi\rangle = |\tilde{\Psi}\rangle \otimes |I\rangle$ for some state $|\tilde{\Psi}\rangle$ on the non-terminating sites; this will serve as the definition of the dual state $|\tilde{\Psi}\rangle$ for general ground states.

We observe that the original ground state $|\Psi\rangle$ must be invariant under the global symmetry operation $U(g)$, i.e.

$$U(g)|\Psi\rangle = \alpha(g)|\Psi\rangle.$$  

(Without loss of generality, we can set $\alpha(g) = 1$ by absorbing it into into the definition of the symmetry) This implies that the state $\mathcal{D}|\Psi\rangle$ is invariant under $DU(g)D^\dagger$. Let us examine what this ‘dual’ symmetry looks like. We observe that

$$\mathcal{D}_1[u(g) \otimes V(g)]D^\dagger_i = \sum_i \chi_i(g)|i\rangle\langle i| \otimes V(g_i)\dagger V(g)$$  

$$= \sum_i |i\rangle\langle i| \otimes V(g)$$  

$$= I \otimes V(g).$$  

$^1$Specifically, we replace the action of the symmetry $V(g)$ on the right terminating particle with its equivalent under a unitary transformation (by Lemma 1 of Ref. [25]), $\alpha^{-1}(g)V(g)$.
where

$$D_1 = \sum_i |i\rangle \langle i| \otimes V(g_i)^\dagger$$

(2.55)

is the interaction from which $D$ is built; to get to Eq. (2.53), we made use of Eq. (2.14). From this, one can show that

$$DU(g)D^\dagger = V^*(g) \otimes I \otimes N \otimes V(g).$$

(2.56)

It it straightforward to show (using the irreducibility of $V$) that invariance of a state under the right-hand side of Eq. (2.56) implies that it must be of the form $D|\Psi\rangle = |\tilde{\Psi}\rangle \otimes |I\rangle$ for some state $|\tilde{\Psi}\rangle$, as required.

It is now straightforward to construct an appropriate MPS representation for a general ground state. Indeed, let us consider an MPS representation for the dual state $|\tilde{\Psi}\rangle$ of the form

$$|\tilde{\Psi}\rangle = \tilde{A}_1 \tilde{A}_2 \tilde{A}_3 \tilde{A}_4 \tilde{A}_5.$$  

(2.57)

We choose this representation to be exact; this may require the bond dimension to be very large (scaling exponentially in the system size), but that is of no importance to us. Then we have

$$D|\Psi\rangle = |I\rangle \otimes |\tilde{\Psi}\rangle$$

(2.58)

$$= \tilde{A}_1 \tilde{A}_2 \tilde{A}_3 \tilde{A}_4 \tilde{A}_5.$$  

(2.59)

Now we can apply the inverse transformation $D^\dagger$ to obtain

$$|\Psi\rangle = \tilde{A}_1 \tilde{A}_2 \tilde{A}_3 \tilde{A}_4 \tilde{A}_5.$$  

(2.60)

This is a representation of $|\Psi\rangle$ as an MPS, with each of the shaded regions corresponding to an MPS tensor $A$ of the form Eq. (2.16), and hence satisfying the symmetry condition corresponding to the symmetry-protected phase. In addition, we should take note of the boundary conditions at the right edge. These boundary conditions ensure that the arguments of Section 2.2.4 apply without any need to invoke an infinite-system limit.

### 2.3.3 The dual state as the ground state of a local Hamiltonian

In the previous subsection, we have constructed the dual state for any ground state in the symmetry-protected phase. The original ground state is, by assumption, the gapped ground state of a local Hamiltonian. In this subsection we will show that this is also true of the dual state. That is, starting from the original Hamiltonian $H$, we construct another local Hamiltonian $\tilde{H}$ for which the dual state is the gapped ground state.

We start by proving a useful fact about the unitary transformation $D$ introduced in the previous section: although it is in general non-local, it maps symmetry-respecting local observables (i.e. those supported on a small set of sites of finite size) to local observables. Indeed, let us
consider some local observable $h$; we will show that $DhD^\dagger$ is also local. For concreteness, we suppose that $h$ acts on two adjacent sites somewhere in the bulk. Now, observe that

$$V^\dagger V^\dagger h = V^\dagger V^\dagger \tilde{h}, \quad (2.61)$$

where

$$\tilde{h} = V h V^\dagger. \quad (2.62)$$

By means of Eqs. (2.62) and (2.54), it can be verified that if $h$ commutes with the symmetry, i.e.

$$u(g) h u(g)^\dagger = u(g) h u(g)^\dagger, \quad (2.63)$$

then

$$V(g) \tilde{h} V(g) = \tilde{h}. \quad (2.64)$$

Since $V(g)$ is an irreducible projective representation, Eq. (2.64) implies (by Schur’s Lemma) that $\tilde{h}$ acts trivially on the terminating particle, i.e.

$$\tilde{h} = \tilde{h}. \quad (2.65)$$

Now, using Eqs. (2.61) and (2.65), we find that $DhD^\dagger = \tilde{h}$, where $\tilde{h}$ acts on the same two sites as $h$ (see Fig. 2.6). Thus, although the duality transformation $D$ is non-local, we have shown that it maps local symmetry-respecting operators to local operators, as promised. The exception is operators $h$ at the left edge, which act non-trivially on the left terminating particle; in that case, the above argument breaks down, but we can observe directly from the structure of $D$ that $DhD^\dagger$ is supported on the union of the support of $h$ and the right terminating particle. For operators $h$ acting non-trivially on the right terminating particle, the argument must be adjusted, but the conclusion that $DhD^\dagger$ is supported on the support of $h$ still holds.

We are now in a position to construct the Hamiltonian for which the dual state $|\tilde{\Psi}\rangle$ is the gapped ground state. We observe that $DHD^\dagger$ has $|I\rangle \otimes |\tilde{\Psi}\rangle$ as its gapped ground state; however, it includes terms acting non-trivially on the terminating particles. We define a Hamiltonian acting only on the intermediate sites according to $\tilde{H} = \langle I | DHD^\dagger | I \rangle \equiv \mathcal{F}(H)$; by the locality result proven above, each local interaction term in $H$ corresponds to a local term in $\tilde{H}$ supported on the same set of sites. It can be shown that $|\tilde{\Psi}\rangle$ is the unique ground state of $\tilde{H}$, and that the gap is at least as large as that of $DHD^\dagger$, or equivalently $H$. 
Figure 2.6: From Eqs. (2.61) and (2.65), we get the pictured equality. This shows that $\mathcal{D} h = \tilde{h} \mathcal{D}$, or equivalently $\mathcal{D} h \mathcal{D}^\dagger = \tilde{h}$.

2.3.4 The factorization condition for general ground states

Recall that the other condition that needed to be satisfied in order to apply the arguments of Section 2.2 for general ground states was that the factorization condition for the reduced density operator $\tilde{\rho}$ on the non-trivial sites in the dual state,

$$\tilde{\rho} \approx \bigotimes_k \tilde{\rho}_k \equiv \tilde{\rho}_{\text{prod}}$$

should be satisfied when the non-trivial sites are sufficiently separated from each other. Recall that, for the case of pFCS, one can prove the bound

$$\|\tilde{\rho} - \tilde{\rho}_{\text{prod}}\|_1 \leq m f(R),$$

with $m$ the number of non-trivial sites, and $f(R)$ a function scaling asymptotically as $f(R) = O[\exp(-R/\tilde{\xi})]$, where $\tilde{\xi}$ is the correlation length in the dual state. We conjecture that Eq. (2.67) should be a general property of all gapped ground states of local Hamiltonians. However, we have only been able to rigorously prove the weaker bound

$$\|\tilde{\rho} - \tilde{\rho}_{\text{prod}}\|_1 \leq m d^2 m f(R),$$

where $f(R)$ is as before, and $d$ is the dimension of the Hilbert space at each site; see Appendix 2.C for the proof.

Note that if we assume only the weaker bound Eq. (2.68), then the separation between non-trivial sites will need to scale more rapidly with the number of gates $m$; we find that the minimum separation $R_{\text{min}}$ required for an accuracy $\epsilon$ scales like

$$R_{\text{min}}/\tilde{\xi} = O(m) + O[\log(1/\epsilon)].$$

This still implies that the number of measurements need scale only as a polynomial in the number of non-trivial gates.

2.3.5 Nonzero temperature

The formulation of the dual state as the ground state of a dual Hamiltonian extends naturally to nonzero temperature: under the topological disentangler $\mathcal{D}$, the thermal state of the original Hamiltonian $H$ maps to the thermal state of a dual Hamiltonian $\tilde{H}$. Furthermore, it can be shown that an appropriate adaptive measurement protocol acting on the thermal state of the original Hamiltonian is equivalent to a non-adaptive dual process (of the same form as in the zero-temperature case), acting on the thermal state of the dual Hamiltonian.
However, it does not appear possible to construct a Markovian effective noise model for nonzero temperature using the same techniques as for zero temperature. The reason is that our arguments were based on the assumption that the reduced state \( \tilde{\rho}_k \) on each of the non-trivial sites in the dual state does not differ greatly from its value in the dual of the unperturbed resource state. This is indeed the case for small local perturbations to the Hamiltonian (as we prove in Appendix 2.D), but it need not be true for nonzero temperature. For example, consider the one-dimensional Ising model, with Hamiltonian

\[
- \sum_i Z_i Z_{i+1} + Z_1
\]  

(2.70)

(we include the \( Z_1 \) term to select out a unique ground state). In this model, it can be shown (e.g. using the transfer matrix method) that the reduced state on a single spin changes discontinuously as soon as the temperature is switched on (this is closely related to the disappearance of the magnetic order in the 1-D Ising model at nonzero temperature). Given the structure of the dual Hamiltonian as discussed in Appendix 2.B, there is good reason to believe that it will exhibit a similar phenomenon.

The difficulty of treating thermal states in our framework should not be surprising, as the dual process has the perfect operation of the identity gate built in, whereas the cluster model is not expected to have a long-range identity gate at nonzero temperature. On the other hand, there exists a measurement protocol for a three-dimensional cluster model which retains the perfect operation of the identity gate at sufficiently small nonzero temperatures [45]. Therefore, if the dual process description could be extended to measurement protocols such as this one, then it might be expected that the dual Hamiltonian would possess an ordered phase that persists at nonzero temperature, such that the local reduced state varies continuously with temperature up to the phase transition.

2.4 Two-dimensional systems and fault tolerance

The equivalence we demonstrated in Sections 2.2 and 2.3 between MBQC on perturbed resource states and noisy quantum circuits, opens up the possibility of exploiting the results in the literature on fault-tolerant quantum computation with noisy quantum circuits. Here, we will extend the results of the previous sections to the 2D cluster model, which, unlike the 1D models considered previously, is a universal resource for quantum computation. We will again find that, provided the perturbation to the Hamiltonian respects a certain symmetry, MBQC using the perturbed ground state as a resource is equivalent to a noisy quantum circuit. We will show that the noise in this effective circuit description has no correlations in time (as in the previous section), nor any correlations in space. This reduction to local, Markovian noise will allow us to invoke the threshold theorem to deduce that, provided the perturbation respects the symmetry and is sufficiently small, the perturbed ground state remains a universal resource for MBQC.

It should be emphasized that, although we make use of the theory of fault-tolerant quantum computation, our final result cannot be described as a fault tolerance result for MBQC, since it applies only to symmetry-respecting perturbations, and we assume noiseless operation of the measurement protocol.

2.4.1 The ‘quasi-1D’ model

Here, we make a first attempt at generalizing the 1D results to a 2D model which is universal for quantum computation. The ground state of the model we introduce here is not strictly a universal resource for MBQC unless we allow non-single-qubit measurements; however the discussion here will serve as a stepping stone for consideration of the 2D cluster model in Sec. [292x41]
The first step in generalizing the 1D results to 2D models involves consideration of a ‘quasi-1D’ model, which consists of a 1D cluster Hamiltonian acting on each of $N$ qubit chains arranged in the vertical dimension, as well as a term favouring the $|+\rangle$ states on the uncoupled qubits. The model has a $(\mathbb{Z}_2 \times \mathbb{Z}_2)^N$ symmetry, arising from the $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry associated with each of the $N$ chains. We can treat this model as ‘quasi-1D’ by defining our sites (shown as green shaded areas) so that they span the vertical dimension.

In the absence of perturbations, the 2D model we consider involves $N$ uncoupled 1D cluster states arranged in the second dimension, as shown in Fig. 2.7. The Hamiltonian acting on each chain is simply the 1D cluster Hamiltonian. For generality we also assume the existence of some uncoupled qubits, each with an associated term $-X$ in the Hamiltonian (i.e. the ground state is $|+\rangle$). In order to treat this 2D model within the same framework which we have developed for 1D systems, we will consider an entire $N_v \times 2$ block (where $N_v$ is the extent in the vertical direction) to be a single ‘site’, as shown in Fig. 2.7(a); hence we can consider the lattice to comprise a 1D chain of such ‘sites’. The unperturbed ground state, which we denote $|\Psi_Q\rangle$, then has an MPS representation which is essentially a tensor product of several copies of the 1D cluster state MPS representation, with a correlation system comprising $N$ qubits. Each chain contributes a separate $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry, so that the model is invariant under a symmetry group $G = (\mathbb{Z}_2 \times \mathbb{Z}_2)^N = \{(g_1, \cdots, g_N) | g_1, \cdots, g_N \in \mathbb{Z}_2 \times \mathbb{Z}_2\}$. The projective representation of this symmetry in correlation space is the $N$-qubit generalization of the Pauli representation, namely

$$V((g_1, \cdots, g_N)) = V_P(g_1) \otimes \cdots \otimes V_P(g_N),$$

where $V_P$ is the single-qubit Pauli representation of $\mathbb{Z}_2 \times \mathbb{Z}_2$, given by Eq. (2.10). It can be checked that this projective representation is maximally noncommutative, and because it has dimension $2^N = |G|$, it must be the unique irreducible projective representation corresponding to its factor system (by Lemma 1 from Sec. 2.2.3).

Now, it is easy to see that, where $\mathcal{S}$ is the set of gates which can be executed in correlation space by a single-site measurement (up to Pauli byproducts) in the 1D cluster state, we can...
execute any tensor product

\[ s_1 \otimes s_2 \otimes \cdots \otimes s_N, \quad s_1, \cdots, s_N \in S \]

(2.72)

(up to Pauli byproducts) in correlation space by a single-site measurement in our 2D model; we just do the corresponding measurements on each chain separately. We can also find a measurement basis for a columnar site which induces entangling gates between two qubits in correlation space; however, this measurement basis clearly cannot correspond to single-qubit measurements, since the two chains would then remain uncoupled. For reasons that will become clear when we consider the relation of the present model to the 2-D cluster state in Sec. 2.4.2, we will only consider entangling gates between nearest-neighbour qubits in correlation space, for which we construct the measurement basis in a particular way, as follows.

We define the on-site unitary \( u \), which involves applying controlled-Z gates between neighbouring qubits to turn our original resource state \( |\Psi_Q^\prime\rangle \) into another graph state \( |\Psi_Q^\prime\rangle \) in which the two chains of interest are coupled, as shown in Figure 2.8. If \( A[\cdot] \) is the MPS tensor for \( |\Psi_Q^\prime\rangle \) at the given site, then \( A[\cdot] = A[u(\cdot)] \) is the MPS tensor for \( |\Psi_Q^\prime\rangle \). Using the measurement sequences described in [46], it can be shown that there exists a measurement basis \( \{ |\alpha\rangle \} \) for a columnar site, corresponding to single-qubit measurements, such that \( A'[\alpha] = B_a U \), where \( U \) is an entangling two-qubit gate, and the \( B_a \) are outcome-dependent Pauli byproducts. It follows that this two-qubit gate can be performed in correlation space (up to the same Pauli byproducts) by measuring in the basis \( \{ u^\dagger |\alpha\rangle \} \).

From the above considerations, we see that the model we are discussing can be considered as a generalization of the 1-D cluster state in which \( N \) qubits can be propagated in correlation space, acted on by entangling gates between nearest neighbour qubits as well as single-qubit gates. In the presence of symmetry-respecting perturbations to the Hamiltonian, the arguments of Sections 2.2 and 2.3 can still be applied for any finite \( N \). However, if we want to exploit the locality of the perturbation in the vertical direction as well as the horizontal, we need to make some additional arguments. First, we observe that (by Lemma 1) the protected subsystem of correlation space (which corresponds to the ancilla system appearing in the dual picture of MBQC) will have dimension \( 2^N \), and by identifying the action of the symmetry within the protected subsystem with Eq. (2.71), we can decompose the protected subsystem into \( N \) qubits, one associated with each chain.

Our argument now hinges on two observations. First, the dual Hamiltonian of which the dual state is the gapped ground state, as constructed in Sec. 2.3.3, is in fact a sum of interactions that are local on the original two-dimensional lattice. Second, the unitary couplings \( \mathcal{G}_a \) appearing in the dual process, which \( a \) priori could couple an entire columnar site to the entire \( N \)-qubit ancilla system, in fact acts trivially outside an appropriately localized area (see Fig. 2.10). These observations both follow from the form of the interaction

\[ D_1 = \sum_i |i\rangle\langle i| \otimes V(g_i) \]

(2.73)

between a columnar site and the ancilla system. (Recall that \( D_1 \) and its inverse appeared in the development of the dual picture in Sec. 2.2.4, as well as in the construction of the duality transformation \( \mathcal{D} \) from which the dual Hamiltonian \( \mathcal{H} \) was obtained in Sec. 2.3.3.) It is easily seen that in the present quasi-1D setup, \( D_1 \) simply comprises a number of applications of the corresponding operator \( D^{(1)}_1 \) for the one-dimensional cluster chain (see Fig. 2.9).

Now, consider a quantum circuit comprising a sequence of gates, and let \( Q_k \) be the sets of physical (not ancilla) qubits acted on by the corresponding couplings \( \mathcal{G}_k \) in the dual process. Just as in the one-dimensional case, we expect that if \( R \equiv \min_{k_1, k_2} \text{dist}(Q_{k_1}, Q_{k_2}) \) is much larger than the correlation length \( \xi \) for the dual state, then the reduced state \( \text{Tr}_{\{\cup_k Q_k\}} |\tilde{\Psi}\rangle\langle\tilde{\Psi}| \) on \( \cup_k Q_k \) should be approximately a product state over the \( Q_k \)’s. Thus, arguing as in the one-dimensional case (see Sec. 2.2.6), we find that performing the measurement sequence on a perturbed resource...
Figure 2.9: The unitary operator $D_1$, which couples a columnar site and the $N$-qubit ancilla system.

Figure 2.10: The unitary couplings $G_k$ appearing in the dual process corresponding to single- and two-qubit gates.
state corresponds to a noisy quantum circuit, with the noise described by a noise superoperator \( \mathcal{E}_k \) following each gate. Furthermore, \( \mathcal{E}_k \) acts non-trivially only on the same qubits that were acted on by the corresponding gate in the original noiseless quantum circuit. The strength of the noise, as given by \( \| \mathcal{E}_k - I \| \), is determined by the deviation (in the trace norm) of the reduced density operator on \( Q_k \) from its unperturbed value [see Eq. (2.48) in Sec. 2.2.6], which should be small for small perturbations.

Let us now estimate the required scale-up in the size of the resource state. We only consider in detail the case of local quantum circuits (i.e. containing only gates acting between nearest-neighbour qubits). As in the one-dimensional case (Sec. 2.3.4), according to the rigorous factorization result proved in Appendix 2.C, the minimum separation \( R_{\text{min}} \) between any of the \( Q_k \)'s required for an accuracy \( \epsilon \) scales like

\[
R_{\text{min}}/\tilde{\xi} = \mathcal{O}(m) + \mathcal{O}[\log(1/\epsilon)].
\]  

The required scale-up can be expressed in terms of \( R_{\text{min}} \), as follows. First, we must ensure that, at each time step, all non-trivial gates are separated by a distance of at least \( R_{\text{min}} \). This leads to a scale-up by a factor of \( \sim R_{\text{min}} \) in the number of time steps. Then, the buffering between horizontal locations at which nontrivial gates take place implies another factor of \( R_{\text{min}} \) scale-up. Hence, the total scale-up factor is \( s \sim R_{\text{min}}^2 \). On the other hand, if the quantum circuit that we want to simulate is not already local, then translating it into a local circuit will introduce additional overhead (still scaling at worst polynomially in the number of qubits in the quantum circuit).

### 2.4.2 The 2D cluster model

Now we will return to the model we are actually interested in: the 2D cluster model on a square lattice. Investigations of the effect on this model of perturbations [23, 47–49] have demonstrated a variety of results depending on the perturbation. Here, we will focus on perturbations respecting an appropriate symmetry. When this symmetry is enforced, the cluster model lies in a robust SPT phase, within which the identity gate is protected and the effective noise model construction of this paper can be applied.

In order to achieve our goal, we will establish an equivalence between the 2D cluster model and a ‘quasi-1D’ model of the type considered in the previous section. The basic idea is to define a (local) duality transformation \( \mathcal{U} \) (not the same as the duality transformation \( D \) which we have considered previously) which relates the two models. Specifically, we define

\[
\mathcal{U} = \prod_{(i,j) \in L} (CZ)_{ij},
\]

where \((CZ)_{ij}\) is the controlled-Z gate acting on qubits \( i \) and \( j \), and the product is over an appropriate set \( L \) comprising nearest-neighbour pairs of qubits. By an appropriate choice of \( L \), we can ensure that applying \( \mathcal{U} \) to the 2D cluster Hamiltonian turns it into a model of the type we considered in the previous section.

Now, let \( H \) be a perturbation to the 2-D cluster Hamiltonian. Then \( \mathcal{U}HU^\dagger \) is a perturbation to the quasi-1D model, and the arguments of the preceding section can be applied provided that the perturbation respects the appropriate symmetry. Furthermore, the result (in terms of statistics of measurement outcomes) of performing the adaptive measurement protocol described in Section 2.4.1 on the ground state of \( \mathcal{U}HU^\dagger \), involving measuring the observables \( \hat{\sigma} \), must be the same as the effect of performing the same protocol on the ground state of \( H \), but measuring the observables \( \hat{\sigma}^\dagger \mathcal{U}^\dagger \). We will now examine in detail this corresponding measurement protocol for perturbations of the 2-D cluster model.

In the quasi-1D resource state, there is a set of ‘redundant’ qubits which never need to be measured. It turns out to be convenient to assume, however, that we do measure those qubits,
in the $z$ basis, and that we do this before any other measurements. We observe that all the measurements that are performed on the quasi-1D state (after applying controlled-Z gates to couple chains where we want to perform a two-qubit gate) are all single-qubit, and are either in the $z$ basis, i.e. measuring $Z$, or in the $x$-$y$ plane, i.e. measuring $\sigma_\theta = (\cos \theta) X + (\sin \theta) Y$ for some angle $\theta$. Hence, the corresponding observables to measure in the 2D cluster state are either of the form $Z_j$ (for some qubit $j$), or

$$\sigma^{(j)}_{\theta_j} \prod_{k \in N_j} Z_k$$  \hspace{1cm} (2.76)$$

for some qubit $j$ and angle $\theta_j$, and where $N_j$ is some set of neighbouring redundant qubits. But, since we measured the redundant qubits first, they are all now in eigenstates of $Z$. Therefore, labelling the measured values of $Z$ on the redundant qubits by $\{z_j\}$, we see that measuring $U \hat{o}_j U^\dagger$ is equivalent to measuring $\sigma^{(j)}_{\theta_j} \left( \prod_{k \in N_j} z_k \right)$, which in turn is equivalent to measuring $\sigma^{(j)}_{\theta_j}$ and reinterpreting the measurement outcomes based on the value of $\prod_{k \in N_j} z_k$. Therefore, we have shown that the measurement protocol on the 2D cluster state can be implemented using only single-qubit measurements and adaptivity. It can be checked that the measurement protocol so constructed is essentially the same as the usual one for the 2D cluster state on a square lattice, which is described, e.g. in [2,10].

Finally, let us discuss the required symmetry. The duality transformation $U$ can be used to relate the $(Z_2 \times Z_2)^{\times N}$ symmetry which protects the quasi-1D model to a corresponding one in the 2D cluster model. The form of the generators of the latter symmetry is shown in Figure 2.11(a). Let us remark that we can also make similar arguments in the case that the 1D chains are arranged on the 2D square lattice in an unconventional way, for example diagonally [23,50] as shown in Figure 2.11(b). The advantage of the diagonal layout is that the symmetry [one of the generators of which is depicted in Figure 2.11(b)] takes a particularly simple form, due to the fact that every non-chain qubit neighbours an even number of chain qubits, and so the $Z$’s that would normally appear on non-chain qubits all cancel. In particular, this symmetry commutes with an especially simple and physically meaningful perturbation, namely a uniform magnetic field in the $x$ direction, i.e. $V = B \sum_i X_i$. (The effect of such a perturbation has been studied
numerically in \[49, 51\]; the SPT cluster phase persists up to a first-order phase transition at \(|B| = 1.\)

### 2.4.3 Perturbed ground states are universal resources

Let us summarize the conclusions which we obtain from the considerations in Sections 2.4.1 and 2.4.2 by stating them as a theorem. In combination with the threshold theorem of fault-tolerant quantum computation, this theorem will allow us to deduce that sufficiently small symmetry-respecting perturbations to the 2-D cluster Hamiltonian retain ground states which can serve as universal resources for MBQC.

We consider perturbations to the exact cluster Hamiltonian \(H_C\) on the 2-D square lattice, which we can take to be a sum of local commuting terms, with an energy gap to the first excited state of 2. Suppose now we consider a perturbed Hamiltonian \(H = H_C + V\), and \(V\) is a perturbation of the form

\[
V = \sum_{u \in \Lambda} V_u,
\]

where \(\Lambda\) is the set of all lattice sites, and each \(V_u\) is an interaction term supported on the set \(B(u, r)\) of sites within some fixed distance \(r\) (more generally, interactions decaying exponentially with distance would not present an obstacle to our arguments). We define the local strength of the perturbation by

\[
J \equiv \max_u \|V_u\|.
\]

The cluster Hamiltonian \(H_C\) belongs to a class of Hamiltonians for which it has been shown \[52\] that the gap is stable to local perturbations, i.e. there exists a threshold \(\eta > 0\) (depending only on \(r\)), such that the gap of the perturbed Hamiltonian is at least 1, provided that \(J \leq \eta\).

Let us assume that the perturbation \(V\) respects an appropriate symmetry group, constructed according to the procedure described in Sec. 2.4.2 (such as the one of the symmetry groups depicted in Fig. 2.11). Suppose then we want to use the perturbed ground state \(|\Psi\rangle\) to simulate a local quantum circuit containing \(N\) qubits, \(T\) time steps, and \(m\) gates, with the gates drawn from the gate set \(\mathcal{S}\) comprising single-qubit rotations, a two-qubit entangling gate (as constructed in Sec. 2.4.1), and the non-unitary \text{RESTART} gate (which corresponds to the reinitialization of a qubit). We obtain the result

**Theorem 4.** Provided \(J \leq \eta\), we can find an appropriate measurement protocol on the ground state \(|\Psi\rangle\) such that the final reduced state on the output qubits is \(\epsilon\)-close in the trace norm to the outcome of the quantum circuit, with added noise. In each time step \(t\) of the equivalent circuit process, the appropriate gates are applied, followed by a noise process described by a superoperator \(\mathcal{E}_t\). This superoperator can be written as a tensor product \(\mathcal{E}_t = \otimes_A \mathcal{E}_{t,A}\), where the product is over ‘locations’, i.e. sets of qubits coupled by a gate in the time step \(t\) (each qubit not coupled by a gate in the time step \(t\) also counts as a location, but \(\mathcal{E}_{t,A} = I\) in that case). Thus, the noise has no correlations in space (other than those due to gates acting between qubits) or time. Furthermore, the noise operator \(\mathcal{E}_{t,A}\) at each location and time is close to the identity superoperator in the diamond norm:

\[
\|\mathcal{E}_{t,A} - I\|_\diamond \leq cJ,
\]

for some constant \(c\) (dependent only on \(r\)). The number of qubits measured \(n\) satisfies

\[
n = NT \left\{ O(m) + O(\log(1/\epsilon)) \right\}.
\]

**Proof.** The only aspect that we have not previously discussed is the bound Eq. (2.79). Following the same argument as in the one-dimensional case (Sec. 2.2.6), we find using the analogue of Eq. (2.48) that the deviation \(\|\mathcal{E}_{t,A} - I\|_\diamond\) is bounded above by \(\Delta_X \equiv \|\tilde{\rho}_X - \tilde{\rho}_{X,0}\|_1\), where \(X\) is
the set of qubits in the 2-D lattice that affect the operation of the gate in question, and $\tilde{\rho}_X$ and $\tilde{\rho}_{X,0}$ are the reduced states on $X$ of the perturbed dual state $|\tilde{\Psi}\rangle$ and the unperturbed dual state $|\tilde{\Psi}_0\rangle$ respectively. Physically, it should be clear that $\Delta_X$ will be small for small perturbations; in Appendix 2.D we demonstrate that, so long as $J \leq \eta$, the inequality $\Delta_X \leq cJ$ holds for some constant $c$ depending only on $r$.

Now that we have shown that perturbations in the Hamiltonian correspond to noisy quantum circuits, we can invoke the threshold theorem of fault-tolerant quantum computation [11–13]. For our purposes, the most suitable version is Theorem 13 of Ref. [11], which we can state as follows:

**Theorem 5.** Let us assume a noise model as described in Theorem 4. Then there exists a threshold $\eta' > 0$ and a constant $\alpha$ such that, so long as $\|E_{t,A} - I\| \leq \eta'$ for all $A,t$, then the following properties hold. For any $\epsilon > 0$, and any local quantum circuit $C$ made from gates drawn from $S$ (with $N$ qubits, $T$ time steps, and $m$ gates), there exists another local circuit $C'$ with gates drawn from $S$, such that $C'$ with noise produces the same result (in terms of the probability distribution for the final readout, and up to an error $\epsilon$) as $C$ without noise. The scale-up factors for the number of qubits, the number of time steps, and the number of gates are all bounded by $(\text{const.}) \times \log(\alpha)(m/\epsilon)$.

Combining Theorems 4 and 5, we obtain:

**Theorem 6.** Consider the perturbed model $H = H_C + V$ as described above. Then there exists some threshold $\eta'' = \min\{\eta, \eta'/c\} > 0$ (depending only on $r$) with the following property. Provided that $J < \eta''$, then for any local quantum circuit $C$ (with $N$ qubits, $T$ time steps, and $m$ gates), with gates drawn from $S$, we can find an appropriate measurement protocol on the perturbed ground state $|\Psi\rangle$ such that the result is equivalent (in terms of the probability distribution for the final readout, and up to an error $\epsilon$ which can be made arbitrarily small) to the outcome of the original quantum circuit. As $m \to \infty$ with $\epsilon$ held fixed, the number of measured qubits $n$ satisfies

$$n \leq NT \times O \left( m \log^3 \alpha m \right).$$

(2.81)

This is sufficient to show that the perturbed ground states remain universal resources, which is Theorem 3 as stated in Sec. 2.1.1; it is the main result of this paper.

### 2.5 Conclusion

In this paper, we have developed a framework to characterize the effectiveness of measurement protocols for MBQC with SPT-ordered ground states of quantum spin systems. This has allowed us to prove the universality for MBQC of the ground states of perturbed versions of the 2-D cluster Hamiltonian, provided that the perturbation is sufficiently small and respects an appropriate symmetry.

The type of SPT order that we have presented here is that present in one-dimensional systems, which is related to a nontrivial factor system (also known as a 2-cocycle). It is for this reason that, in order to establish universality in two-dimensional systems, we had to treat them as ‘quasi-one-dimensional’ and assume an extensive symmetry group $\left(Z_2 \times Z_2\right)^N$, which grows with the vertical extent of the system. For standard, non-extensive symmetries in two dimensions, SPT orders can be related to 3-cocycles [53, 54], but it remains to be seen whether similar connections can be drawn between such two-dimensional SPT order and MBQC.
Finally, we note that if MBQC in ground states of quantum spin systems is to be a robust form of quantum computation, then it must be possible in the presence of arbitrary (not necessarily symmetry-respecting) local perturbations to the Hamiltonian, as well as at nonzero temperature. Non-symmetry-respecting perturbations break the symmetry that is essential to our argument; the difficulty of extending our treatment to nonzero temperature was discussed in Sec. 2.3.5.

Nor have we considered the effect of non-ideal measurements, or of decoherence of the resource state taking place during the course of the measurement protocol. Therefore, it remains an open question whether fault-tolerant MBQC is possible with such imperfections.
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2.A The dual finitely correlated state

A pure finitely-correlated state (pFCS) \[26, 27\] is the thermodynamic limit of the translationally invariant MPS generated by a fixed MPS tensor \(A\). The nature of the correlations can be expressed through the transfer channel

\[ \mathcal{A}(\sigma) = \sum_k A[k]\sigma A[k]^\dagger \]  

(2.82)

(here the sum is over some basis \(\{|k\}\) for the site Hilbert space; it can be shown that this definition of \(\mathcal{A}\) is independent of the choice of basis). In its canonical form, a pure FCS is further characterized by the following properties:

(a) \(\mathcal{A}\) is unital, i.e. \(\mathcal{A}(I) = I\).

(b) There exists a density operator \(\Lambda\) such that \(\mathcal{A}^\dagger(\Lambda) = \Lambda\).

(c) Defining \(a\) to be the largest magnitude eigenvalue of \(\mathcal{A}^\dagger\) other than the one corresponding to the eigenvector \(\Lambda\), we have that \(|a|\) is strictly less than 1.

The correlation length is then defined by \(\xi = -1/\log |a|\), and the eigenvalues of \(\Lambda\) correspond to the entanglement spectrum obtained from a cut in an infinite chain.

Now we restrict ourselves to pFCS generated by tensors \(A\) satisfying the decomposition Eq. (2.16). We define the CPTP superoperator \(\mathcal{V}_g\) according to \(\mathcal{V}_g(\sigma) = [V(g) \otimes I]\sigma[V(g) \otimes I]^\dagger\); it can be checked that \(\mathcal{V}_g\) is a linear representation (in the space of superoperators) of the symmetry group \(G\), and that it commutes with \(A^\dagger\) for all \(g \in G\). Therefore, since \(\Lambda\) is the unique eigenvector of \(A^\dagger\) with eigenvalue 1, it must satisfy \(\mathcal{V}_g(\Lambda) = \chi(g)\Lambda\) for some scalars \(\chi(g)\). The fact that \(\mathcal{V}_g\) is trace preserving ensures that \(\chi(g) = 1\). Hence we find that \(\Lambda\) commutes with \(V(g) \otimes I\); it follows by Schur’s Lemma that \(\Lambda\) factorizes as \(\Lambda = \Omega \otimes \tilde{\Lambda}\) for some density operator \(\tilde{\Lambda}\), and where \(\Omega = I/\sqrt{|G|}\) is the maximally-mixed state on the protected subsystem (recall that the \(\sqrt{|G|}\) is the dimension of the protected subsystem). It follows that there is a \(\sqrt{|G|}\)-fold degeneracy in the entanglement spectrum throughout the SPT phase, generalizing the 2-fold degeneracy in the \((Z_2 \times Z_2)\)-protected Haldane phase \[39\].

We can define the transfer channel corresponding to the dual FCS (generated by \(\tilde{A}\)) according to

\[ \tilde{\mathcal{A}}(\rho) = \sum_k \tilde{A}[k] \rho \tilde{A}[k]^\dagger. \]  

(2.83)
Observe that $\mathcal{A}$ unital implies that $\tilde{\mathcal{A}}$ is also unital, and that

$$\mathcal{A}^\dagger(\Omega \otimes \sigma) = \Omega \otimes \tilde{\mathcal{A}}^\dagger(\sigma) \tag{2.84}$$

for any operator $\sigma$ acting on the junk subsystem. Hence, any eigenvalue of $\tilde{\mathcal{A}}$ must also be an eigenvalue of $\mathcal{A}$. From this we can see that the dual FCS is also a pure FCS, and $\Lambda$ is the unique fixed point of $\tilde{\mathcal{A}}^\dagger$; thus, the entanglement spectrum of the dual state is the same as that of the original state, but with the $\sqrt{|G|}$-fold degeneracy removed.

We now outline how the arguments of Section 2.2.4 can be put on a rigorous footing within the pFCS formalism. Given everything that we have established so far, it can be shown that the reduced state $\rho_n$ of the original FCS on a block of $n$ adjacent sites can be obtained from the corresponding reduced state $\tilde{\rho}_n$ of the dual FCS according to the quantum circuit shown in Fig. 2.12(a). Assuming that we choose $n$ large enough that all measurements take place within this block of $n$ sites, we can then make arguments similar to those of Sec. 2.2.4, and we find that the result of the adaptive measurement protocol is equivalent to a sequence of interactions between the dual state and an ancilla particle as shown in Fig. 2.12(b), with the unitary interactions $G_k$ defined as they were previously.

### 2.B Connection with the Kennedy-Tasaki transformation

The Kennedy-Tasaki (KT) transformation [20] is a non-local unitary transformation which transforms a spin-1 chain in the $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry-protected Haldane phase into a system where the symmetry is spontaneously broken in the bulk. In this section, adapting Ref. [37], we will define a generalized version of the Kennedy-Tasaki transformation, which can be applied to any

---

*A similar property was found numerically for the Kennedy-Tasaki transformation in [37]. We will discuss the connection between that transformation and our “dual state” in Appendix 2.B.*
system in the non-trivial SPT phase with respect to an on-site representation $U(g) = [u(g)]^\otimes N$ of the symmetry group $G = Z_2 \times Z_2$ (like the original KT transformation, our generalization is defined for finite chains with open boundary conditions and no terminating particles). We will show that, when the ground state of the original system can be expressed as a pFCS, the ground state of the KT-transformed system is essentially the same as the state which we have referred to throughout this paper as the “dual state”. We expect that for general ground states the situation should be qualitatively similar.

Observe that the symmetry group is generated by two commuting elements $x$ and $z$; hence for any $g \in G$, we can write $g = x^m(g)z^n(g)$ for some $m(g)$ and $n(g)$ taking values of 0 or 1. We will choose to write the unique non-trivial irreducible projective representation as $V(g) = X^m(g)Z^n(g)$, where $X$ and $Z$ are the appropriate Pauli operators. This is a rephasing of the Pauli representation $V_P$ defined in Eq. (2.10); thus the factor system is different to, but in the same cohomology class as, that of $V_P$. (The construction of the dual state does depend on the specific choice of representative factor system for a cohomology class, although in a fairly trivial way: the present choice is the one that will ensure that the Kennedy-Tasaki transformation reproduces the dual state exactly.)

The generalized Kennedy-Tasaki transformation $D_{KT}$ is then defined as follows:

$$D_{KT} = \prod_{k<l} D_{kl},$$

(2.85)

where $D_{kl}$ is a unitary coupling the two sites $k$ and $l$ according to

$$D_{kl} \equiv \sum_i |i\rangle\langle i| \otimes u \left( x^{m(g_i)} \right).$$

(2.86)

Notice that all the operators $D_{kl}$ appearing in the product Eq. (2.85) commute. In the case that the particles are spin-1’s, with the $Z_2 \times Z_2$ rotation symmetry consisting of $\pi$ rotations about the $x$, $y$, and $z$ particles (the simultaneous eigenbasis of the symmetry for a single site is then $\{|x\rangle, |y\rangle, |z\rangle\}$, where $|\alpha\rangle$, $\alpha = x, y, z$ is the 0 eigenstate of the spin component operator $S_\alpha$), the transformation $D_{KT}$ reduces to the standard Kennedy-Tasaki transformation. Specifically, Eqs. (2.85) and (2.86) correspond to Eqs. (4) and (5) in Ref. [37].

For open boundary conditions, we expect there to be an approximate (becoming exact in the limit as the length of the chain goes to infinity) four-fold degeneracy, due to the two-fold degeneracy associated with each edge. An appropriate analogue of the SPT pFCS for this choice of boundary conditions is as follows: the low-energy subspace is spanned by states of the form

$$|\Psi(L, R)\rangle =$$

$$A A A A A A A$$

where the MPS tensor $A$ obeys the usual symmetry condition, where $|L_+\rangle$ and $\langle R_+|$ are fixed end vectors, while $|L\rangle$ and $\langle R|$ are allowed to vary (within the two-dimensional irrep space) in order to generate the four-dimensional low-energy subspace.

Now we want to examine what happens to a state of the form Eq. (2.87) under $D_{KT}$. Suppose we set $\langle R\rangle = \langle +\rangle$, $|L\rangle = |0\rangle$. It is then straightforward to show [using the symmetry condition Eq. (2.12) and the decomposition Eq. (2.15)] that applying all the pairwise interactions $D_{kl}$
involving the first site gives the result
\[
\left( \prod_{l>1} D_{l} \right) |\Psi(0, +)\rangle = L^* R^* 0 + \tilde{A} A A A A A.
\] (2.88)

Continuing this process, we find that
\[
D_{KT} |\Psi(0, +)\rangle = L^* R^* \tilde{A} \tilde{A} \tilde{A} \tilde{A} \tilde{A} \tilde{A},
\] (2.89)

which is the dual state. To obtain the other states within the low-energy subspace, it is sufficient to observe that, using the symmetry condition on the tensor \(A\), we have
\[
|\Psi(1, +)\rangle = [u(x)] \otimes N |\Psi(0, +)\rangle, \quad (2.90)
\]
\[
|\Psi(0, -)\rangle = [u(z)] \otimes N |\Psi(0, +)\rangle, \quad (2.91)
\]
\[
|\Psi(1, -)\rangle = [u(xz)] \otimes N |\Psi(0, +)\rangle, \quad (2.92)
\]
and that \(D_{KT}\) commutes with \(u(g)\) for all \(g \in Z_2 \times Z_2\). Hence, the other basis states for the Kennedy-Tasaki transformed system can be obtained from the dual state by application of a symmetry operation \([u(g)] \otimes N\) for some \(g \in G\). The dual state thus represents one of the four distinct symmetry-breaking states within the low-energy subspace of the transformed system.

Let us also note that, although they relate to different boundary conditions, the unitary transformation \(D\) that we introduced in Sec. 2.3.2 is equivalent to the KT transformation \(D_{KT}\), in the following sense. Indeed, an important property of \(D_{KT}\) is that for any local symmetry-respecting observable \(\hat{o}\), \(D_{KT} \hat{o} D_{KT}^\dagger\) remains local and symmetry-respecting. It turns out that this also holds for \(D\), in the case of observables \(\hat{o}\) acting in the bulk (the fact that \(D \hat{o} D^\dagger\) is local was established in Sec. 2.3.3; it can be shown that \(D \hat{o} D^\dagger\) still respects the on-site symmetry as well). Thus, like \(D_{KT}\), the transformation \(D\) can be applied to yield a local, symmetry-respecting Hamiltonian \(\tilde{H}\) in the bulk. It can be shown \(\tilde{H}\) is precisely the KT transformed Hamiltonian \([55]\). Thus, in line with the results for pFCS described above, we expect \(\tilde{H}\) to have four degenerate, locally distinguishable symmetry-breaking ground states in the bulk. On the other hand, when the transformation \(D\) is applied to the edge interactions (those which couple the ends of the chain to the terminating particles), the result need not respect the symmetry. Therefore, including the edge interactions favours one of the symmetry-breaking ground states over the others and leads to the non-degeneracy of the dual state |\(\tilde{\Psi}\rangle\).

2.C The factorization condition for ground states of a local Hamiltonian

In this Appendix, we will show how to derive the approximate factorization result Eq. (2.68) for a non-degenerate gapped ground state |\(\Psi\rangle\) of a local Hamiltonian. Our main tool is the existing theorem on the exponential decay of correlation functions for such a ground state \([56, 58]\). This theorem states that there exists a correlation length \(\xi\) and a function \(f(x)\), with
\[ f(x) = O[\exp(-x/\xi)] \text{ as } x \to \infty, \text{ such that for any sets of lattice sites } X \text{ and } Y, \text{ and observables } A_X \text{ and } B_Y \text{ supported on } X \text{ and } Y \text{ respectively, we have} \]
\[
\frac{|\langle A_X B_Y \rangle_\Psi - \langle A_X \rangle_\Psi \langle B_Y \rangle_\Psi|}{\|A_X\| \cdot \|B_Y\|} \leq f(\text{dist}(X,Y)) \min\{|X|, |Y|\}, \tag{2.93}
\]

where \( \langle \cdot \rangle_\Psi \) denotes the expectation value of an observable with respect to \( |\Psi\rangle \), and \( |X| \) denotes the number of sites contained in the set \( X \).

Suppose that instead of two sets of lattice sites, we have \( m \) disjoint sets \( X_1, \ldots, X_m \). Let \( N = \sum_{k=1}^m |X_k| \) be the total number of lattice sites contained within all of the \( X_k \)'s. We can obtain the following corollary:

**Lemma 3.** For any observables \( A_{X_1}, \ldots, A_{X_m} \) supported on the respective sets,
\[
\frac{|\langle A_{X_1} \cdots A_{X_m} \rangle_\Psi - \langle A_{X_1} \rangle_\Psi \cdots \langle A_{X_m} \rangle_\Psi|}{\|A_{X_1}\| \cdots \|A_{X_m}\|} \leq f(R)N, \tag{2.94}
\]

where \( R \) is the smallest distance between any two of the \( X_k \)'s, i.e. \( R \equiv \min_{k \neq l} \text{dist}(X_k, X_l) \).

**Proof.** Without loss of generality, we can assume that \( \|A_{X_k}\| = 1 \) for all \( k \). Observing that \( |\langle A_{X_1} \rangle| \leq \|A_{X_1}\| = 1 \), we have that
\[
|\langle A_{X_1} \cdots A_{X_m} \rangle_\Psi - \langle A_{X_1} \rangle_\Psi \cdots \langle A_{X_m} \rangle_\Psi| \leq |\langle A_{X_1} \cdots A_{X_m} \rangle_\Psi - \langle A_{X_1} \rangle_\Psi \langle A_{X_2} \cdots A_{X_m} \rangle_\Psi| + |\langle A_{X_2} \cdots A_{X_m} \rangle_\Psi - \langle A_{X_2} \rangle_\Psi \cdots \langle A_{X_m} \rangle_\Psi|. \tag{2.95}
\]
The two-body result implies that the first term in the right-hand side of Eq. (2.95) is bounded by \( |X_1|f(R) \). Continuing in this way, the lemma follows by induction. \( \square \)

Now we want to show that the reduced state on the union of the \( X_k \)'s is close to a product state. To do this, we make use of the following lemma. We remind the reader that here we make use of both the trace norm \( \|A\|_1 = \text{Tr} \sqrt{A^A} \) and the spectral norm \( \|A\| = \max_{\langle \psi | \psi \rangle = 1} \|A|\psi \rangle \| \). They are both distinct from the norm induced by the Hilbert-Schmidt inner product.

**Lemma 4.** Consider a vector space of dimension \( D \). Then there exists a basis \( \{E_i | i = 1, \ldots, D^2 \} \) for the space of linear operators supported on the site, orthonormal with respect to the Hilbert-Schmidt inner product \( \langle A, B \rangle = \text{Tr}(A^\dagger B) \), and comprising Hermitian operators \( E_i \) such that such that \( \|E_i\|_1 \|E_i\| = 1 \).

**Proof.** Given a basis \( \{|m\} \), \( m = 1, \ldots, d \), such a set can be constructed comprising the operators \( |m\rangle \langle m| \) and \( (1/\sqrt{2})(|m\rangle \langle n| + |n\rangle \langle m|) \) and \( (i/\sqrt{2})(|m\rangle \langle n| - |n\rangle \langle m|) \) for \( m \neq n \). \( \square \)

Now we are ready to prove the main result.

**Theorem 7.** Let \( |\Psi\rangle \) be the non-degenerate gapped ground state of a local Hamiltonian. Let \( \rho \) be the reduced state of \( |\Psi\rangle \) on \( \bigcup_{k=1}^m X_k \), and let \( \rho_k \) be the reduced state on \( X_k \). Then
\[
\|\rho - \rho_{\text{prod}}\|_1 \leq Nf(R)d^{2N}, \tag{2.96}
\]
where \( \rho_{\text{prod}} = \bigotimes_k \rho_k \).
Proof. Recall that for a linear operator $P$, $\|P\|_1 = \max_{\|A\|_1=1} |\text{Tr}(AP)|$, where the maximization is over all linear operators $A$ with unit spectral norm. Now, we can expand

$$A = \sum_{i_1, \ldots, i_m} \alpha_{i_1, \ldots, i_m} E_{i_1} \otimes \cdots \otimes E_{i_m},$$

(2.97)

where the tensor product is over the sets $X_1, \ldots, X_m$; the the $E_i$ are as constructed in Lemma 4 and the scalars $\alpha_{i_1, \ldots, i_m}$ are determined by $\alpha_{i_1, \ldots, i_m} = \text{Tr}[A'(E_{i_1} \otimes \cdots \otimes E_{i_m})]$, which implies (since $\|A\| = 1$) that

$$|\alpha_{i_1, \ldots, i_m}| \leq \|E_{i_1}\|_1 \cdots \|E_{i_m}\|_1.$$  

(2.98)

Now, notice that

$$\text{Tr}(A\rho) = \sum_{i_1, \ldots, i_m} \alpha_{i_1, \ldots, i_m} \langle E_{i_1} \otimes \cdots \otimes E_{i_m} \rangle_{\rho},$$

(2.99)

$$\text{Tr}(A\rho_{\text{prod}}) = \sum_{i_1, \ldots, i_m} \alpha_{i_1, \ldots, i_m} \langle E_{i_1} \rangle_{\rho_1} \cdots \langle E_{i_m} \rangle_{\rho_m}.$$  

(2.100)

Hence, by Lemma 3 we find that

$$|\text{Tr}[A(\rho - \rho_{\text{prod}})]| \leq N f(R) \sum_{i_1, \ldots, i_m} |\alpha_{i_1, \ldots, i_m}| \|E_{i_1}\|_1 \cdots \|E_{i_m}\|_1,$$

(2.101)

$$\leq N f(R) \sum_{i_1, \ldots, i_m} (\|E_{i_1}\|_1 \cdots \|E_{i_m}\|_1) (\|E_{i_1}\|_1 \cdots \|E_{i_m}\|_1)$$

(2.102)

$$\leq N f(R) d^{2N},$$

(2.103)

since $\|E_{i_k}\|_1 = 1$ for all $k$.

\[\square\]

2.D Local perturbations perturb continuously

Physically, it should be clear that small perturbations in a gapped local Hamiltonian lead to small variations in the reduced state obtained from the ground state on a finite region of the lattice. Here we will give a rigorous proof of this fact, as follows:

**Theorem 8.** Let $H(s)$ be a differentiable path of Hamiltonians of the form

$$H(s) = \sum_{u \in \Lambda} H_u(s),$$

(2.105)

where the sum is over all the lattice sites $u$ in a finite-dimensional lattice $\Lambda$, and $H_u(s)$ is supported on the set $B(u, r)$ of sites within some fixed distance $r$ of $u$. Suppose that for $0 \leq s \leq S$, the Hamiltonian $H(s)$ has a unique ground state $|\Psi(s)\rangle$, and there is a uniform lower bound $\gamma > 0$ on the gap. Then there exists a constant $c$ (dependent only on the lattice geometry, on $r$, and on $\gamma$) such that for any set $X$ of lattice sites, we have

$$\|\rho_X(S) - \rho_X(0)\|_1 \leq c|X| J'S,$$

(2.106)

where $\rho_X(s)$ is the reduced state on $X$, i.e. $\rho_X(s) = \text{Tr}_{\gamma \setminus X}|\Psi(s)\rangle \langle \Psi(s)|$, and $J' \equiv \max_{u \in \Lambda, s \in [0, S]} \|\partial_s H_u(s)\|$. 

**Proof.** The proof relies on the following consequence of the theory of quasiadiabatic continuation [59, 60]: under the given assumptions, there exists a family of Hamiltonians $H(s)$ such that

$$i \frac{d}{ds} |\Psi(s)\rangle = \mathcal{H}(s)|\Psi(s)\rangle,$$

(2.107)
where $\mathcal{H}(s)$ can be written as
\[
\mathcal{H}(s) = \sum_{u \in \Lambda} \mathcal{H}_u(s),
\] (2.108)
such that for any site $u$, $\mathcal{H}_u(s)$ can be approximated by an observable $\overline{\mathcal{H}}_u(s)$ supported on $X^c$ (the complement of $X$), with error
\[
\|\overline{\mathcal{H}}_u(s) - \mathcal{H}_u(s)\| \leq J' f \left( \frac{\text{dist}(u, X)}{\gamma} \right)
\] (2.109)
where $f$ is a rapidly decaying function (dependent only on $r$).

Now, for $s \in [0, S]$, we have (where $\rho(s) \equiv |\Psi(s)\rangle \langle \Psi(s)|$)
\[
\partial_s \rho_X(s) = i \text{Tr}_{X^c}[\mathcal{H}(s), \rho(s)].
\] (2.110)
Hence
\[
\|\partial_s \rho_X(s)\|_1 = \max_{\|A_X\|} |\text{Tr}(A_X \text{Tr}_{X^c}[\mathcal{H}(s), \rho(s)])|
\] (2.111)
\[
= \max_{\|A_X\|=1} |\text{Tr}(A_X [\mathcal{H}(s), \rho(s)])|
\] (2.112)
\[
= \max_{\|A_X\|=1} |\text{Tr}([A_X, \mathcal{H}(s)]\rho(s))|
\] (2.113)
\[
\leq \max_{\|A_X\|=1} \|[A_X, \mathcal{H}(s)]\|
\] (2.114)
\[
\leq \max_{\|A_X\|=1} \sum_{u \in \Lambda} \|[A_X, \mathcal{H}_u(s)]\|
\] (2.115)
Here the maximization is over all linear operators $A_X$ supported on $X$ with unit spectral norm. We have made use of the fact that for any linear operator $P$, $\|P\|_1 = \max_{\|A\|=1} |\text{Tr}(AP)|$, with $\|A\|$ the spectral norm.

Now, for any operator $A_X$ supported on $X$, we have that $[A_X, \overline{\mathcal{H}}_u(s)] = 0$ since $A_X$ and $\overline{\mathcal{H}}_u(s)$ are supported on disjoint subsets. Hence, using Eq. (2.109) (and the fact that $\|A_X\| = 1$), we find that
\[
\|[A_X, \mathcal{H}_u(s)]\| \leq 2\|A_X\|\|\overline{\mathcal{H}}_u(s) - \mathcal{H}_u(s)\| = 2J' f \left( \frac{\text{dist}(u, X)}{\gamma} \right)
\] (2.116)
so that
\[
\|\partial_s \rho_X(s)\|_1 \leq 2J' \sum_{u \in \Lambda} f \left( \frac{\min_{x \in X} \text{dist}(u, x)}{\gamma} \right).
\] (2.117)
We can bound the sum according to
\[
\sum_{u \in \Lambda} f \left( \frac{\text{dist}(u, X)}{\gamma} \right)
\] (2.119)
\[
= \sum_{u \in \Lambda} f \left( \frac{\min_{x \in X} \text{dist}(u, x)}{\gamma} \right)
\] (2.120)
\[
\leq \sum_{u \in \Lambda} \sum_{x \in X} f \left( \frac{\text{dist}(u, x)}{\gamma} \right)
\] (2.121)
\[
= \sum_{x \in X} \sum_{u \in \Lambda} f \left( \frac{\text{dist}(u, x)}{\gamma} \right)
\] (2.122)
\[
\leq |X| \max_{x \in X} \sum_{u \in \Lambda} f \left( \frac{\text{dist}(u, x)}{\gamma} \right)
\] (2.123)
\[
\leq |X| c/2,
\] (2.124)
where in the last step the rapid decay of $f$ ensures that the sum is bounded by a constant $c/2$ dependent on the lattice geometry, $\gamma$, and $r$.

Hence, by the triangle inequality for the trace norm, we have

$$\|\rho_X(S) - \rho_X(0)\|_1 \leq \int_0^S \|\partial_s \rho_X(s)\|_1 \, ds \leq c|X|J'S,$$

as required. \qed
Chapter 3

The hidden symmetry-breaking picture of symmetry-protected topological order


Abstract. We generalize the hidden symmetry-breaking picture of symmetry-protected topological (SPT) order developed by Kennedy and Tasaki in the context of the Haldane phase. Our generalization applies to a wide class of SPT phases in one-dimensional spin chains, protected by an on-site representation of a finite abelian group. This generalization takes the form of a non-local unitary map that relates local symmetry-respecting Hamiltonians in an SPT phase to local Hamiltonians in a symmetry-broken phase. Using this unitary, we establish a relation between the two-point correlation functions that characterize fully symmetry-broken phases with the string-order correlation functions that characterise the SPT phases, therefore establishing the perspective in these systems that SPT phases are characterised by hidden symmetry-breaking. Our generalization is also applied to systems with continuous symmetries, including SO(2k + 1) and SU(k).

©2013 American Physical Society

3.1 Introduction

In the traditional Landau paradigm, order in condensed matter systems is viewed as synonymous with the spontaneous breaking of a symmetry. However, it is now well-established that at zero temperature there exist topologically ordered phases, such as those of the fractional quantum Hall effect, which cannot be understood through the Landau paradigm. Additionally, one can also consider symmetry-protected topological (SPT) phases [61], which are not topologically ordered in the conventional sense, yet remain distinct from the trivial phase in the presence of an appropriate symmetry. A well-known example of an SPT phase is the Haldane phase of antiferromagnetic spin-1 chains, which is protected by the \( D_2 \cong Z_2 \times Z_2 \) symmetry comprising \( \pi \) rotations about a set of orthogonal axes. The “topological” nature of the Haldane phase is manifested in a number of ways, such as the long-range string order [62], fractionalized edge modes [43], degenerate entanglement spectrum [39], and long-range localizable entanglement [63, 64]. It is now known that many of the interesting properties of the Haldane phase extend in general to SPT phases of one-dimensional spin chains protected by a unitary “on-site” representation of an arbitrary symmetry group \( G \) (for which the Haldane phase, with \( G = Z_2 \times Z_2 \), is the simplest non-trivial example), which have been fully classified [16] [17].

An early and influential characterization of the Haldane phase was provided by Kennedy and Tasaki [20] (see also Ref. [19]). They constructed a non-local unitary (which we refer to
as the Kennedy-Tasaki (KT) transformation to transform the Haldane phase to a conventional symmetry-breaking phase. Although the transformation is non-local, for any local Hamiltonian $H$ that respects the $D_2$ rotation symmetry, the KT transformation yields another $D_2$-symmetric local Hamiltonian $\tilde{H}$. It turns out that if $H$ is in the SPT Haldane phase, then $\tilde{H}$ will have a space of four degenerate locally-distinguishable ground states corresponding to the spontaneous breaking of the $D_2$ rotation symmetry, i.e. $\tilde{H}$ is in the maximal symmetry-breaking phase for the $D_2$ symmetry. Thus, the ordering in the SPT phase is interpreted as “hidden symmetry-breaking”. Furthermore, the long-ranged string order in the Haldane phase is related by the KT transformation to conventional long-ranged order in the symmetry breaking phase.

The Haldane phase is also a special case of the SPT phases that were classified in Refs. [16,17] through the symmetry properties of a matrix-product state ansatz for the ground state. The general result is that the distinct SPT phases with respect to an on-site representation of a symmetry group $G$ are classified by the second cohomology classes of the projective representations of the symmetry group. This classification appears to be the most fundamental and general approach to SPT phases for one-dimensional chains with an on-site symmetry. However, the connection with the original hidden symmetry-breaking picture of Kennedy and Tasaki has not been explored. As a result, it remains unclear to what extent other SPT phases can also be understood to arise from a similar hidden symmetry-breaking mechanism (although see Ref. [1] for one example).

In this paper, we extend the hidden-symmetry breaking picture to any SPT phase protected in a one-dimensional spin chain by an on-site representation of a finite abelian group, provided that the cohomology class describing the phase satisfies a condition called maximal non-commutativity. (We say that a cohomology class is maximally non-commutative if, in the corresponding projective representations, for any non-trivial group element there exists at least one other matrix in the representation with which it does not commute [25].) We achieve this by constructing a suitable generalization of the KT transformation (presented in Sec. 3.4), expressed explicitly in terms of the appropriate cohomology class of the symmetry group, to transform the SPT phase into a conventional symmetry-breaking phase. The generalized KT transformation is essentially equivalent to the duality transformation introduced by us in the context of quantum computation [65], and some of its properties were already discussed in the appendices of that paper; however, our treatment here will be self-contained.

Where it can be applied, our generalized KT transformation affords a different perspective on properties of the SPT phase. For example, for abelian symmetry groups, SPT phases (and indeed, all symmetric phases) can be identified from a pattern of string order (as we will show, based in part on the results of Ref. [66]). For an SPT phase corresponding to a maximally non-commutative cohomology class, this pattern of string order can be understood in a natural way through the generalized KT transformation, which relates it to the long-range order characterizing the symmetry-breaking phase (just as the original KT transformation does in the case of the Haldane phase). We explore this perspective in Sec. 3.6. We remark that, although we are only able to consider finite abelian symmetry groups, these groups can arise as subgroups for systems with a larger symmetry. For SPT phases in systems that have a SO($2k + 1$) or SU($k$) symmetry, in Sec. 3.7 we will exhibit an appropriate finite abelian subgroup that allows the hidden symmetry breaking to be identified.

We note that a closely related investigation, Ref. [67], appeared shortly after our work and contains similar results to ours. Where relevant, we will remark on some of the similarities and differences between the two works. In particular, our generalized KT transformation coincides with that of Ref. [67] for the specific case of a $Z_N \times Z_N$ symmetry group.
3.2 The Kennedy-Tasaki transformation

Let us recall the definition of the unitary $D_{KT}$ that effects the Kennedy-Tasaki transformation for a chain of $N$ spin-1’s with open boundary conditions. It can be written as

$$D_{KT} = \prod_{j<k} \exp(i\pi S_j^z S_k^z),$$

where $S_j^a$ ($a = x, y, z$) denotes the appropriate spin component operator for the $j$-th spin. This unitary is non-local, but, for any local observable $A$ that respects the $D_2$ symmetry operations $\prod_j \exp(i\pi S_j^a)$ ($a = x, y, z$), the transformed observable $D_{KT} A D_{KT}^\dagger$ remains local and symmetry-respecting. Therefore, for any Hamiltonian $H$ that is the sum of local symmetry-respecting interactions, one can generate the dual Hamiltonian $\tilde{H} = D_{KT} H D_{KT}^\dagger$. If $H$ is in the SPT phase with respect to the $D_2$ symmetry, then $\tilde{H}$ is expected to be in a conventional symmetry-breaking phase with respect to the symmetry, with the four-fold degenerate edge states mapping under $D_{KT}$ to the four locally distinguishable symmetry-breaking ground states.

In order to see that $D_{KT}$ is a special case of the generalized KT transformation to be defined later, we will want to express $D_{KT}$ in terms of the single-site basis $\{|x\rangle, |y\rangle, |z\rangle\}$ (where $|a\rangle$ is the zero eigenstate of $S^a$ for $a = x, y, z$), that is the simultaneous eigenbasis of the on-site representation of the symmetry. Observe that

$$\exp(i\pi S^z \otimes S^z)(|a_1\rangle \otimes |a_2\rangle) = (-1)^{\mu(a_1)\nu(a_2)}|a_1\rangle \otimes |a_2\rangle,$$

where $\mu(a) = 1 - \delta_{a,z}$ and $\nu(a) = 1 - \delta_{a,x}$. Hence we can write

$$D_{KT} = \sum_{a_1,\ldots,a_N} (-1)^{\sum_{j<k} \mu(a_j)\nu(a_k)}|a_1,\ldots,a_N\rangle\langle a_1,\ldots,a_N|.$$ 

3.3 Classification of SPT phases by cohomology classes

Throughout this paper, we will assume a chain of $N$ spins, such that the Hamiltonian commutes with the on-site representation $[u(g)]^\otimes N$ of a symmetry group $G$. We will assume open boundary conditions unless otherwise stated. According to the general classification of SPT phases for on-site symmetries in one-dimensional systems [16, 17], the different SPT phases for this symmetry can be classified by the second cohomology group $H^2(G, U(1))$, which is related to the projective representations $V(g)$ for the group $G$, as we now describe. (One interpretation of these projective representations is that they describe the action of the symmetry on the fractionalized edge mode associated with each edge for open boundary conditions; we note that there are several subtleties with the formal treatment of such edge modes, and we refer the reader to Sec. 3.1 of Ref. [65] for a careful discussion.) By definition, a projective representation $V(g)$ must satisfy

$$V(g_1)V(g_2) = \omega(g_1,g_2)V(g_1g_2), \ \forall g_1, g_2 \in G,$$

where $\omega$ is a function mapping pairs of group elements to complex phase factors, known as the factor system of the projective representation. The associativity of matrix multiplication implies that the factor system must satisfy the 2-cocycle condition

$$\omega(g_1,g_2)\omega(g_1g_2,g_3) = \omega(g_2,g_3)\omega(g_1,g_2g_3), \ \forall g_1, g_2, g_3 \in G.$$

Conversely, any $\omega$ satisfying Eq. (3.5) is the factor system for some projective representation [69]. Furthermore, given any projective representation, it is trivial to generate another one by rephasing of the operators $V(g)$, i.e. $V(g) \rightarrow \beta(g)V(g)$, where $\beta$ is a function that sends group elements to phase factors. The effect on the factor system is

$$\omega(g_1,g_2) \rightarrow \beta(g_1g_2)^{-1}\beta(g_1)\beta(g_2)\omega(g_1,g_2).$$
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Two factor systems related by a transformation of the form Eq. (3.6) are said to be in the same cohomology class, and the second cohomology group \( H^2(G, U(1)) \) comprises all the distinct cohomology classes for the group \( G \). We will denote by \([\omega]\) the cohomology class containing a given factor system \( \omega \).

In the case of the Haldane phase for spin-1 chains, the relevant symmetry group is \( D_2 = \{1, x, y, z\} \) (where \( y = xz \)), with the on-site representation \( u(a) = \exp(i\pi S_a) \) (for \( a = x, y, z \)). The Haldane phase corresponds to the unique non-trivial cohomology class for the symmetry group \( D_2 \). We can specify a representative factor system \( \omega \) for this cohomology class by giving an example of a projective representation for which \( \omega \) is the factor system, namely

\[
V(1) = I, \quad V(x) = \sigma_x, \quad V(y) = \sigma_z, \quad V(z) = \sigma_x\sigma_z, \tag{3.7}
\]

where \( \sigma_x \) and \( \sigma_z \) are the respective Pauli spin matrices. We define \( V(y) \) as above, rather than the more symmetrical \( V(y) = \sigma_y \) (which would correspond to a different factor system within the same cohomology class), because the factor system of Eq. (3.7) will turn out to be closely connected to the conventional formulation of the KT transformation.

### 3.4 The generalized Kennedy-Tasaki transformation

In this section, we will define our generalized KT transformation, for an SPT phase characterized by a cohomology class \([\omega]\) and an on-site symmetry representation of a group \( G \). We will require that \( G \) be finite and abelian, and that the cohomology class \([\omega]\) be maximally non-commutative (to be defined below). A special property of an abelian symmetry is that the irreps are one-dimensional; therefore, the on-site representation \( u(g) \) must decompose as

\[
u(g) = \bigoplus_{\chi} \chi(g)\mathbb{1}_{m_{\chi}} \tag{3.8\}
\]

where the sum is over the one-dimensional representations (characters) \( \chi \) of \( G \). For simplicity of presentation, we assume that none of the multiplicities \( m_{\chi} \) are greater than 1; thus, we can write

\[
u(g) = \sum_{\chi} \chi(g)|\chi\rangle \langle \chi| \tag{3.9
\]

where the \( \{|\chi\rangle\} \) form an orthonormal basis, and the sum is over those \( \chi \) such that \( m_{\chi} > 0 \). However, all the results of this paper can easily be generalized to the case of multiplicities greater than 1. For the Haldane phase, this basis \( \{|\chi\rangle\} \) is the basis \( \{|x\rangle, |y\rangle, |z\rangle\} \) discussed in Sec. 3.2.

Our generalized construction applies for any SPT phase with respect to the aforementioned symmetry, so long as the corresponding cohomology class \([\omega]\) is maximally-noncommutative, which is to say that the subgroup \( G(\omega) = \{g \in G : V_{\omega}(g)V_{\omega}(h) = V_{\omega}(h)V_{\omega}(g) \forall h \in G\} \) is trivial. This property does not depend on the choice of representative factor system for the cohomology class. (Throughout this section, we will use \( V_{\omega} \) to denote some projective representation of \( G \) with factor system \( \omega \); it does not matter how the projective representation is chosen because we only use the multiplicative relations between the matrices \( V_{\omega}(g) \), and these are determined by \( \omega \).) As follows from Refs. [69][70], a finite abelian group \( G \) will have at least one maximally non-commutative factor system if and only if it is of “symmetric type”, i.e. \( G \cong H \times H \) for some group \( H \). Of course, even if the full symmetry group is not of this form, then it might still have a subgroup of symmetric type, for which our method could be applied.

An important property of a maximally non-commutative factor system is the following. Any cohomology class for an abelian group can be considered to induce a homomorphism \( \varphi_{\omega} \) from \( G \) to \( G^* \) (where \( G^* \) is the character group of \( G \), i.e. the group of one-dimensional projective representations of \( G \) under multiplication), according to

\[
\varphi_{\omega}(g) = \chi_{\omega}^*, \tag{3.10}
\]
Observe that from Eq. (3.11) one can prove both that
\[ \chi_{g'}^\omega (g') \chi_{g'}^\omega (g')^\dagger = \chi_g^\omega (g') \chi_g^\omega (g) . \] (3.11)

Observe that from Eq. (3.11) one can prove both that \( \chi_{g'}^\omega (g') \chi_{g'}^\omega (g')^\dagger = \chi_g^\omega (g' g') \) (i.e. \( \chi_g^\omega = \varphi_\omega (g) \)) is in \( G^\ast \) and that \( \chi_{g_1}^\omega (g_2) = \chi_{g_2}^\omega (g_2) \) (i.e. \( \varphi_\omega \) is a homomorphism). For the particular case of a maximally non-commutative projective representation of a finite abelian group, the kernel of \( \varphi_\omega \) [which is equal to \( G(\omega) \) in general] is trivial, and therefore \( \varphi_\omega \) is an isomorphism; that is, for any \( \chi \in G^\ast \) there is a unique \( g \in G \) such that \( \chi_g^\omega = \chi \).

We construct the unitary \( D_\omega \) corresponding to the generalized Kennedy-Tasaki transformation (as we will see later, it maps from the maximal symmetry-breaking phase into the SPT phase), acting on a chain of \( N \) sites with open boundary conditions, according to

\[ D_\omega = \sum_\chi \Omega_\omega (\varphi_\omega^{-1}(\chi)) |\chi\rangle \langle \chi|, \] (3.12)

where we use the abbreviations \( \chi = (\chi_1, \ldots, \chi_N), \varphi_\omega^{-1}(\chi) = (\varphi_\omega^{-1}(\chi_1), \ldots, \varphi_\omega^{-1}(\chi_N)) \), and \( \Omega_\omega (g) \) is the phase factor defined such that

\[ V_\omega (gN) \cdots V_\omega (g_1) = \Omega_\omega (g) V_\omega (gN \cdots g_1) . \] (3.13)

(here, as in Eq. (3.8), the sum is over the characters \( \chi \) that appear in the representation.)

For the case of a spin-1 chain with \( D_2 \) symmetry, one can check directly that the choice of factor system \( \omega \) defined by the projective representation Eq. (3.7) gives

\[ V(a_N) \cdots V(a_1) = (-1)^{\sum_{j<k} \mu(a_j) \nu(a_k)} V(a_N \cdots a_1) , \] (3.14)

(where, loosely, one obtains a phase factor of \(-1\) for every \( V(z) = \sigma_z \) operator to the left of a \( V(x) = \sigma_x \) operator). Therefore, Eq. (3.12) reduces to the standard Kennedy-Tasaki transformation Eq. (3.3) if we choose this factor system. Note that the definition of \( D_\omega \) is not the same for different factor systems \( \omega \) within the same cohomology class. However, the difference is not very significant; see Appendix 3A.

Due to the way the unitary \( D_\omega \) is defined, we can immediately derive the basic property that, although it is a non-local transformation, for any symmetry-respecting observable \( A \) supported on a block of \( n \) sites, the transformed observable \( DAD^\dagger \) is still supported on the same block. We will use the notation \( \chi = (\chi_l, \chi_b, \chi_r) \), corresponding to grouping the sites in the chain according to whether they are, respectively, to the left of, within, or to the right of the block containing the support of \( A \). Thus the matrix element \( \langle \chi_l, \chi_b, \chi_r | A | \xi_l, \xi_b, \xi_r \rangle \) can be nonzero only if \( \chi_l = \xi_l, \chi_r = \xi_r, \) and \( \prod_{j=1}^n \chi_{b,j} = \prod_{j=1}^n \xi_{b,j} \) (the last condition comes from the assumption that \( A \) commutes with the symmetry). As a result, it is easy to show from the definition of \( \Omega_\omega \) [Eq. (3.13)] that \( \Omega_\omega (\varphi_\omega^{-1}(\chi)) \Omega_\omega (\varphi_\omega^{-1}(\xi))^{-1} = \Omega_\omega (\varphi_\omega^{-1}(\chi)) \Omega_\omega (\varphi_\omega^{-1}(\xi))^{-1}, \) and hence that \( D_\omega AD_\omega^\dagger = D_\omega (n) AD_\omega (n)^\dagger, \) where \( D_\omega (n) \) and \( D_\omega (\omega) \) are defined as \( \Omega_\omega \) and \( D_\omega \), would be if the \( n \) sites in the block constituted the entire chain.

### 3.5 Action of the generalized KT transformation on a generalized AKLT state

Although we have focussed on the transformation of the Hamiltonian under the generalized KT transformation \( D_\omega \), for illustrative purposes we will consider in this section a particular Hamiltonian within the SPT phase described by cohomology class \( [\omega] \), for which the ground state subspace can be found analytically. We calculate explicitly how this subspace transforms under \( D_\omega \), and show that the transformed ground state subspace reflects the spontaneous breaking of
the symmetry in the bulk. The definition of $D_\omega$ [Eqs. (3.12) and (3.13)] arises naturally out of this discussion.

Affleck, Kennedy, Lieb and Tasaki (AKLT) [71] constructed a system in the Haldane phase for which the ground state can be represented exactly as a “valence-bond solid”, or (in more modern language) a matrix-product state (MPS) [30]. We will now define a generalization of the AKLT ground state for the SPT phase with cohomology class $[\omega]$. We will write it for open boundary conditions, which means we have to define a subspace $P$ of states corresponding to the degenerate ground-state subspace. The states in this subspace are of the MPS form

$$\sum_\chi \text{Tr}(A_{\chi N} \cdots A_{\chi 1} B) |\chi\rangle,$$

(3.15)

where we set $A_{\chi} = V_\omega (\varphi^{-1}_\omega (\chi))$ (where $V_\omega$ is an irreducible projective representation with factor system $\omega$), and the subspace comprises the states obtained from all possible $D \times D$ matrices $B$ (with $D$ the dimension of $V_\omega$). The theory of MPS parent Hamiltonians [30] allows one to construct a local frustration-free Hamiltonian for which $P$ is the $D^2$-fold degenerate ground state subspace. From the classification of SPT order in matrix-product states [16,17], one can show [25] that $H$ indeed lies in the SPT phase described by cohomology class $[\omega]$.

We will only consider the state $|\Psi\rangle$ resulting from setting $B = 1/2 \sum_g V(g)^\dagger$, as it turns out that applying $[u(g)\otimes N]$ to $|\Psi\rangle$ for group elements $g$ generates a basis for $P$. This gives

$$|\Psi\rangle = \sum_\chi \Omega_\omega (\varphi^{-1}_\omega (\chi)) |\chi\rangle,$$

(3.16)

where we have used the fact that $\text{Tr}[V_\omega(h)V_\omega(g)^\dagger] = D \delta_{g,h}$ (which follows from the fact that $\text{Tr} V_\omega(g) = 0$ for $g \neq 1$, a consequence of maximal non-commutativity). This means that

$$D_\omega^\dagger |\Psi\rangle = \sum_\chi |\chi\rangle = |\phi\rangle^{\otimes N},$$

(3.17)

where $|\phi\rangle = \sum_\chi |\chi\rangle$. Since $[u(g)]^{\otimes N}$ commutes with $D_\omega^\dagger$, a basis for the transformed subspace $D_\omega^\dagger P$ comprises the states $\{|u(g)^{\otimes N}|\phi\rangle^{\otimes N}, g \in G\}$. Thus the transformed Hamiltonian under $D_\omega^\dagger$ indeed has a set of locally distinguishable symmetry-breaking ground states, as we expect.

### 3.6 String order

A key property of the Kennedy-Tasaki transformation is that it relates two-particle correlations (which are expected to be long-ranged in the maximal symmetry-breaking phase for the $Z_2 \times Z_2$ symmetry) to the string correlation functions that characterize the Haldane phase. Here, we will establish a similar correspondence for our general construction. This property will also allow us to determine how the generalized Kennedy-Tasaki transformation maps between different quantum phases.

#### 3.6.1 Symmetry-breaking phases and two-particle correlations

Let us first give a general discussion of the two-particle correlations that we expect to see in the maximal symmetry-breaking phase (i.e. where the subgroup of symmetry operations that are not spontaneously broken in the bulk is trivial) for an on-site abelian symmetry. A system in this phase will have a collection of degenerate symmetry-breaking ground states. Traditionally, the symmetry-breaking is detected through the nonzero value of an order parameter, which is the expectation value of a single-site observable $A$ such that $\langle A \rangle = 0$ for any symmetry-respecting...
state. For example, in the case of the quantum transverse-field Ising model on spin-1/2’s, with Hamiltonian

$$H = -\sum_i \sigma_i^x \sigma_{i+1}^x + \lambda \sum_i \sigma_i^z,$$  \hfill (3.18)

the appropriate order parameter is $\langle \sigma_z \rangle$. The fact that $\sigma_x \sigma_z \sigma_x = -\sigma_z$ ensures that $\langle \sigma_z \rangle$ must be zero for any state respecting the spin-flip symmetry $\prod_i \sigma_i^x$. In the general case, we can consider an observable $A$ such that

$$u(g')Au(g')^\dagger = \chi(g')A$$  \hfill (3.19)

for some $\chi \in G^*$. By a similar argument as before, for $\chi \neq 1$ we find that $\langle A \rangle = 0$ for any symmetry-respecting state. As another example, in the case of a spin-1 chain with the $D_2$ rotation symmetry, the spin-component operators $S_a \ (a = x,y,z)$ satisfy Eq. (3.19) for appropriate choices of $\chi$.

Denote the space of operators $A$ satisfying Eq. (3.19) by $A_\chi$. For a given symmetry-breaking state, a given operator in $A_\chi$ could still have zero expectation value by accident. However, we will now argue that, for a given maximal symmetry-breaking state, for every non-trivial $\chi \in G^*$ a generic choice of $A \in A_\chi$ will reveal the symmetry-breaking through its nonzero expectation value. Indeed, let $\rho$ be the reduced state density operator on a single site. It suffices to show that the subspace $B_\chi = \{ A \in A_\chi | \text{Tr}(A\rho) = 0 \}$ is a proper subspace (i.e. $B_\chi \neq A_\chi$). Suppose by way of contradiction that $B_\chi = A_\chi$. Then every $A \in A_\chi$ must satisfy $\text{Tr}(A\rho) = 0$. But since the set ${|\chi\rangle\langle\chi| : \chi \in G^*}$ comprises a basis for $A_\chi$, this would imply that $\langle \chi | \rho | \chi \rangle = 0$ for all $\chi'$. In the maximal symmetry breaking phase, the ground state has no residual symmetry, and hence there is no constraint on the reduced state $\rho$ that would force all of these matrix elements to be zero [whereas if the ground state were invariant under the symmetry operation corresponding to the group element $g$, this would force $\langle \chi_1 | \rho | \chi_2 \rangle = 0$ for all $\chi_1, \chi_2 \in G^*$ such that $\chi_1(g) \neq \chi_2(g)$]. Certainly, for a generic state in the maximal symmetry-breaking phase, these matrix elements would not all be zero.

An alternative measure of the symmetry-breaking is the two-particle correlation function $\langle C_n(A,B) \rangle$ (for $A,B \in A_\chi$), where

$$C_n(A,B) \equiv A^\dagger \otimes I_{\otimes (n-2)} \otimes B.$$  \hfill (3.20)

Because each of the symmetry-breaking ground states should be short-range correlated, the correlation function $\langle C_n(A,B) \rangle$ converges to $\langle A^\dagger \otimes B \rangle$ as $n \to \infty$. The expectations here are taken with respect to a particular choice of symmetry-breaking ground state, but notice that $C_n(A,B)$ commutes with the symmetry, and therefore its expectation is independent of this choice.

### 3.6.2 SPT phases and string correlation functions

A key feature of the Haldane phase and its generalizations is that there is no locally-detectable symmetry breaking in the bulk, and consequently all the two-particle correlations $\langle C_n(A,B) \rangle$ decay exponentially as $n \to \infty$. Nevertheless, such SPT phases still have a more subtle form of long-range order detectable through string correlations. As a result, we are led to consider the following generalization of Eq. (3.20) (reducing to it when $g = 1$):

$$C_n(A,B; g) = A^\dagger \otimes [u(g)]_{\otimes (n-2)} \otimes B.$$  \hfill (3.21)

(Recall that $u(g)$ is the unitary on-site action of the symmetry.) In particular, the den Nijs-Rommelse string operators [52] for the Haldane phase,

$$S^\alpha \otimes [e^{i\pi S^\alpha}]_{\otimes (n-2)} \otimes S^\alpha = C_n(S^\alpha, S^\alpha; \alpha), \quad \alpha = x,y,z,$$  \hfill (3.22)

with $S^\alpha$ the spin-component operators, are of this form. In the Haldane phase, the den Nijs-Rommelse string correlations are long-ranged, i.e. $\lim_{n \to \infty} \langle C_n(S^\alpha, S^\alpha; \alpha) \rangle \neq 0$. 

Traditionally, long-ranged string correlations have been viewed as evidence of non-trivial order. However, there is a need for caution: the limiting string correlation functions \( \lim_{n \to \infty} \langle C_n(A, B; g) \rangle \) are nonzero for generic choices of \( A \) and \( B \) whenever the symmetry is unbroken in the bulk, and need not reflect any non-trivial SPT order [35, 66]. Therefore, in order to obtain useful criteria for identifying SPT phases, we must restrict ourselves to restricted classes of \( A \) and \( B \). Indeed, it turns out to be useful to require, as in the symmetry-breaking case, \( \chi(A, B) \in A_\chi \) for some linear character \( \chi \). In that case, the selection rule discussed in Ref. [66] forces \( \lim_{n \to \infty} \langle C_n(A, B; g) \rangle = 0 \) when \( \varphi_\omega(g) \neq \chi \), where \( \varphi_\omega \) is the homomorphism induced by the cohomology class [Eq. (3.10)] (see Appendix 3.C for the proof). In the case \( \varphi_\omega(g) = \chi \), there is no such selection rule and so we expect that the corresponding string correlation will generically be long-ranged. (It can be checked that the latter case is the relevant one for the den Nijs-Rommelse string correlations in the Haldane phase.) Thus, the pattern of long-ranged string orders of the form considered is a useful way of identifying phases; we will make this idea more precise in Section 3.6.4.

### 3.6.3 Mapping of correlation functions under the generalized Kennedy-Tasaki transformation

We have established that the string operators \( C_n(A, B; g) \) are useful tools for identifying phases. Therefore, it makes sense to calculate how these operators transform under the generalized KT transformation \( D_\omega \), where \( [\omega] \) is a maximally non-commutative cohomology class. This calculation is done in Appendix 3.B; the result is (for \( A, B \in A_\chi \))

\[
D_\omega C_n(A, B; g) D_\omega^\dagger = C_n(\tilde{A}, \tilde{B}; \tilde{g})
\]

with

\[
\tilde{A} = AW_\omega(\chi)\dagger, \quad \tilde{B} = BW'_\omega(\chi)\dagger, \quad \tilde{g} = g\varphi_\omega^{-1}(\chi),
\]

(observe that \( A, B \in A_\chi \) implies \( \tilde{A}, \tilde{B} \in A_\chi \) as well, since \( W_\omega \) and \( W'_\omega \) commute with the symmetry).

To see the significance of this result, suppose that \( [\omega] \) is a maximally non-commutative cohomology class. Recall that, in a system with maximal symmetry breaking, for any \( \chi \neq 1 \) we expect to be able to find \( A, B \in A_\chi \) such that \( \lim_{n \to \infty} \langle C_n(A, B; 1) \rangle \neq 0 \). But then, by Eq. (3.23), this implies that in the transformed system obtained from the original one by \( D_\omega \), we will have \( \lim_{n \to \infty} \langle C_n(\tilde{A}, \tilde{B}; \varphi_\omega^{-1}(\chi)) \rangle \neq 0 \), i.e. there are long-ranged string correlations of precisely the form that we expect to get in the SPT phase characterized by cohomology class \( [\omega] \). In the next subsection, we will turn this into a proof that the transformed system is indeed in that phase.

### 3.6.4 Patterns of string order as a “signature” for quantum phases

We have already seen that the long-range behavior of string correlations of the form \( \langle C(A, B; g) \rangle \) (with \( A, B \in A_\chi \) for some character \( \chi \)) is a useful probe for identifying different kinds of ordering in systems with a finite abelian on-site symmetry. In Appendix 3.C we go further, and show that this long-range behavior uniquely identifies all possible quantum phases that result from symmetry-respecting Hamiltonians. (The general classification of such phases was given in Ref. [17, 72]; it includes conventional symmetry-breaking phases, SPT phases with no
symmetry-breaking in the bulk, as well as other examples in which SPT and symmetry-breaking orders combine.)

The result of Appendix 3.C is expressed in terms of the following “signature” function $M$ acting on $G^* \times G$ to measure which of the string correlations are long-ranged:

$$M(\chi; g) = \begin{cases} 1 & \text{if } \lim_{n \to \infty} \langle C_n(A, B, g) \rangle \neq 0 \text{ generically} \\ 0 & \text{otherwise} \end{cases}$$ (3.27)

We have included the word “generically”, because it is possible that there might be specific points in the phase and/or choices of $A, B \in A_{\chi}$ such that the limiting correlation is “accidentally” zero. [For example, in the case $g = 1$, we derived in Sec. 3.6.1 the condition for a given state in the maximal symmetry-breaking phase to satisfy $\lim_{n \to \infty} C_n(A, B; 1) = 0$ for all $A, B \in A_{\chi}$, even though generically we expect these two-body correlations to be long-ranged.] The result of Appendix 3.C is then that each possible phase in the general classification has a distinct signature $M$.

Combining this result with that of the previous subsection 3.6.3 allows us to definitively establish in general how different phases are transformed into each other by the generalized KT transformation $D_\omega$ (with $[\omega]$ a maximally non-commutative cohomology class). Indeed, suppose we start from a phase described by signature $M$. Then, by Eqs. (3.23) and (3.24), the transformed phase resulting from application of $D_\omega$ has signature

$$M'(\chi; g) = M(\chi; g[\varphi^{-1}_\omega(\chi)]^{-1}).$$ (3.28)

In particular, we can consider the case that the starting phase is the maximal symmetry breaking phase (all the symmetries broken in the bulk). The arguments of Sec. 3.6.1 show that for such a phase, $M(\chi, 1) = 1$ for all $\chi$. Furthermore, it was shown in Ref. [66] that string order of the form $\langle C_n(A, B; g) \rangle$ can be long-ranged only when the symmetry corresponding to $g$ is unbroken in the bulk. Thus, the maximal symmetry-breaking phase has signature $M(\chi; g) = 1 \Leftrightarrow g = 1$. It follows that the transformed phase resulting from applying $D_\omega$ has signature $M'(\chi; g) = 1 \Leftrightarrow g = \varphi^{-1}_\omega(\chi)$. From the discussion of Appendix 3.C, we see that this is precisely the signature of the SPT phase with cohomology class $[\omega]$, as expected.

Note that, although in this paper we have concentrated on the duality between pure SPT order and maximal symmetry-breaking order, Eq. (3.28) can be used to determine in general how the generalized KT transformation relates $D_\omega$ different symmetric phases to each other, including combined symmetry-breaking/SPT phases. For example, see Ref. [67] for a discussion of the $Z_N \times Z_N$ case. (In this case, our generalized KT transformation reduces to the one defined in Ref. [67], or a variant thereof, depending on which cohomology class $[\omega]$ and factor system representative $\omega$ one uses in the construction).

3.7 The Kennedy-Tasaki transformation for continuous symmetries

We stress that our assumption of a maximally-noncommutative cohomology class of a finite abelian group might not be as restrictive as it sounds. Indeed, an SPT phase characterized by an arbitrary group could still be identified as part of a maximally non-commutative SPT phase with respect to a finite abelian subgroup. As an example, here we will discuss how our framework allows us to apply the concept of hidden symmetry breaking to some generalizations of the Haldane phase.

Just as the Haldane phase is motivated by SO(3)-invariant antiferromagnets, these generalized Haldane phases contain systems that are invariant under an SO$(2k+1)$ or SU$(k)$ symmetry.
However, in each case, we will identify a finite abelian subgroup (analogous to $D_2$ for the Haldane phase), which will turn out to be the relevant one for identifying the hidden symmetry breaking. In each case, this finite abelian subgroup will turn out to be sufficient to classify the phases, since imposing the full continuous symmetry does not separate any phases that could not already be distinguished through this subgroup. This suggests that, even when the full continuous symmetry is present, we should describe the SPT order in terms of the hidden breaking of the finite abelian subgroup.

### 3.7.1 The SO($2k+1$) Haldane phase

For systems invariant under an on-site SO($2k+1$) symmetry, there is exactly one non-trivial SPT phase $[1, 73]$, which we can think of as a generalization of the Haldane phase (reducing to it in the case $k = 1$). The corresponding cohomology class is that of the spinor representations of SO($2k+1$) (which are, in fact, projective representations).

Identifying SO($2k+1$) with its representation in terms of $(2k+1) \times (2k+1)$ orthogonal matrices with unit determinant, we define $G_k \equiv \{ A \in \text{SO}(2k+1) : A \text{ is diagonal in the standard basis}\}$, which constitutes a finite abelian subgroup. We can construct a minimal set of generators $\{u^{(l)}, l = 1, \ldots, 2k\}$ with matrix elements

$$u^{(l)}_{i,j} = (-1)^{1-\delta_{i,j}} \delta_{i,j}$$

(we do not include $u^{(2k+1)}$ in our minimal set of generators because it is not independent of the rest; indeed, $u^{(2k+1)} = \prod_{l=1}^{2k} u^{(l)}$). This shows that $G_k \cong \mathbb{Z}_2^{2k}$. It can be shown, by considering the restriction of the spinor representations of SO($2k+1$) to the subgroup $G_k$, that the cohomology class of $G_k$ for systems in the non-trivial SPT phase with respect to SO($2k+1$) is that of the projective representation generated by

$$V(u^{(l)}) = \Gamma_l,$$

where the $2k$ matrices $\Gamma_l$ obey the anti-commutation relations $\{\Gamma_a, \Gamma_b\} = 2\delta_{a,b}$. It is straightforward to show that this cohomology class is maximally non-commutative.

Thus, we can use our general prescription [Eq. (3.12)] to construct a generalized KT transformation for systems in the non-trivial SPT phase with respect to SO($2k+1$). In analogy to the original KT transformation for the Haldane phase (which breaks the full rotation symmetry, preserving only the discrete subgroup $D_2$), the resulting transformed system will only have the discrete $\mathbb{Z}_2^{2k}$ symmetry instead of the full SO($2k+1$). Furthermore, the transformed system will be in a maximal local symmetry-breaking phase for this discrete symmetry. In this sense, the non-trivial SO($2k+1$) SPT phase can be understood as a result of the “hidden breaking” of the $\mathbb{Z}_2^{2k}$ symmetry. Note that, if we make a particular choice of factor system within the appropriate cohomology class, it can be shown that the generalized Kennedy-Tasaki transformation constructed according to our general prescription [see Eq. (3.12)] coincides with the one constructed in Ref. [1].

We remark that, since for the SO($2k+1$) symmetry group there is only one nontrivial SPT phase, it can already be distinguished from the trivial phase via a $\mathbb{Z}_2 \times \mathbb{Z}_2$ subgroup. Although one could therefore construct the generalized KT transformation $\mathcal{D}_\omega$ based on the $\mathbb{Z}_2 \times \mathbb{Z}_2$ subgroup, as in Ref. [67], we prefer to construct it based on $\mathbb{Z}_2^{2k}$. This ensures that the transformed phase is maximally symmetry-breaking. If one instead uses only the $\mathbb{Z}_2 \times \mathbb{Z}_2$ subgroup to construct $\mathcal{D}_\omega$, it can be shown (using similar arguments to Sec.3.6.4 and Appendices 3.B and 3.C) that the resulting phase breaks $\mathbb{Z}_2 \times \mathbb{Z}_2$, but is still SPT-ordered with respect to the remaining $\mathbb{Z}_2^{2(2k-1)}$.

In general, a useful way to ensure that the transformed phase has no residual SPT order is by counting the ground state degeneracy: if the degeneracy of the original SPT phase is fully explained by the symmetry-breaking in the transformed phase, then there cannot be any residual
SPT order. For instance, consider the SO(2k + 1) case. We can assume that the fractionalized representation of the symmetry on the edge is the fundamental spinor representation, as it suffices to confirm the lack of residual SPT order at a single point in the phase. There is then a 2\(^k\)-fold degeneracy associated with each edge, which agrees with the 2\(^2k\)-fold degeneracy we expect for a phase that maximally breaks a \(Z^{2k}\) symmetry. A similar property also holds for the SU(k) example considered in the next section.

### 3.7.2 SPT phases for SU(k)

Instead of thinking of the Haldane phase as invariant under an SO(3) symmetry, we can also think of it as invariant under PSU(2) \(\equiv SU(2)/\{+1, -1\}\). Of course, PSU(2) \(\cong SO(3)\), but this suggests an alternative generalization of the Haldane phase: one that is invariant under an on-site representation of PSU(k) \(\equiv SU(k)/C_k\), where \(C_k = \{\exp(2i\pi l/k) : l = 0, \ldots, k - 1\}\).

Given the definition of PSU(k), we can construct a finite abelian subgroup by identifying a subgroup of SU(k) that is abelian up to phase factors (i.e. up to elements of \(C_k\)). The discrete Heisenberg-Weyl group is such a subgroup; it is the group generated [in the standard representation of SU(k)] by the two operators

\[
X = \frac{1}{W} \sum_{l=0}^{k-1} |(l + 1) \mod k\rangle\langle l|,
\]

\[
Z = \frac{1}{W} \sum_{l=0}^{k-1} w^l |l\rangle\langle l|
\]

where \(w\) is a primitive k-th root of unity, and we have included the normalization factor \(W = w^{(k-1)/2}\) to ensure that \(\det X = \det Z = 1\). The fact that the subgroup generated by X and Z is abelian up to phases follows from the relation \(ZX = wXZ\). The abelian subgroup of PSU(k) corresponding to the Heisenberg-Weyl group is isomorphic to \(Z_k \times Z_k\). The cohomology group for \(Z_k \times Z_k\) is \(H^2(Z_k \times Z_k, U(1)) \cong Z_k \cong H^2(PSU(k), U(1))\), and it can be shown\(^{[67]}\) that the k cohomology classes of PSU(k) correspond exactly to the k cohomology classes of the \(Z_k \times Z_k\) subgroup. Thus, the \(Z_k \times Z_k\) subgroup is sufficient to characterize all the SPT phases even in the presence of the full PSU(k) symmetry. In order to apply our generalized Kennedy-Tasaki transformation, we need a maximally non-commutative cohomology class; if we let \([\omega_0]\) be a generator for the cohomology group \(H^2(Z_k \times Z_k, U(1))\), then it can be shown that \([\omega_0]\) is maximally non-commutative if and only if \(l\) and \(k\) are coprime.

### 3.7.3 Other continuous symmetry groups

We leave it as an open question whether a similar analysis to the above for SO(2k + 1) and SU(k) holds for other continuous symmetry groups. In Ref.\(^{[67]}\), it is shown that a subgroup of the form \(Z_N \times Z_N\) can be found for all the cases involving classical Lie groups. However, as we have shown with the SO(2k + 1) example in Sec. 3.7.1 this is not the whole story, especially if the aim is to identify a relevant generalised KT transformation that can ‘fully’ remove the SPT order, i.e., that can relate a SPT-ordered phase to a maximally symmetry-breaking phase.

### 3.8 The topological disentangler

In this section, we will briefly outline a physical interpretation of the resulting correspondence between the SPT ground states and the symmetry-breaking ground states, in terms of the entanglement structure of the ground states.

When we group sites together in blocks of size \(\gg \xi\), with \(\xi\) the correlation length, any gapped ground state starts to resemble (up to on-site unitary rotations on the blocked sites) a “dimer
state” which can be viewed as a renormalization fixed point [74]. If the ground state is in an SPT phase characterized by a maximally non-commutative cohomology class $[\omega]$; this dimer state will take the form shown in Fig. 3.1(a); this is a consequence of the fact that a maximally non-commutative factor system corresponds to a unique irreducible projective representation [69, 70]. We see that the entanglement between two halves of the chain has two origins: the universal “topological” entanglement represented by the maximally entangled state $|1\rangle$, and the “non-topological” entanglement represented by the state $|\lambda\rangle$. (The “dot” and “diamond” particles correspond to the “protected” and “junk” subsystems discussed in Ref. [25].)

It is therefore instructive to consider what happens under $D^\dagger_\omega$ to a ground state of the form shown in Fig. 3.1(a). The calculation required is similar to that of Sec. 3.5. (Indeed, when written in a matrix-product state form, the state of Fig. 3.1(a) reduces to Eq. (3.15) when the “extra” particles in the $|\lambda\rangle$ state are absent.) Here we just state the result: for a suitable choice of boundary conditions, the resulting state is as depicted in Fig. 3.1(b); note that this resulting state is no longer invariant under the symmetry, and the orbit of this state under the symmetry is the set of symmetry-breaking ground states for the transformed system. We see that the topological component of the entanglement has been eliminated, with the non-topological part of the state remaining untouched. In this sense, we can think of the generalized KT transformation $D^\dagger_\omega$ as a “topological disentangler” [37].

3.9 Discussion

We have presented a generalization of the Kennedy-Tasaki transformation, which maps certain one-dimensional models with SPT order to ones with traditional symmetry-breaking. This formulation further expands the characterization of SPT order as a form of hidden symmetry breaking to a broad class of models, specifically those for which the SPT order can be related to a maximally non-commutative factor system of a finite abelian group that acts on the system...
through an on-site unitary representation. Whether any analogous results hold in higher dimensions, or for other kinds of symmetries (e.g. time reversal), remains an open question. We point out, however, that in two dimensions and higher there is a different kind of duality that holds for any on-site unitary representation of a finite group $G$: between SPT phases and topological lattice gauge theories with gauge group $G$ \cite{75, 76}.

We have also interpreted the action of our generalized KT transformation as a topological disentangler \cite{37}, removing the topological component of the entanglement from the ground state. Transformations that remove entanglement from a quantum many-body system have found use in numerical methods such as the multiscale entanglement renormalisation ansatz (MERA) \cite{77, 78}, and so may the generalized KT transformation presented here.
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### 3.A Choice of representative factor system

Here we will discuss the difference between $D_\omega$ and $D_{\omega'}$, where

\[
\omega'(g, h) = \beta(g)\beta(h)\beta(gh)^{-1}\omega(g, h),
\]

[3.33]

[for some set of phase factors $\beta(g)$] is another factor system in the same cohomology class as $\omega$. The important thing to consider is the transformed Hamiltonians resulting from the respective transformations. Thus we will only consider the way $D_\omega$ acts on symmetry-respecting observables $A$. First of all we observe that the isomorphism $\varphi_\omega$ only depends on the cohomology class, so that $\varphi_\omega = \varphi_{\omega'}$. It is then straightforward to show that

\[
D_{\omega'}AD_{\omega}^\dagger = b_\beta \otimes N b_\beta^\dagger \otimes N^\dagger,
\]

[3.34]

where we have defined

\[
b_\beta = \sum_\chi \beta(\varphi_\omega^{-1}(\chi))|\chi\rangle\langle\chi|.
\]

[3.35]

Therefore, the two transformed Hamiltonians differ only be a rephasing of the basis on each site. Clearly, this does not change the nature of the resulting transformed phase.

### 3.B Proof of Eq. (3.23)

For simplicity of notation, we use the isomorphism $\varphi_\omega$ to label our site basis by group elements instead of group characters, i.e. we define

\[
|g\rangle \equiv |\varphi_\omega(g)\rangle.
\]

[3.36]

For some choice of character $\chi_*$, let $A, B \in A_{\chi_*}$, and define $g_* = \varphi_\omega^{-1}(\chi_*)$. This implies that

\[
A^\dagger = \sum_g \mu_g |g\rangle\langle gg_*|
\]

[3.37]

\[
B = \sum_g \nu_g |gg_*\rangle\langle g|.
\]

[3.38]

for some scalars $\{\mu_g\}$ and $\{\nu_g\}$. Thus,

\[
A^\dagger \otimes \mathbb{I}^\otimes(n-2) \otimes B = \sum_{g_1, \ldots, g_n} \mu_{g_1}\nu_{g_n} |g_1; g_2, \ldots, g_n g_*\rangle\langle g_1 g_*, \ldots, g_1 g_n|.
\]

[3.39]
Therefore
\[ D_\omega(A^1 \otimes \mathbb{I}^{(n-2)} \otimes B)D_\omega^\dagger = \sum_{g_1, \ldots, g_n} \mu_{g_1} \nu_{g_n} \Gamma_{g_1, \ldots, g_n} |g_1, g_2, \ldots, g_n g_s\rangle \langle g_1 g_s, \ldots, g_{n-1}, g_n|, \tag{3.40} \]
where \( \Gamma_{g_1, \ldots, g_n} \) is the phase factor such that
\[ V_\omega(g_1 g_s) V_\omega(g_n^{-1}) \cdots V_\omega(g_1) = \Gamma_{g_1, \ldots, g_n} V_\omega(g_n) \cdots V_\omega(g_2) V_\omega(g_1 g_s). \tag{3.41} \]
This gives
\[ \Gamma_{g_1, \ldots, g_n} = \omega(g_n, s)^{-1} \alpha_\omega(g_s, g_{n-1}) \cdots \alpha_\omega(g_s, g_2) \omega(g_s, g_1), \tag{3.42} \]
where \( \alpha_\omega(g, h) \) is the phase factor such that
\[ V_\omega(g) V_\omega(h) = \alpha_\omega(g, h) V_\omega(h) V_\omega(g). \tag{3.43} \]
However, now comparing with Eq. (3.11), we find that
\[ u(g)|h\rangle = \alpha_\omega(g, h)|h\rangle. \tag{3.44} \]
Therefore, we can conclude that
\[ D_\omega(A^1 \otimes \mathbb{I}^{(n-2)} \otimes B)D_\omega^\dagger = [W_\omega(g_s) A^1] \otimes [u(g_s)]^{(n-2)} \otimes [BW_\omega^\dagger(g_s)], \tag{3.45} \]
which leads to Eq. (3.23), where we have defined
\[ W_\omega(g_s) = \sum_g \omega(g_s, g)|g\rangle \langle g|, \quad W_\omega^\dagger(g_s) = \sum_g \omega(g, g_s)|g\rangle \langle g|. \tag{3.46} \]

### 3.C Identifying phases from patterns of string order

Symmetry-breaking phases and SPT phases are two different kinds of phases that can arise in one-dimensional systems invariant under an on-site symmetry. As was shown in Ref. \[17, 72\], the most general kind of phase for such systems combines both aspects. A general symmetric phase for a symmetry group \( G \) is characterized by a subgroup \( H \) (corresponding to the symmetries that are unbroken in the bulk) and a cohomology class \([\omega]\) for \( H \), such that each of the degenerate symmetry-breaking ground states is in the SPT phase \([\omega]\) with respect to the sub symmetry. In this Appendix, we will show that, in the case of finite abelian symmetry groups \( G \), each distinct phase gives rise to a distinct pattern of long-range string correlations, as defined through the “signature” function \( M \) of Eq. (3.27).

Let us first consider the case of pure SPT phases (i.e. \( H = G \), and the phases are classified by cohomology classes of \( G \)). It was argued in Ref. \[34\] that, if the operators \( A \) and \( B \) are chosen at random, then generically one finds that \( \langle C_n(A, B; g) \rangle \neq 0 \) is nonzero for any ground state that is invariant under the symmetry in the bulk (which will be the case for any pure SPT phase as well as the trivial phase). Suppose, however, that we instead choose \( A, B \in \mathcal{A}_\chi \) for some character \( \chi \). Then, whenever \( \chi \neq \varphi_\omega(g) \), we must be able to find some \( g' \in G \) such that \( \chi(g') \neq [\varphi_\omega(g)](g') \). Recalling the definition of \( \varphi_\omega \) [Eq. (3.10)], and of \( \mathcal{A}_\chi \) [Section 3.6.1], this implies that \( \alpha_1 \neq \alpha_2 \), where \( \alpha_1, \alpha_2 \) are the scalars such that
\[ V_\omega(g) V_\omega(g') = \alpha_1 V_\omega(g') V_\omega(g), \tag{3.47} \]
\[ Au(g') = \alpha_2 u(g') A. \tag{3.48} \]
As shown in Ref. \[66\], there is a selection rule that prevents the string correlation \( \langle C_n(A, B; g) \rangle \) from being long-ranged when \( \alpha_1 \neq \alpha_2 \). On the other hand, if \( \chi = \varphi_\omega(g) \) then there is no such
selection rule and we expect that \( \langle C_n(A,B;g) \rangle \) will generically be long-ranged even with the constraint \( A, B \in \mathcal{A}_\chi \). In summary, therefore, the pure SPT phase has the signature \( M(\chi,g) = 1 \iff \chi = \varphi_\omega(g) \). For example, if the cohomology class is maximally non-commutative, then \( \varphi_\omega \) is invertible and thus, for each character \( \chi \), there is a unique \( g \) such that \( M(\chi,g) = 1 \), and vice versa. At the other extreme, if the cohomology class is trivial, then \( \varphi_\omega(g) = 1 \) for all \( g \), and thus \( M(\chi,g) = 1 \iff \chi = 1 \).

The above arguments show that the possible signature functions \( M \) are in one-to-one correspondence with the homomorphisms \( \varphi_\omega \). In order to establish that distinct SPT phases correspond to different signature functions, it only remains to show that if \( \omega_1 \) and \( \omega_2 \) have different cohomology classes, then \( \varphi_{\omega_1} \neq \varphi_{\omega_2} \). Since \( \varphi_\omega \) is linear in \( \omega \), it suffices to prove that if \( \varphi_\omega = 1 \) (the trivial homomorphism), then \( \omega \) has trivial cohomology class. Indeed, \( \varphi_\omega = 1 \) implies, by definition of \( \varphi_\omega \), that \( V_\omega(g)V_\omega(g')V_\omega(g)^{-1} = V_\omega(g') \) for all \( g, g' \in G \), which is to say all the elements \( V_\omega(g) \) commute. If we choose \( V_\omega \) to be irreducible, then Schur’s Lemma implies that \( V_\omega(g) = \beta(g) \) for some scalar phase factors \( \beta(g) \). Therefore, the projective representation \( V_\omega \) has trivial cohomology class.

Now let us return to the general case, where phases are classified by a subgroup \( H \leq G \) and a cohomology class \( \langle \omega \rangle \) of \( H \). Because all the order parameters we are considering are expectation values of symmetry-respecting operators, we just need to determine their value for \( g \) if and only if \( \omega \) and a cohomology class \( \varphi \) correspond with the homomorphisms \( \chi \).\footnote{Lemma 5} Now let us return to the general case, where phases are classified by a subgroup \( H \leq G \) and a cohomology class \( \langle \omega \rangle \) of \( H \). Because all the order parameters we are considering are expectation values of symmetry-respecting operators, we just need to determine their value for \( g \) if and only if \( \omega \) and a cohomology class \( \varphi \) correspond with the homomorphisms \( \chi \).\footnote{Lemma 5} Without loss of generality, let \( \varphi \) be irreducible, then Schur’s Lemma implies that \( V_\omega(g) = \beta(g) \) for some scalar phase factors \( \beta(g) \). Therefore, the projective representation \( V_\omega \) has trivial cohomology class.

Now let us return to the general case, where phases are classified by a subgroup \( H \leq G \) and a cohomology class \( \langle \omega \rangle \) of \( H \). Because all the order parameters we are considering are expectation values of symmetry-respecting operators, we just need to determine their value for \( g \) if and only if \( \omega \) and a cohomology class \( \varphi \) correspond with the homomorphisms \( \chi \). Without loss of generality, let \( \varphi \) be irreducible, then Schur’s Lemma implies that \( V_\omega(g) = \beta(g) \) for some scalar phase factors \( \beta(g) \). Therefore, the projective representation \( V_\omega \) has trivial cohomology class.

We will now prove that no two symmetric phases can have the same signature. Arguing as in the pure SPT case, it is easy to see that for a \textit{fixed} \( H \) all distinct phases have different signatures. To complete the proof, we will now show that the subgroup \( H \) can be recovered from the signature, and therefore two phases with different \( H \) must have different signatures. To do this we make use of the following result:

**Lemma 5.** Let \( G \) be a finite abelian group, and let \( H \) be a subgroup. Then any linear character acting on \( H \) can be extended to a linear character on \( G \). That is, for any \( \xi \in H^* \), there exists \( \chi \in G^* \) such that \( \chi_H = \xi \).

**Proof.** Define the homomorphism \( \psi : G^* \rightarrow H^*, \chi \mapsto \chi_H \). Observe that \( \ker \psi \cong \langle G/H \rangle^* \), and therefore \( \frac{|\ker \psi|}{|\psi(G^*)|} = \frac{|G/H|}{|\psi(G^*)|} = \frac{|G|}{|\ker \psi|} = \frac{|G|}{|H|} \). But \( \psi(G^*) \cong G^*/\ker \psi \), so \( \psi(G^*) = |G^*|/|\ker \psi| = |G|/|\ker \psi| = |H| = |H^*| \). It follows that \( \psi(G^*) = H^* \), i.e. \( \psi \) is surjective.

**Lemma 5** ensures that, for any \( h \in H \), we can find a character \( \chi \in G^* \) such that \( \chi_H = \varphi_\omega(h) \), and hence \( M(\chi,h) = 1 \). By contrast, if \( g \notin H \) then we found above that \( M(\chi,g) = 0 \) for all \( \chi \in G^* \). Therefore, the subgroup \( H \) can be recovered from the signature according to

\[
H = \{ h \in G | M(\chi,h) = 1 \text{ for some } \chi \in G^* \}.
\]

This completes the proof that distinct phases have distinct signatures.
Chapter 4

Discussion and conclusion

In this thesis, we have put the Kennedy-Tasaki transformation on a more systematic footing, showing how it and its properties arise directly out of the fundamental characterization of SPT order in the Haldane phase. Furthermore, we have seen that the Kennedy-Tasaki transformation can be generalized to a whole class of SPT phases which share the essential characteristics of the Haldane phase (i.e. protected by a unitary on-site symmetry, and a maximally non-commutative cohomology class). This allowed us to derive an alternative “hidden symmetry-breaking” picture of SPT phases, in which the SPT order is related to traditional symmetry-breaking through the generalized Kennedy-Tasaki transformation.

Whether the connection between SPT order and symmetry-breaking order will prove to be a useful tool in condensed matter theory research into SPT phases remains to be determined. However, as we have seen, for the particular quantum information application that was the original motivation, the correspondence was crucial in our discussion. In general, it is not well understood what properties a resource state must have in order to be useful for MBQC. However, in the case we considered of ground states in an appropriate SPT phase, the discussion in Chapter 2 essentially amounts to a demonstration that a particular system in the SPT phase has a ground state that is useful for MBQC whenever the transformed system (under the generalized Kennedy-Tasaki transformation) is sufficiently ordered (in the Landau sense). Thus, in this case, at least, the Kennedy-Tasaki transformation leads to a drastic simplification of the analysis.

This simplification allowed us to give a rigorous proof that the effect of perturbations to a particular toy model does not destroy the property of universality for MBQC provided that the perturbation respects the appropriate symmetry and is small. We do not expect the result itself to be any practical relevance, as the model was not very realistic even in the absence of perturbations and there is no physical reason why the symmetry we specified should be respected. Nevertheless, so far as we know, this is the first time that a ground state has been proven to be a universal resource in the absence of an explicit tensor-network representation for the ground state. We hope that the techniques that we have developed will provide inspiration for attempts to extend our results to more realistic situations. One possible avenue of inquiry would be whether there is any analogue of our results for genuine two-dimensional SPT order \[53, 54\], as opposed the ‘quasi-1D’ SPT order that we employed throughout.
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