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ABSTRACT

This paper addresses the normative issue of how tax rates should be set to control a Cournot duopoly under asymmetric information. If the marginal social value of one firm's action depends on the action of the other, taxes should be based upon the actions of both. The qualitative efficiency results of monopoly regulation carry over in a conditional Cournot sense. When pre-tax profits are independent, it is possible to implement the optimal action choices in a decentralised regulatory system, though aggregate welfare is lower. This result is used to solve the general duopoly problem when the information parameter is continuous.
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1. Introduction.

A number of recent papers (e.g. Katz and Rosen (1985), Levin (1985), Sten (1983)) have explored, under conditions of full information, how the usual results of positive tax theory, such as those of incidence analysis, are modified in the presence of imperfect competition. This paper is an attempt to address the normative issue of what optimal tax rates should be calculated in the control of oligopolistic industries, when the government is not well informed.

With full information, optimal taxes will depend on the social value of firms' actions. This may be measured in terms of some proportion of profits, and the effects of the actions on consumers. However, the former may not be observable to the government. Examples of the latter include consumer surplus in the case where the firms produce a homogeneous good, and environmental damage in the case of polluting firms. Since these welfare effects are often non-additively separable functions of the actions of the firms, the optimal tax on each firm should be based on all observed actions.

In a related literature (e.g. Holmström (1982), Nalebuff and Stiglitz (1983), Sildifer (1983)) the use of relative performance schemes has been suggested as a means of inducing competition and hence improving the welfare properties of regulatory regimes. When the relevant characteristics of firms (e.g. costs) are correlated, such schemes make full use of all information available, and generally represent an improvement. However, even when firms' characteristics are independent, multi-argument taxes may be desirable.

For example, consider a duopoly with downward-sloping demand. Consumer surplus is then a concave function of total industry output, and the marginal benefit to consumers of increasing one firm's output will depend on the output of the other firm, so that any regulatory tax should be a function of both outputs. Similarly, in a polluting duopoly, if environmental damage is convex, as is often assumed, the marginal damage of emissions from one firm depends on the emission level of the other. If taxes are designed to impose on each firm the marginal social cost of its actions, these taxes need to be sensitive to the emissions of the other firm.

Even when information is incomplete, the government can implement a Pareto efficient resource allocation as long as it is indifferent to the distribution of income between firms and consumers. This is the Groves-Loeb (1975) result applied to the oligopoly case. However, when the government faces financing constraints, taxes play the dual roles of allocating resources and raising revenue. This leads to the possibility of inefficient choices of actions by some firms. In a similar fashion to standard hidden information models, firms of the highest efficiency choose socially preferred actions, conditional on the other firm's action, but receive information rents. Conversely, the least efficient firms produce too little output/pollution, given the choice of the other firm, but are held to their reservation profits.

It is interesting to note that given the Cournot behaviour of the firms, the standard monopoly results (e.g. those of Baron and Myerson (1982)) are obtained in a Cournot sense. That is, the efficiency or otherwise of a firm's action, given the action of the other firm, follows the pattern of the monopoly case. This suggests that the monopoly results may be applied in a similar fashion to more general forms of oligopoly behaviour.

It may also be suggested that if the firms behave in a Cournot fashion, the optimal tax policy could be decentralised to a pair of Cournot type regulators, each levying taxes on its own firm so as to maximise welfare, taking the action of the other as given. However, this intuition does not hold, even when there are no externalities between firms, since the incentive compatibility constraints are modified. While the decentralised regulatory scheme we consider induces firms to choose the same actions as in the centralized case, tax revenues, and hence welfare are strictly lower.

Finally, while the decentralised regulatory regime yields lower welfare than the centralized case, it can nevertheless be used to solve the centralised problem when the information parameter is continuously distributed, and pre-tax profits are independent. This makes the results more empirically relevant.

In the next section two examples are presented. The general problem, exhibiting strategic interaction and non-separable welfare is defined in section 3, and section 4 gives its solution when the information parameter is drawn from a binary domain. Section 5 investigates the possibility of decentralising regulatory responsibility. It is shown in section 6 that the decentralisation result can be used to solve the optimisation problem when the information parameter takes on a continuum of values, as long as there is no interdependence of firms' pre-tax profits. Section 7 concludes.
2. Two examples.

(i) Homogeneous product duopoly. Consider a pair of firms, with cost functions \( c(y_i, \Phi_i) \), \( i=1,2 \), exhibiting decreasing returns to scale, where \( y_i \) is the output of firm \( i \), and \( \Phi_i \) measures its efficiency. The pre-tax benefit of firm \( i \) is given by

\[
B(y_i, y_j, \Phi_i) = P(\Phi_i; y_i, y_j) - c(y_i, \Phi_i)
\]

where \( P(\cdot) \) is the inverse demand function. If firm \( i \) pays tax \( t_i \), then post-tax profit is

\[
\pi_i = B(y_i, y_j, \Phi_i) - t_i
\]

which is constrained to be non-negative. Ignoring income effects, consumer surplus is assumed to be a concave function of aggregate output, \( S(y_1, y_2) \). If the social value of a unit of profits, \( \alpha \), is less than one, then the expected value of welfare is

\[
W = E[S(y_1, y_2) + \pi_1 + \pi_2 + \alpha(\pi_1 + \pi_2)]
\]

\[
= E[S(y_1, y_2) + B(y_1, y_2, \Phi_1) + B(y_1, y_2, \Phi_2) - (1-\alpha)(\pi_1 + \pi_2)].
\]

In general the social value of profits is unity only under conditions of perfect competition and no other taxes. See, e.g., Roberts and Spence (1977). Alternatively, \( \alpha < 1 \) if distortionary taxation is used to generate public revenue; in this case the value of a dollar of profits (on the hands of private agents) is less than the value of a dollar of government revenue. Berkow and Myerson suggest a positive interpretation of the case \( \alpha < 1 \), whereby the well-being of firm owners is not fully included in social welfare, since they live outside the jurisdiction of the regulator.

Assuming an interior solution and full information about \( \Phi_i \), the first-best optimum is characterised by Pareto optimality: outputs of each firm are such that marginal costs are equal to marginal consumer surplus. This is just the usual price equals marginal cost rule. These conditions imply that the output of each firm is a function of both \( \Phi_i \) and \( y_i \). For example, if firm 1 has low costs, it will be required to produce most of the output, as long as firm 2’s costs are not low also. Net profits at the optimum are zero, since they impact negatively upon welfare. The tax on each firm is therefore determined by this zero profit condition.

When the \( \Phi_i \) are not known the optimal outputs cannot be calculated by the government and assigned to the firm, so taxes must be used both to transfer revenue to the government and to ensure that all firms produce the optimal outputs. To this end, the taxes need to be based on the outputs of both firms.

(ii) A pair of polluting firms. Two firms, labelled \( i=1,2 \), produce emissions \( y_i \), but operate in distinct product markets. There are thus no strategic interactions in the absence of multi-argument taxes, and emissions \( y_i \) yield pre-tax benefits to firm \( i \) of \( B(y_i, \Phi_i) \), where \( \Phi_i \) measures the efficiency of the production process in terms of emissions. The function \( B \) is in fact the maximum value of gross profit given emissions \( y_i \). Inputs and output are chosen to maximise profits, and a lower level of emissions will in general lead to a reduction in the maximising level of output, as well as a change in the optimal input mix. The cost to the government of cleaning up the environmental damage is an increasing, convex function of total emissions, \( D(y_1, y_2) \). It is to finance this through taxes \( t_i \) on each firm, as well as a proportional profits tax, at a fixed rate \( \alpha \). Thus, the government’s expected revenue short-fall is

\[
-W = E \left[ \sum_{i=1}^{2} t_i (y_i, \Phi_i) \right] - \alpha E \left[ D(y_1, y_2) - \sum_{i=1}^{2} B(y_i, \Phi_i) - (1-\alpha)\pi_i \right]
\]

which is to be minimised. This has a similar form to the welfare function in the first example. Again, under conditions of full information, taxes would be based on the parameters \( \Phi_i \) and \( \Phi_2 \), to ensure zero profits and Pareto optimality. When the \( \Phi_i \) are not observable, optimal taxes should be based on the emissions of both firms, since \( D(\cdot) \) is convex. This may be interpreted within the familiar theory of externalities: each firm should be made to pay a tax at a rate equal to the marginal damage it causes. When damages are convex in total emissions, the marginal damage caused by one firm will depend on the emission level of the other, as well as its own.

3. The General Duopoly Problem.

We now consider the problem of regulating a duopoly when lump-sum taxes are unavailable. There are two firms, labelled \( i=1,2 \), which choose actions \( y_i \) in a Cournot fashion to maximise post-tax profits. Firm \( i \)'s pre-tax profits are given by the benefit function

\[\text{\footnote{This divergence is sometimes described in terms of the "cost of public funds".}}\]
\[ B(y_i, x_i, \phi_i) \]  

(1)

where \( \phi_i \) measures the efficiency (or type) of firm \( i \). The government cannot observe \( \phi_i \) (\( i=1,2 \)), but assumes they are independently and identically distributed over a domain \( \Phi_i \) with density function \( f_i(\cdot) \). Over the appropriate range of actions, the benefit function satisfies the following properties:

\[ B_i > 0 \quad B_{11} < 0 \quad B_{12} = 0 \quad B_{22} > 0 \quad B_{13} = 0 \quad B_{33} = 0 \]  

(2)

where subscripts denote partial derivatives with respect to each argument. Thus higher efficiency leads to both higher absolute and higher marginal pre-tax profits. The benefit of firm \( i \) is negatively affected by the action of firm \( j \) (e.g., through imperfectly competitive behaviour or production externalities), but this is independent of its efficiency level \( \phi_i \).

The government can levy taxes on each firm, being functions of the actions, but not the types, of both. That is, \( t_i = t(y_i, y_j) \). We assume that due to some notion of horizontal equity the same tax function is used for both firms. Net profits are \( x_i \), and the expected value of social welfare is given by

\[ W = E \left[ \sum_{i,j} B(y_i, y_j, \phi_i) - D(y_i + y_j) - (1-\alpha) \sum_i n_i \right] \]  

(3)

where \( D(.) \) is a convex function. In the consumer surplus case, \( D(.) \) is negative (so that \(-D(.)\) is positive and concave), while in the emission control example, \( D(.) \) is positive and increasing. With this second example in mind, we will refer to \( D(.) \) as the social damage function. When \( \alpha = 1 \), we have a similar situation to that of Groves and Lourie (1975), where the distribution of income between profits and consumers is important so that taxes can be used solely as incentive instruments, and the first-best is obtainable, for example with a tax \( t_i = D(y_i, y_j) \). The last term is included to ensure positive profits. For other revelation mechanisms which attain the full optimum with \( \alpha = 1 \), despite asymmetric information, see Jack, 1990, Chapter 4.) If however, the shadow price of profits is less than unity, and distribution matters, then taxes are used as revenue sources as well as incentive instruments. These two functions are not usually compatible, so the problem takes on a second-best nature. The government’s problem thus is to

\[ \max_{\phi_i, y_i} W \]  

s.t. \( B(y_i, y_j, \phi_i) - f_i(y_i) \geq 0 \quad \forall i,j \),  

and \( y_i \max B(y_i, y_j, \phi_i) - f_i(y_i) \)  

(4)

The first constraint (individual rationality) ensures that in equilibrium each firm is willing to participate in the mechanism. The incentive compatibility constraints say that the values of the action variables used in the calculation of welfare must constitute a Nash equilibrium between the firms, given the tax schedule. For this to be a realistic equilibrium concept, it is necessary to assume that the firms know each other’s type, as well as their own. If the firms do not know each other’s type, the appropriate equilibrium concept is one of Bayesian-Nash equilibrium (see, e.g. Myerson, 1980). In this case, Doms and Sappington (1985) have shown that the first-best is attainable when firms are risk neutral.

4. Discrete Information Parameter.

The simplest case is that where each firm has either a high or low efficiency level, denoted \( \phi_h \) and \( \phi_l \), respectively. For notational convenience, and without loss of generality, we take \( \alpha = 0 \).

If we assume that \( f(\phi_i) = \lambda \), then the government’s problem is to

\[ \max_{\phi_i, y_i} E[ f(y_i, y_j) ] \]  

s.t. \( B(y_i, y_j, \phi_i) - f(y_i) \geq 0 \quad \forall i,j \),  

and \( y_i \max B(y_i, y_j, \phi_i) - f(y_i) \)  

(5)

Since \( f(.) \) has binary support, the government must consider only four alternative states of nature, described by \( (\phi_h, \phi_l) \) for \( i,j=1,2 \). In general then, it will wish to implement four different combinations of actions, \( (y_{i1}, y_{j2}) \), where \( y_{ij} \) is the action level of a firm of type \( \phi_i \), when the other is of type \( \phi_j \). Thus, each firm is given a choice of four actions, and in general, an unrestricted joint choice will result in one of sixteen pairs of the form \( (y_{i1}, y_{j2}) \). We require that in
sixteen pairs of the form \((y_k, y_l)\). We require that in equilibrium, \(k = \ell\) and \(l = l\). Taxes must be such that if either or both these equalities is violated, at least one firm will be induced to change its action.\(^2\)

It is convenient to think in terms of equilibrium and disequilibrium taxes. Write

\[ t_k = B(y_k, y_k^*) \]

Then it is these equilibrium taxes, coupled with the actions \(y_k^*\) that must satisfy the usual individual rationality and incentive compatibility conditions. The full set of individual rationality constraints is

\[
\begin{align*}
\text{For a } \phi_k \text{ firm:} & \quad B(y_{kL}, y_{kL}^*) - t_{kL} \geq 0 \quad \ast \\
& \quad B(y_{kH}, y_{kH}^*) - t_{kH} \geq 0 \quad \ast \\
\text{For a } \phi_H \text{ firm:} & \quad B(y_{Hk}, y_{Hk}^*) - t_{HL} \geq 0 \\
& \quad B(y_{HH}, y_{HH}^*) - t_{HH} \geq 0 . \\
\end{align*}
\]

(6)

There are eight incentive compatibility constraints

\[
\begin{align*}
\text{For a } \phi_k \text{ firm:} & \quad B(y_{kL}, y_{kL}^*) - t_{kL} \geq B(y_{kH}, y_{kH}^*) - t_{kH} \ast \\
& \quad B(y_{kH}, y_{kH}^*) - t_{kH} \geq B(y_{kL}, y_{kL}^*) - t_{kL} \\
& \quad B(y_{HL}, y_{HL}^*) - t_{HL} \geq B(y_{Hk}, y_{Hk}^*) - t_{HL} \ast \\
& \quad B(y_{Hk}, y_{Hk}^*) - t_{HL} \geq B(y_{HL}, y_{HL}^*) - t_{HL} . \\
\text{For a } \phi_H \text{ firm:} & \quad B(y_{LH}, y_{LH}^*) - t_{LH} \geq B(y_{HL}, y_{HL}^*) - t_{HL} \ast \\
& \quad B(y_{HL}, y_{HL}^*) - t_{HL} \geq B(y_{LH}, y_{LH}^*) - t_{LH} \\
& \quad B(y_{Lk}, y_{Lk}^*) - t_{Lk} \geq B(y_{Hk}, y_{Hk}^*) - t_{Lk} \ast \\
& \quad B(y_{Hk}, y_{Hk}^*) - t_{Lk} \geq B(y_{Lk}, y_{Lk}^*) - t_{Lk} . \\
\end{align*}
\]

(7)

(8)

However, only the four starred constraints need be explicitly included. As in the monopoly case with two types (e.g., Tirole (1988)) the individual rationality constraints for \(\phi_H\) firms are

\[ (8) \]

can safely be omitted from the optimisation, and checked later (see Appendix 1 for the necessary calculations in the case of independent pre-tax profits). Finally, as regards the incentive compatibility constraints of \(\phi_k\) firms, we need only consider deviations in actions which leave the second subscript (i.e., the type of the other firm) unchanged.

Taxes enter the welfare function positively, so the individual rationality constraints on \(\phi_k\) firms imply

\[ t_{Lk} = B(y_{kL}, y_{Lk}^* \phi_k) \quad \text{and} \quad t_{Lk} = B(y_{Lk}, y_{Lk}^* \phi_k) \]

while the incentive compatibility constraints on \(\phi_H\) firms yield

\[ t_{HL} = B(y_{kL}, y_{LH}^* \phi_k) - B(y_{kH}, y_{LH}^* \phi_k) - (B(y_{Lk}, y_{LH}^* \phi_k) - B(y_{LH}, y_{LH}^* \phi_k)) \]

\[ + B(y_{Lk}, y_{Lk}^* \phi_k) - B(y_{Hk}, y_{Lk}^* \phi_k) \]

(9)

These expressions can be substituted into the objective function to give

\[ W = \lambda^2 [B(y_{Lk}, y_{Lk}^* \phi_k) - B(y_{Hk}, y_{Hk}^* \phi_k)] \\
+ 2(1 - \lambda)[B(y_{Lk}, y_{Lk}^* \phi_k) + B(y_{Hk}, y_{Hk}^* \phi_k)] \\
- B(y_{Lk}, y_{Lk}^* \phi_k) - B(y_{LH}, y_{LH}^* \phi_k) - B(y_{Hk}, y_{Hk}^* \phi_k) - D(y_{LH})] . \\
\]

(10)

First order conditions for maximisation with respect to the \(y_k\) are:

\[ \frac{\partial W}{\partial y_k} = 0 \quad \Rightarrow \quad B(y_{kL}, y_{Lk}^* \phi_k) + B(y_{kL}, y_{Lk}^* \phi_k) - D(y_{Lk}) \]

\[ = 1 - \lambda [B(y_{Lk}, y_{Lk}^* \phi_k) - B(y_{Lk}, y_{Lk}^* \phi_k)] \]

(11)

\[ \frac{\partial W}{\partial y_{kL}} = 0 \quad \Rightarrow \quad B(y_{Lk}, y_{Lk}^* \phi_k) + B(y_{Lk}, y_{Lk}^* \phi_k) - D(y_{Lk}^* \gamma_{HL}) \]

\[ = 1 - \lambda [B(y_{Lk}, y_{Lk}^* \phi_k) - B(y_{Lk}, y_{Lk}^* \phi_k)] \]

(12)

\[ \frac{\partial W}{\partial y_{LH}} = 0 \quad \Rightarrow \quad B(y_{Lk}, y_{Lk}^* \phi_k) + B(y_{Lk}, y_{Lk}^* \phi_k) - D(y_{Lk}^* \gamma_{HL}) \]

(13)

and

\[ \frac{\partial W}{\partial y_{LH}} = 0 \quad \Rightarrow \quad B(y_{Lk}, y_{Lk}^* \phi_k) + B(y_{Lk}, y_{Lk}^* \phi_k) = D(y_{Lk}^* \gamma_{HL}) \]

(14)
\[
\frac{\partial w}{\partial y_{il}} = 0 = B_i(y_{il}, y_{hl}, \phi_l) + B_i(y_{il}, y_{hl}, \phi_h) = D_i(y_{il})
\]

(1)

The second order conditions for a maximum are assumed to be satisfied. For example, if \( B_{y_{il}} < 0 \), the right hand sides of equations (12) and (13) are decreasing in the first argument. From the assumptions already made, the left hand sides are also decreasing, and we require this
decrease to be faster than that of the right hand side. This is illustrated in Figure 1, where the curve MSB(y;x) measures the (net) marginal social benefit of the action \( y \) of one firm, given that of the other. \( x \), and MIC is a measure of the marginal information cost induced by the incentive compatibility constraints.

The first order conditions have familiar properties. As in the monopoly case, the action of a high efficiency firm is socially optimal, in the sense that, given the other firm's action \( (y_{il} \) or \( y_{hl} \)), marginal damage and marginal benefit are equated (equations (14) and (15)). Similarly, equations (12) and (13) show the typical divergence of marginal benefit and cost when the firm has low efficiency, with the actions taken, \( y_{il} \) and \( y_{hl} \), below their first-best optimal levels. This parallels the results of Baron and Myerson (1982).\(^1\)

Profit levels in this duopoly case also correspond to those of the monopoly model. Firms with highest efficiency make positive after-tax profits, while the low-efficiency firms earn zero net profits. This has the familiar interpretation of an information cost to high efficiency firms.

Note that in the emission control interpretation of the model, the optimal policy results in sub-optimal emissions for \( \phi_l \) firms - that is, too much abatement. If we think of the firms as "producing abatement", then we might expect a direct transposition of the monopoly results to imply too little of this activity by low efficiency firms. The resolution of this apparent anomaly lies in the parameterization of the benefit function. In particular, low efficiency as defined in (2) does not imply high abatement costs (measured in terms of reduced benefits). Therefore, the usual results in terms of abatement levels cannot be automatically transposed. This has implications for policy, depending on whether pollution control is sought through the use of so-called end-of-pipe abatement measures, or more general changes in production plans in terms of inputs, outputs, and emissions (see Jack (1981)).

Equations (12) to (15) implicitly define the optimal actions offered by the regulator. Optimal equilibrium taxes are calculated by substituting these action levels into equations (9) and (10). In addition we must define taxes to be paid when the firms are not in an equilibrium characterized by symmetric action choices - i.e. an equilibrium of the form \( (y_i, y_j) \). To this end, let

\[
\tau(y_{iy_j}) = \tau_i \quad \text{and} \quad \tau(y_{iy_j}) = \tau_j \quad \text{for } j \neq i
\]

where

\[
\tau = \max_{i} \tau_i
\]

\(^1\) In fact, these results are generic to the optimal taxation literature. In general, it is of no use to the government to give the "best" type of agent (e.g. highest wage worker in Mirrlees (1971), lowest cost firm in Baron and Myerson (1982)) an incentive to choose less than the Pareto optimal action. Charging this agent a higher marginal tax rate will result in distortionsary losses (deadweight loss), and have no effect on revenue. However, if lower efficiency firms attract tax rates higher then the marginal damage caused by their emissions, the distortionary loss is outweighed by the increased revenue from all agents of higher efficiency.
and \( i_1 \) satisfies
\[
B(y_{i1}, y_m, \phi_{i1}) - t_{i1} > B(y_{i1}, y_m, \phi_{i2}) - t_{i2}, \quad \forall \ j \neq 1, \quad \forall \ m.
\] (17)

\( \eta \), or any higher tax, is sufficient to induce a firm to change its action if the action pair observed is not symmetric, in the sense defined above. Since welfare is a function of equilibrium actions and taxes only, the precise value of the disequilibrium tax is unimportant.

5. Decentralisation.

In this section we investigate the possibility of decentralising regulatory responsibility to a pair of regulators. We assume a specific form of decentralisation, by which each regulator ignores the policy of the other, but does consider the effect of the other firm's action on welfare through the function \( D() \). Of the two examples given above, this is more likely to occur in the environmental context, especially when firms in different industries (e.g. power generation and the production of chemical products) contribute to the same environmental problem (e.g. air quality).

Taking the action \( y' \) of firm \( j \) as fixed, and suppressing the individual rationality constraint for \( \phi_{i1} \) firms and the incentive compatibility constraint for \( \phi_{i2} \) firms, regulator 1 solves
\[
\begin{align*}
\max_{\phi_{i1}} & \left( \lambda \left( t_{i1} - D(y_{i1}, y') \right) \right) \\
\text{s.t.} & \quad B(y_{i1}, y', \phi_{i1}) - t_{i1} \geq 0 \\
& \quad B(y_{i1}, y', \phi_{i2}) - t_{i2} \geq B(y_{i2}, y', \phi_{i2}) - t_{i2}.
\end{align*}
\] (18)

In particular, each regulator does not set taxes taking the tax function of its counterpart as given, but rather taking the other firm's action as given. Thus we are not describing a Nash equilibrium between regulators with tax functions as decision variables, but more the modification by each regulator of its own firm's reaction function used when actions are chosen non-cooperatively.

The solution to the problem for each regulator is straightforward. The constraints can be substituted into the maximand to give
\[
W(y') = \lambda \left[ B(y_{i1}, y', \phi_{i1}) - D(y_{i1}, y') \right] + (1 - \lambda) \left[ B(y_{i2}, y', \phi_{i2}) - B(y_{i2}, y', \phi_{i1}) - D(y_{i2}, y') \right]
\]
where it is understood that \( y_{i1} \) and \( y_{i2} \) are functions of \( y' \). First order conditions for an optimum are then
\[
B_i(y_i, y', \phi_i) - D'(y_i + y') = \frac{1 - \lambda}{\lambda} \left[ B(y_i, y', \phi_i) - B_i(y_i, y', \phi_i) \right] - \frac{\lambda}{1 - \lambda} \left[ B(y_i, y', \phi_i) - B_i(y_i, y', \phi_i) \right]
\] (20)

and
\[
B_i(y_i, y', \phi_i) = D'(y_i + y')
\] (21)

These first order conditions can be solved to define two reaction functions, namely \( y_i(y') \) if firm \( i \) is of type \( \phi_{i1} \) and \( y_j(y') \) if it is of type \( \phi_{i2} \). Due to the symmetry of the problem, identical reaction functions can be defined for firm \( j \). By comparison of equations (20) and (21) with equations (12) to (15), we see that the equilibrium actions chosen by the firms in the decentralised mechanism (i.e. the four intersection points of the reaction functions) are different to their levels at the second-best centralised optimum.

Figure 2. The actions implemented in the decentralised regulatory mechanism coincide with those of the centralised system.

As above, tax revenue is determined by firms' benefit levels, because of the nature of the incentive constraints. Therefore, even if profits are of no social value in themselves (\( \alpha = 0 \)), higher benefits are desirable to the extent that they yield higher taxes. In the decentralised regime, if there are negative production externalities, the regulator of firm \( i \) does not take into account the effect of a higher \( y_i \) on the benefit of, and hence tax paid by, firm \( j \). From equation (20) the MSB curve in Figure 1 shifts to the right, and the action of a \( \phi_{i1} \) firm in equilibrium is higher in the decentralised case than in the centralised regime. Similarly for a \( \phi_{i2} \) firm.
On the other hand, it can be seen that when pre-tax profits are independent, the optimal second-best actions are the same in both the decentralised and centralised systems. That is,

\[ y_L(y_L) = y_L, \quad y_H(y_H) = y_H \]

and

\[ y_H(y_L) = y_H, \quad y_H(y_H) = y_H. \]

However, total welfare remains strictly less in the decentralised system due to tighter incentive constraints on high-efficiency firms. To see this, note that when both firms are of type \( \phi_H \), the tax paid by each is

\[ t_H(y_H) = \mathcal{B}(y_H, \phi_H) - \mathcal{B}(y_H, \phi_H) - \mathcal{B}(y_H, \phi_H) \]

where we have suppressed the second argument of \( \mathcal{B}(\cdot, \cdot) \). However, in the solution of the centralised problem, while the action levels associated with the \( \{y_L, y_H\} \) equilibrium correspond to \( y_L \) of the decentralised problem, the tax paid by each firm is

\[ t_H(y_H) = \mathcal{B}(y_H, \phi_H) - \mathcal{B}(y_H, \phi_H) - \mathcal{B}(y_H, \phi_H). \]

From Figure 2 it is clear that \( y_H < y_L(y_H) \) (since \( y_L = y_L(y_H), y_H > y_H \), and \( y_H(y_L) < 0 \)). Thus, \( t_H(y_H) < t_H(y_H) \). This discrepancy arises due to the fact that in the full problem, the \( \phi_H \) firm must be rewarded for not choosing the "very low" level of actions \( y_H \), when the other firm has efficiency parameter \( \phi_H \). However, in the partial problem, the \( \phi_H \) firm must be induced not to choose the relatively higher action \( y_L(y_H) \). This larger action gives correspondingly larger benefit, so the necessary financial incentive is correspondingly higher (i.e., the tax is lower). The lower tax revenue is thus a direct result of the assumption that taxes are set by each regulator, taking the other firm's actions as fixed, thereby strengthening the incentive compatibility constraints.

When the firms are of different types, the tax on the \( \phi_L \) firm is again lower in the centralised problem than in the decentralised problem. This divergence is explained in the same way as that of the \( \{\phi_H, \phi_H\} \) case above. However, the taxes on \( \phi_L \) firms are the same in both analyses since the incentive constraints for these firms do not bind. Thus, in general,

\[ t_L(y_L) = t_L(y_L), \quad t_H = t_H(y_H), \]

and

\[ t_L > t_L(y_L), \quad t_H > t_H(y_H). \]

Proposition: When firm types are independent, and \( \mathcal{V} \) has two elements, the optimal action allocations of the centralised and decentralised problems are identical, as long as pre-tax profits are independent. However, tax revenue raised in implementing these action levels, and hence welfare, is strictly higher under the centralised regime.

This result does not depend on any divergence of interests on the part of the separate regulatory bodies, since both share the same damage function. Rather, the restriction stems from the information constraints faced by each regulator. In this respect, the proposition identifies a limitation on the efficacy of co-operation between states generating common environmental problems.

6. The Continuous Case with Independent Pre-tax Profits.

The analysis of the previous section can be used to derive the solution of the duopoly problem with a continuum of types, as long as pre-tax profits are independent. Recalling that decentralised control was more likely to be found in the environmental example than the homogeneous good duopoly problem, the assumption of independent pre-tax profits can be justified by assuming the firms serve different product markets, and that there are no production externalities.

The details of the solution are relegated to Appendix 2, but it should be noted that the generalisation to the continuous case is of interest both from a theoretical and a practical perspective. It is reasonable to assume that in practice, if the efficiency parameter can take on different values (e.g., \( \phi_L \) and \( \phi_H \)), then it can take on intermediate values also. As the number of intermediate values grows, a continuum model becomes more convenient. Since any measurement of actions will be an approximation, it is hard to expect the discrete model to be empirically implemented in its pure form. It is extremely unlikely that a firm will choose any one of the four optimal actions exactly, in the binary case. Although some are performed, the explicit solution of the continuous case makes empirical estimation feasible.

The efficiency parameters of the firms are now independently and identically distributed on

---

1 Under conditions of full information, the first-best is reached with the decentralised mechanism. The tax by regulator \( i \) on firm \( j \) is \( \mathcal{B}(y_j, \phi_j) \), with \( y_j(\phi_j) \) chosen to satisfy \( \mathcal{B}(y_j, \phi_j) = D(y_j, \phi_j) \). But this is just the first order condition for the Pareto optimum in the decentralised problem with full information.
\[ \mathcal{Y} = \{ \psi, \phi \} \in \mathbb{R} \] according to the positive distribution function \( f() \). The optimisation problem is identical to that of section 3 (see (9)) with the expectation now taken over the continuous range of \( \psi \) values. Once again, we take \( \alpha = 0 \) for notational convenience, and suppress the second argument of \( B(\cdot, \cdot) \).

Before presenting the solution to this problem, we show how the usual method breaks down. The problem arises because incentive compatible action pairs cannot be easily characterised as the joint maximisers of some potential function. In orthodox cases this characterisation is possible: for instance, the output of Baran and Myerson's (1982) monopolist is that which maximises profit, while the workers in Mirrlees' (1971) income tax problem choose labour to maximise utility. Using the envelope theorem, the constraints faced by the government or principal can then be written in a form independent of the incentive instrument - i.e. independent of taxes.

The incentive constraints faced by the regulator in the continuous version of (4) now require that each action pair \((\psi, \phi) \in \mathcal{Y}(\psi, \phi, \lambda) \) constitutes a Nash equilibrium, given the tax function \( f(\cdot) \). If this is the case, the profit of firm i can be written as

\[
\pi_i(\psi, \phi) = \max_{\lambda} B(\psi, \phi) - T(\psi, \phi, \lambda) = B(\psi, \phi) - T(\psi, \phi) \cdot y_i(\psi, \phi) .
\]

(25)

The envelope theorem then gives

\[
\frac{\partial \pi_i}{\partial \psi} = B(\psi, \phi) \cdot \frac{\partial y_i}{\partial \psi} - \frac{\partial T}{\partial \psi} \cdot y_i .
\]

(26)

Hence, using the normal technique, the profit function cannot be written independent of the tax schedule, so orthodox methods are not appropriate.

The solution method relies on the decentralisation result of section 5. It is shown in Appendix 2 that that result can be generalised to any finite number of types. That is, if there are \( n \) efficiency levels, and pre-tax profits are independent, the optimal equilibrium actions under the centralised and decentralised regimes coincide. It is then shown that in the limit, the optimal actions in the continuous case can be determined indirectly by solving the decentralised problem. This is just the standard monopoly problem of Baran and Myerson (1982).

This solution identifies the second-best optimal equilibrium actions for firm i as a function of the types of both firms. That is, it characterises the function

\[
y_i(\psi, \phi) \]

(27)

The tax function \( T(\psi, \phi) \) which implements this action profile is calculated in a modified fashion to that in the binary case of section 4. (See Appendix 2.)

7. Conclusions.

The paper has explored the possibility of applying the theories of optimal taxation and regulation under asymmetric information to the control of a Cournot duopoly. When the government knows the characteristics of the firms, it should instruct them to undertake actions (outputs, emissions levels) which depend jointly on both these parameters. When such information is not available, optimal taxes should be based on the observed actions of both firms. However, without conditions of perfect competition, the shadow price of profits is less than unity, so that taxes must fund both financing (i.e. revenue raising), and incentive functions. These two roles are not completely compatible, and a trade-off exists between taxes which induce Pareto optimal actions, and higher rates to increase revenue.

When the information parameter is from a binary domain, it is possible to solve the optimisation problem directly. The qualitative results of the orthodox monopoly case then carry over in a Cournot conditional sense. When pre-tax profits are independent, the second-best optimal actions can be implemented by a particular decentralised regulatory mechanism. However, due to tighter incentive constraints, tax revenue, and hence welfare, is lower. This decentralisation result is used to solve the empirically more realistic case of a continuous information parameter, when pre-tax profits are independent.
Appendix 1.

For notational convenience, we assume that pre-tax profits are independent. We need to show that the mechanism of section 4 is incentive compatible for \( \phi_L \) firms. \( \phi_L \) firms earn zero profits, so we require

\[
0 \geq B(y_{\phi_L} \phi_L) - y_{\phi_L} = [B'(y_{\phi_L} \phi_L) - B'(y_{\phi_L} \phi_L)] - [B(y_{\phi_L} \phi_L) - B(y_{\phi_L} \phi_L)]
\]  

(A.1)

and

\[
0 \geq B(y_{\phi_H} \phi_H) - y_{\phi_H} = [B'(y_{\phi_H} \phi_H) - B'(y_{\phi_H} \phi_H)] - [B(y_{\phi_H} \phi_H) - B(y_{\phi_H} \phi_H)]
\]  

(A.2)

Now

\[
B(y \phi_H) - B(y \phi_L) = \int_{y_L}^{y_H} B'(y \phi) dy
\]

so if \( B' > 0 \), then equations (A.1) and (A.2) are satisfied if and only if \( y_{\phi_L} > y_{\phi_H} \) and \( y_{\phi_H} > y_{\phi_L} \). To verify these inequalities, first recall the first-best outputs \( y^*_L \) which satisfy

\[
B'(y^*_L \phi_L) = D'(y^*_L \phi_L)
\]

Lemma A.1: \( y_{\phi_L} > y_{\phi_H} > y_{\phi_L} > y^*_L \).

Proof: To show the first inequality, make the following definitions:

\[
\hat{y}_{\phi_L} = y_{\phi_L}
\]

and \( \hat{y}_{\phi_H} \) satisfies \( B'(\hat{y}_{\phi_H} \phi_L) = D'(y^*_L \phi_L) \).

Then

\[
B'(\hat{y}_{\phi_H} \phi_L) = B'(\hat{y}_{\phi_H} \phi_L)
\]

but

\[
\hat{y}_{\phi_H} - \hat{y}_{\phi_L} < 2y^*_L
\]

so
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\[ y_{in} > y_{im} \quad \text{and} \quad y_{mn} < y_{mi} \]

since otherwise

\[ B_i(y_{in} \phi_i) < B_i(y_{im} \phi_i) < D_i(y_{in} \phi_i + y_{im} \phi_i) \]

This contradicts first-best optimality, so

\[ y_{in} > y_{im} \]

The remaining inequalities are proved similarly. \(\square\)

Continuing, let us show \( y_{im} > y_{in} \). Suppose \( y_{im} \geq y_{in} \). Then

\[ B_i(y_{im} \phi_i) < B_i(y_{in} \phi_i) \]

Equations (13) and (14) then imply that

\[ B_i(y_{im} \phi_i) < B_i(y_{in} \phi_i) \quad \text{and} \quad B_i(y_{im} \phi_i) = B_i(y_{in} \phi_i) \]

since

\[ B_i(y_{im} \phi_i) < B_i(y_{in} \phi_i) \quad \text{and} \quad B_i(y_{im} \phi_i) = B_i(y_{in} \phi_i) \]

So \( y_{im} > y_{in} \) and thus

\[ y_{im} + y_{mn} > y_{in} + y_{mh} \]

\[ D_i(y_{in} \phi_i + y_{im} \phi_i) > D_i(y_{in} \phi_i + y_{mh} \phi_i) \]

But equation (14) implies that equations (A.3) and (A.4) are contradictory. Hence, \( y_{in} < y_{im} \).

But then (using equation (15))

\[ y_{in} < y_{im} \quad \text{and} \quad y_{mn} = y_{mh} \]

so \( y_{im} < y_{mn} \).

Finally, we show \( y_{im} > y_{mn} \). If \( y_{im} < y_{mn} \), then \( y_{in} < y_{mh} \) by equation (13). So

\[ y_{mn} < y_{in} < y_{mh} \]

But

\[ B_i(y_{mn} \phi_i) < B_i(y_{mh} \phi_i) \quad \text{and} \quad B_i(y_{mn} \phi_i) = B_i(y_{mh} \phi_i) \]

while

\[ D_i(y_{mh} \phi_i + y_{im} \phi_i) < D_i(y_{mh} \phi_i + y_{in} \phi_i) \]

Hence, by contradiction, \( y_{im} > y_{mn} \). By equation (12), \( y_{in} > y_{im} \), so \( y_{in} > y_{im} > y_{mn} > y_{in} \). \(\square\)

Appendix 2.

Duopoly problem with finite number of \( \phi \) values.

The solution to the duopoly problem with multiple efficiency values is completely analogous to that of the 2-\( \phi \) case. As in section 5, second-best optimal actions can be arrived at via a decentralized regulatory mechanism - again with welfare losses.

The regulator must consider \( N^2 \cdot N(1-N) \cdot (N-1) \cdot \cdots \cdot 1 = N(N+1)/2 \) different states of nature, labelled by \( (\phi_i, \phi_j) \), \( i, j = 1, 2, \ldots, N \). The optimization problem is

\[
\max_{\phi_i, \phi_j} \mathbb{E}\left[ \sum_{i, j} \left( B(\phi_i \psi_i) - D(\phi_i + \phi_j \psi_i) \right) \right]
\]

s.t. \( B(\phi_i \psi_i) > t_{ij} \quad \text{and} \quad B(\phi_j \psi_j) > t_{ij} \quad \forall \ i, j \).

(A.5)

Using the usual intuition, that individual rationality constraints bind only for \( \phi_i \) firms, and that incentive compatibility constraints bind "adjacent downwards", we can eliminate the tax terms in the maximand of equation (A.5). Thus,

\[ t_{ij} = B(\phi_i \psi_i) \quad \forall \ i, j = 1, 2, \ldots, N. \]

Then

\[ W = \sum_{i, j \neq i} \mathbb{E}\left[ \left( B(\phi_i \psi_i) - D(\phi_i + \phi_j \psi_i) \right) \right] \quad \forall \ i, j = 1, 2, \ldots, N. \]

Then

\[ W = \sum_{i, j \neq i} \left[ B(\phi_i \psi_i) - D(\phi_i + \phi_j \psi_i) \right] \]

which \( \psi_i \) is the probability firm 1 is type \( \phi_i \) and firm 2 is type \( \phi_j \), and we define \( B(\psi_i \phi_i) = 0 = B(\psi_i \phi_j) \). Hence,
where $B_j(y_{i,\kappa}, \phi_{i,\kappa}) = 0$. With a little rearrangement, the necessary first order conditions are then

$$B_j(y_{i,\kappa}, \phi_{i,\kappa}) - D_j(y_{i,\kappa}) = 0,$$

where the right hand side is zero for $i=1, N$. When the firms' efficiencies are independent, this simplifies to

$$B_j(y_{i,\kappa}, \phi_{i,\kappa}) - D_j(y_{i,\kappa}) = 0,$$

where $P_k = P_k' = 0$, and again, the right hand side is zero for $i=1, N$. Equations (A.6) are a straightforward generalisation of equations (12) to (15). The incentive compatibility constraints which we ignored above (i.e. those other than the "downward adjacent" ones) are satisfied if

$$y_{i,\kappa} = y_{i,\kappa-1} \quad \forall i = 2, \ldots, N, j = 1, \ldots, N.$$  

The same actions are implemented by a pair of decentralized taxing authorities. Suppose firm $j$'s action is fixed at $y_j$. The regulator of firm $i$ then solves

$$\max_{y_i} \sum_{j=1}^{N} p_j [L_i - D_j(y_i, y_j)],$$

s.t. $B_j(y_{i,\kappa}, \phi_{i,\kappa}) - y_i \geq 0$

and $B_j(y_{i,\kappa}, \phi_{i,\kappa}) - y_i \leq B_j(y_{i,\kappa}, \phi_{i,\kappa}) - t_i \quad \forall j = 1, \ldots, N.$

Using the constraints in the usual fashion, the maximand can be made independent of the taxes $t_i$. Differentiating with respect to $y_i$ yields first order condition which implicitly define reaction functions for each firm type, $y_i(y_j)$. The equilibria associated with these reaction functions are identical to the solutions of equations (A.6). This establishes the result.

Duopoly problem with continuum of $\phi$ values.

Following a series of preliminary definitions, we proceed in four steps. Step 1 shows that the optimal actions and taxes of the centralized duopoly problem converge, in a sense to be made explicit, to the solution of a "modified" centralized continuous problem. Step 2 shows that the solution to the decentralized duopoly problem approaches that of the decentralized continuous problem. Step 3 establishes the solution to the modified centralized continuous problem, and step 4 confirms that the solutions to the modified and original centralized continuous problems are identical.

Definitions

A partition, $S$ of $\mathcal{F}$ is a set

$$\{x_1, x_2, \ldots, x_{N+1}\} \in \mathcal{F}$$

with $x_i < x_j$ iff $i < j$, and $x_1 \approx x^-, x_{N+1} \approx x^+$.

Given a partition $S$ of $\mathcal{F}$, define the induced density function on $S(\{x_i\})$ by

$$f(s, t_{x_{i+1}}) = \frac{1}{n} N \left( \sum_{i=1}^{n} \phi(t_{x_i}) \right) \Delta t_{x_i}.$$

Given a partition $S$ of $\mathcal{F}$, let welfare restricted to $S$ be

$$W = \sum_{i=1}^{N} \left[ \sum_{j=1}^{N} f(s, t_{x_{i+1}}) - D(x_i, y_j) + y_j \cdot (y_{i,\kappa}, \phi_{i,\kappa}) \right]$$

$$= \sum_{i=1}^{N} \left[ \sum_{j=1}^{N} f(s, t_{x_{i+1}}) - D(x_i, y_j) + y_j \cdot (y_{i,\kappa}, \phi_{i,\kappa}) \right] \Delta t_{x_i} f(s, t_{x_{i+1}}).$$

As usual, welfare on $\mathcal{F}$ is

$$W = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, \phi) \cdot D(x, y_{i,\kappa}) \cdot y_{i,\kappa} \cdot (y_{i,\kappa}, \phi_{i,\kappa}) \Delta x \Delta \phi.$$

where $R(x, \phi)$ depends on $D(x)$ and $f(\phi)$. For fixed $y_i$ and a partition $S$, define the conditional welfare on $S$ by
\[ W_f(y') = \sum_{i,j} \left[ R_i(\phi_i^*) - R_i(\phi_i) \right] y_{ij}(\phi_i) \]  \hspace{1cm} (A.10)

and the conditional welfare on \( \mathcal{S} \) by

\[ W_f(y') = \int_{\mathcal{S}} [R(y(y') + \delta)](\phi) \, d\phi . \]  \hspace{1cm} (A.11)

Now, recalling the centralized ("full") and decentralized ("partial") regimes, for any partition \( S \), define the following optimization problems:

Problem \( F \)

\[ \max_{\phi, \phi'} W_f \]
\[ \text{s.t.} \quad B(y(\phi,\phi'), \phi') - R(\phi,\phi') \geq 0 \]
and \( B(y(\phi,\phi'), \phi') - R(\phi,\phi') \geq B(y(\phi,\phi'), \phi') - R(\phi,\phi') \)
\[ \forall \phi, \phi' \in S. \]

Problem \( F' \)

\[ \max_{\phi, \phi'} W_f \]
\[ \text{s.t.} \quad B(y(\phi,\phi'), \phi') - R(\phi,\phi') \geq 0 \]
and \( B(y(\phi,\phi'), \phi') - R(\phi,\phi') \geq B(y(\phi,\phi'), \phi') - R(\phi,\phi') \)
\[ \forall \phi, \phi' \in S. \]

Problem \( P \)

\[ \max_{\phi, \phi'} W_f \]
\[ \text{s.t.} \quad B(y(\phi,\phi'), \phi') - R(\phi,\phi') \geq 0 \]
and \( B(y(\phi,\phi'), \phi') - R(\phi,\phi') \geq B(y(\phi,\phi'), \phi') - R(\phi,\phi') \)
\[ \forall \phi, \phi' \in S. \]

Finally, if \( S \) is a partition of \( \mathcal{S} \), let \( y^*(\cdot, \cdot) \) denote the solution of \( F \), and \( y'^*(\cdot, \cdot) \) the solution of \( F' \).

Step 1
First extend the functions \( y^* \) and \( y'^* \) to \( \mathcal{S} \times \mathcal{S} \) by defining

\[ y^* : \mathcal{S} \times \mathcal{S} \to \mathbb{R} \]
\[ (\phi_1, \phi_2) \mapsto y^*(\phi_1, \phi_2) \]
\[ (\phi_1, \phi_2) \mapsto y'^*(\phi_1, \phi_2) \]  \hspace{1cm} (A.12)

\[ \forall \phi_1, \phi_2 \in \mathcal{S} . \]

Lemma A.2: If \( y'(s, s') \) is non-decreasing in \( s_1 \), then \( (y^*, F) \) satisfy the constraints of problem \( F' \).

Proof: Given \( (\phi_1, \phi_2) \),

\[ B(\phi_1, \phi_2) - R(\phi_1, \phi_2) - B(\phi_1, \phi_2) - R(\phi_1, \phi_2) \]
\[ \forall \phi_1 < \phi_2 . \]
The last inequality follows since \(\{y^i,t^i\} \) satisfy the individual rationality constraints of problem \( F_y \). Also,

\begin{align*}
B(y^i(t^i_s, s^i_s), t^i_f) - I^i(t^i_s, s^i_s) 
&= B(y(t^i_s, s), t^i_f) - I^i(t^i_s, s) 
&= B(y^i(t^i_s, s^i_s), t^i_f) - I^i(t^i_s, s^i_s) 
&= B(y(t^i_s, s), t^i_f) - I^i(t^i_s, s) 
&= \forall \phi_i \in \Phi_i, \exists \phi_f \in \Phi_f.
\end{align*}

The second inequality follows since \( y^i(s, s') \) is non-decreasing in \( s' \). But, the left hand side of this last expression is just

\[ I^i(\phi^i_f, \phi^i_f) - I^i(\phi^i_s, \phi^i_f) \]

Lemma A.3: \( \forall \epsilon > 0, \exists \) a partition \( S \) of \( \mathcal{S} \) such that

\[ |R(y, r') - R(S, r')| < \epsilon, \]

where \( R \) and \( r' \) extend \( S \) and \( r' \) to \( \mathcal{S} \times \mathcal{S} \), and \( y^i \) and \( r' \) solve problem \( F_y \).

Proof:

\begin{align*}
R(S, r') 
&= \int_0^1 \int_0^S [t'(s, s') + I's] \cdot D(S^i(t^i_s, s), y^{i}(s, s')) \cdot f(t^i_s, s) \cdot d(t^i_s, s) 
&= \sum_{i=1}^n \sum_{j=1}^{k_i} \int_0^1 \int_0^S [t'(s, s') + I's] \cdot D(S^i(t^i_s, s), y^{i}(s, s')) \cdot f(t^i_s, s) \cdot d(t^i_s, s) 
&= \sum_{i=1}^n \sum_{j=1}^{k_i} [t'(s, s') + I's] \cdot D(S^i(t^i_s, s), y^{i}(s, s')) \cdot f(t^i_s, s) 
&= A_{y,i}.
\end{align*}

The inequality follows from the fact that \( \{y^i, t^i\} \) solve problem \( F_y \), and any \( \{y, t\} \) satisfying the constraints of \( F^i \) (such as \( \{y^i, t^i\} \)) satisfies the constraints of \( F_y \).

Now, for any partition \( R = \{r_1, \ldots, r_m\} \) of \( \mathcal{S} \), define

\[ B_y = \sum_{s=1}^{w-1} \sum_{j=1}^{w-1} \int t'(r_j, r_j) \cdot D(y^i(r_j, r_j), y^i(r_{j-1}, r_j)) \cdot f(r_{j-1}, r_j) \cdot d(r_{j-1}, r_j) \]

By definition of the (Riemann) integral, for each \( \epsilon > 0 \), there is a partition \( R_{\epsilon} \) of \( \mathcal{S} \) such that

\[ |R(y, r') - B_{y,A_{y,i}}| < \frac{\epsilon}{2}. \]

Let

\[ m = \sup_{r \in \mathcal{S}} [t'(\phi^i_s, \phi^i_f) + t'(\phi^i_f, \phi^i_f) - D(\phi^i_f, \phi^i_f) - y^i(\phi^i_f, \phi^i_f)] \]

(This supremum exists since \( t'(\phi^i, \phi^i) \) is convex and \( D(\phi^i) \) is concave and \( D(\phi^i) \) is convex.) Then, for all \( \epsilon > 0 \), there is a partition \( Q_{\epsilon} = \{q_1, \ldots, q_m\} \) of \( \mathcal{S} \) such that

\[ \sum_{j=1}^{w-1} \sum_{j=1}^{w-1} \int [t'(q_j, q_j) - t'(q_{j-1}, q_j) - D(q_j, q_{j-1})] \cdot f(q_{j-1}, q_j) \cdot d(q_{j-1}, q_j) \leq \frac{\epsilon}{2}. \]

This follows since the double sum is separable, and by definition of the integral, again. Thus

\[ |A_{y,i} - B_{Q_{\epsilon}}, i} | < \frac{\epsilon}{2}. \]

Now let \( S_{\epsilon} = R_{\epsilon} \cup Q_{\epsilon}. \) Then \( S_{\epsilon} \) is a common refinement of \( R_{\epsilon} \) and \( Q_{\epsilon}, \) so

\[ |R(y, r') - B_{S_{\epsilon}}| < \frac{\epsilon}{2} \]

and

\[ |A_{y,i} - B_{S_{\epsilon}}| < \frac{\epsilon}{2}. \]

Hence,

\[ |R(y, r') - A_{y,i}| < \epsilon. \]

But, \( \{y, t\} \) satisfies the constraints of problem \( F^i \), so

\[ R(y, r') \geq R(S, r') \geq A_{y,i} \]

But \( \{y^i, t^i\} \) satisfy the constraints of problem \( F^i \), so

\[ |R(y, r') - R(S, r')| < \epsilon. \]
So we have established that the maximal value of welfare in problem $F'$ can be approximated arbitrarily closely by the optimal welfare level attained in problem $P_S$ for some partition $S$ of $\mathcal{S}$. If $\{y',\theta'\}$ is the unique solution to problem $F'$, then $y'=y'$ and $\theta'=\theta'$ in the sup metric (since integration is continuous with this metric). Otherwise, denote the limits of $y'$ and $\theta'$ by $y'$ and $\theta'$ respectively.

**Step 2**

The solution to the partial problem with a continuous parameter range is a simple extension of the monopoly case (see Baron and Myerson (1982), Jack (1990), Chapter 3). With $y'$ fixed, the damage function faced by the regulator of firm $i$ is $D(y',y)$. The first order conditions for $y'=y(\phi_{i},y')$ are then

$$R_i(y',\phi_{i}) - D(y',y') = \left(\frac{1-F(y',\phi_{i})}{F(y',\phi_{i})}\right) B_i(y',\phi_{i}) \tag{A.13}$$

Similarly, for $y'$ as a function of $y'$ and $\phi_{i}$. We assume that for each $y'$, the function $y(y',\phi)$ defined by (A.13) is non-decreasing in $\phi_{i}$. If not, the optimal action function is non-differentiable, and the problem must be convexified (see Baron and Myerson (1982), Guesnerie and Jaffin (1984)).

On the other hand, given $y'$, if $S=(s_1,...,s_N)$ is a partition of $S$, the first order conditions for $y'=y(\phi_{i},y')$ in problem $P_S$ are

$$R_i(y',\phi_{i}) - D(y',y') \left[ \begin{array}{c} \frac{\partial \phi_{i}}{\partial y'} \\ \frac{\partial \phi_{i}}{\partial y'} \\ \frac{\partial \phi_{i}}{\partial y'} \end{array} \right] R_i(y',s_{i+1}) - B_i(y',s_{i+1}) \tag{A.14}$$

Now if $S_m$ defined as the partition of $\mathcal{S}$ into $N$ equal units, then it is clear that as $N\to\infty$ equation (A.14) becomes equation (A.13). Thus, the solution to problem $P$ can be approximated by the solution of problem $P_S$ arbitrarily closely.

**Step 3**

The first part of this appendix argued that the actions associated with the solutions to the centralized and decentralized problems with discrete parameter ranges are identical. Within our present framework, the actions in $F$ and $F_S$ coincide. But then, the actions (but not the taxes) in the solution of problems $F'$ and $P$ must also coincide. That solution is just the simultaneous (Nash) solution to equation (A.13) and the corresponding equation for $y''$. Call the solution $y_1 = \xi(\phi_{i},y_{i})$ for $i = 1, 2, \ldots, n_j$.

Finally, we must show that the solution defined of the modified problem $F'$ coincides with the solution of problem $F$. Note that the constraints of $F'$ are stronger than those of $F$. Then we have the following.

**Lemma A1:** The function $\xi(\cdot,\cdot)$ satisfies the constraints of problem $F$. In particular, "full" incentive compatibility is satisfied.

Proofs $y'(\phi_{i},y')$ and $y''(\phi_{i},y'')$ are "fully" incentive compatible in problem $P$. Thus, $y''(\xi(\phi_{i},y_{i}))$ are "fully" incentive compatible in problem $F'$.

**Proposition A1:** The optimal actions in the control of a duopoly with independent and continuous efficiency parameters are given by $y'' = \xi(\phi_{i},y_{i})$, where $\xi(\cdot,\cdot)$ is the optimal action function derived from the simultaneous solution of the two continuous partial problems.

Proof: Lemmas A.2 to A.4.

The Optimal Tax Function.

We are now in a position to explicitly define the tax, $t(y_{1},y_{2})$ which implements the optimal action function $\xi(\cdot,\cdot)$. (Clearly $t(y_{1},y_{2})$ is defined similarly.) Firstly, define the function $\Phi_{i}$ by

$$\Phi_{i}:\mathcal{S} \to \mathbb{R}, \quad \Phi_{i}(\phi_{i},\varphi_{i}) = \xi(\phi_{i},\varphi_{i}),$$

s.t. $\Phi_{i}(\phi_{i},\varphi_{i})$ satisfies $y_{i} = \xi(\phi_{i},\varphi_{i},y_{i})$.

Now, let

$$t(\phi_{i},y_{i}) = B(\xi(\phi_{i},\phi_{i},y_{i});\phi_{i})$$

and

$$t(\phi_{i},y_{i}) = r(\phi_{i},y_{i}) = \int_{\phi_{i}}^{\phi_{i}} g(\xi(\phi_{i},\phi_{i},y_{i});\phi_{i}) \, d\phi_{i} + \phi_{i}.$$  \tag{A.17}

Next define a map $\psi_{i}$ by

$$\psi_{i}(\phi_{i},\varphi_{i}) = \xi(\phi_{i},\phi_{i},\varphi_{i}).$$
\( \psi_2 : \mathbb{R} \times \mathbb{R} \to \mathcal{F} \)

\( \psi_3(\gamma_1, \gamma_2) \) satisfies \( \gamma_1 = \xi((\phi_2, \phi_3, \gamma_2)) \)
and \( \gamma_2 = \xi((\phi_3, \gamma_2), \phi_3) \in \phi_2 \).

\( \psi_2(\gamma_1) \) picks out the \( \phi_2 \) component of the intersection of the curves \( \gamma_1 = \text{constant} \) and \( \gamma_2 = \text{constant} \) in \( \mathcal{F} \times \mathcal{F} \). Finally, let

\( r(\gamma_1, \gamma_2) = r(\psi_2(\gamma_1, \gamma_2), \gamma_2) \).

(1.18)

Proposition A.2: The optimal tax on a duopoly with a continuous parameter range, at a function of both firms' actions, is given by equation (1.18).

Proof: We proceed in three steps:

(i) \( \xi(\cdot, \cdot) \) implements \( \xi(\cdot, \cdot) \).

For fixed \( \gamma_1 \) and \( \phi_2 \), we show that

\( \gamma_2 = \xi((\phi_2, \phi_3, \gamma_2)) \) maximises \( B(\phi_2, \phi_3) - r(\gamma_1, \gamma_2) \).

The first order conditions are

\[ B_j(\gamma_1, \gamma_2) = \frac{\partial B_j(\gamma_1, \gamma_2)}{\partial \phi_2} \frac{\partial \phi_3}{\partial \phi_2} \phi_3. \]

Now

\[ \frac{\partial B_j(\gamma_1, \gamma_2)}{\partial \phi_2} \left( \frac{\partial \xi(\gamma_1, \gamma_2)}{\partial \phi_2} \right) = 1 = \frac{\partial B_j(\gamma_1, \gamma_2)}{\partial \phi_3} \frac{\partial \phi_3}{\partial \phi_2} \]

and

from the definition of \( \psi_3 \). Hence, the first order conditions are

\[ B_j(\gamma_1, \gamma_2) = B_j(\xi(\gamma_1, \gamma_2), \phi_3, (\phi_3, \gamma_2), \phi_3(\gamma_1, \gamma_2)) \]

which is satisfied by \( \gamma_1 = \phi_3 \) and \( \gamma_2 = \xi(\phi_1, \phi_3) \), as required. Concavity of the benefit function means that the first order conditions are sufficient for a maximum.

(ii) If \( r(\gamma_1, \gamma_2) > 0 \) for some \( \gamma_1, \gamma_2 \) then there is a \( \phi_2 \) such that \( \gamma_2 = \xi((\phi_2, \phi_3, \gamma_2)) \) is not chosen by firm 2. There are a number of alternatives to consider:

(a) \( r(\cdot, \cdot) = k + t(\cdot, \cdot) \) an affine shift. This will violate individual rationality for at least the lowest \( t(\cdot, \cdot) \).

(b) \( t(\cdot, \cdot) \) is differentiable at \( (\gamma_1, \gamma_2) \), \( t(0, \gamma_2) = t(0, \gamma_2) \) and

\[ \frac{\partial t}{\partial \gamma_2}(0, \gamma_2) = \frac{\partial t}{\partial \gamma_2}(0, \gamma_2). \]

Then for some \( \gamma_2 = t(0, \gamma_2) \)

\[ \frac{\partial t}{\partial \gamma_2}(0, \gamma_2) = \frac{\partial t}{\partial \gamma_2}(0, \gamma_2). \]

(using the right hand derivative if necessary, or \( t(\cdot, \cdot) \) has a jump discontinuity at \( (\gamma_1, \gamma_2) \). In either case, a firm of type \( \phi_3 \) satisfying \( \gamma_2 = \xi(\gamma_1, \gamma_2), \phi_3(\gamma_1, \gamma_2) \) will not choose \( \gamma_2, \gamma_1 \).

(c) \( r(\cdot, \cdot) \) is differentiable at \( (\gamma_2, \gamma_2) \) with

\[ \frac{\partial r}{\partial \gamma_2}(\gamma_2, \gamma_2) = \frac{\partial r}{\partial \gamma_2}(\gamma_2, \gamma_2). \]

Clearly marginal incentives are incompatible with the implementation of \( \xi(\cdot, \cdot) \).

(d) \( r(\cdot, \cdot) \) or its partial derivatives discontinuous at \( (\gamma_1, \gamma_2) \). Again, \( \xi(\cdot, \cdot) \) will not be implemented.

(iii) Thus \( \xi(\cdot, \cdot) \) is the largest tax function which implements the action function \( \xi(\cdot, \cdot) \), so \( t(\cdot, \cdot) \) is the optimal tax. \( \square \)
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