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PREFACE 

Overview 

This workplace project portfolio consists of two separate projects in which I was 

involved from August 2010 to December 2010. The first project involved model 

building for the Walk-to-School program, a cluster randomised controlled trial that was 

carried out by Dr Liming Wen, Research and Evaluation Manager at the Health 

Promotion Service, Sydney South West Area Health Service. The trial was designed to 

determine the efficacy of a coordinated and comprehensive Walk-to-School program as 

a strategy to increase walking frequency and duration on the students‟ journeys to and 

from school in the Central Sydney Area.  

 

The second project was part of the Cervical Health Study, in which Associate Professor 

Freddy Sitas, Director of the Cancer Research Division and Professor Dianne 

O‟Connell, Senior Epidemiologist and Manager, Cancer Epidemiology Research Unit, 

Cancer Council NSW were chief investigators. The objectives of this project focused 

on measuring the association between the use of hormonal contraception and smoking 

and the development of high grade (grade II or III) cervical intraepithelial neoplasia 

(CIN) in women aged 30-44 years.  

 

Student’s role 

My role in the first project (project A) was to prepare the data for analysis, provide 

advice on how the data could be analysed, conduct the data analysis, write a report and 

provide interpretation of the final results. Professor Judy Simpson provided invaluable 

support and advice on the statistical analysis involved in the project. 

 

For the second project (project B), my role was to conduct the data analysis and draft a 

manuscript for submission to a peer-reviewed journal. I was involved in each step of 

the data analysis for this project. Professor O‟Connell and A/Professor Sitas provided 

invaluable advice and timely support during the course of the data analysis.  
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Reflections on Learning 

Project A provided a good opportunity for me to review what I had learnt from the 

BCA courses, to develop new statistical knowledge and skills, and utilise them in 

practice. In order to find the optimal statistical models for the outcomes of the 

Walk-to-School program, I reviewed Poisson and negative binomial models and learnt 

new methods including zero-inflated Poisson and zero-inflated negative binomial 

models that were not covered in BCA courses. I also reviewed ordinal and 

multinominal regression models. In addition, I learnt to use many Stata commands that 

were new to me, such as “countfit” and “gologit2”. I now have additional skills in the 

use of the Stata software package.  

 

Working on project B enabled me to work with a complex database and understand the 

importance of data management. The majority of my time was spent on merging 

different datasets, cleaning data and deriving variables for analysis (especially the 

definitions for cases and controls). Since this was a case-control study which was not 

covered extensively in BCA courses (which emphasised randomised controlled trials), 

I had to review the methods for case-control studies. I learnt that what was initially 

thought to be tedious data manipulation was actually very important and worthwhile. 

Once the analysis dataset was created, the process of data analysis to produce the final 

results was relatively straightforward. However, when conducting data analysis for 

epidemiological studies, statisticians should not only use appropriate statistical 

methods but they also need to be familiar with the context of the disease or health 

problem under study. Defining and understanding the risk factors and potential 

confounders was crucial for the data analysis and interpretation of the results. In 

addition, because of the matched design in this study, conditional logistic regression, 

which was just mentioned briefly in the BCA courses, was used to estimate odds ratios 

and obtain their 95% confidence intervals. I had to spend time reading about and 

understanding conditional logistic regression. 
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Both projects enhanced my understanding of the importance of the interpretation of 

study results. The final results should be interpreted in a clear, concise way, and 

over-interpretation should be avoided, otherwise misunderstandings may occur no 

matter how thoroughly and precisely the analysis has been conducted. 

 

Teamwork  

There was a team for project B, Professor O‟Connell, A/Professor Sitas, Dr Canfell, 

Professor Banks, data manager Ms Luo, research assistant Ms Darlington-Brown and 

myself. From August to December 2010, we had regular study meetings every second 

week when we discussed the study design, the definition of cases and controls, and the 

results of the data management and analysis completed to date. At every meeting, I 

posed queries, and obtained advice, suggestions and feedback from the team members. 

Professor O‟Connell also helped to keep me on the right track and to make sure that I 

could complete the project in time. It was a wonderful experience to work as part of a 

professional team. 

 

Project A was directly supervised by the statistical supervisor Professor Judy Simpson 

and the project supervisor Dr Liming Wen. I met Professor Simpson regularly and 

discussed the statistical aspects of the project, which improved my communication 

skills. As a result of these meetings I sometimes needed to clarify some aspects of the 

data or analysis with my content supervisor, Dr Liming Wen. So Project A had a 

different teamwork model in which the whole team never met as a whole, but I 

provided the communication link.  

 

Ethical considerations 

The Walk-to-School program was approved by the ethics committees of Sydney South 

West Area Health Service, and the NSW Department of Education and Training. 

 

The study materials for project B such as the questionnaire and consent form were 

approved by the Cancer Council NSW Ethics Committee, the NSW Department of 
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Health Ethics Committee and the Chief Health Officer in 2004. The study was also 

approved by the NSW Cancer Institute‟s Ethics Committee allowing access to 

participants through the NSW Pap Test Register. 
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PROJECT A 

Statistical model building for the Walk-to-school program, a cluster randomised 

controlled trial from Sydney, Australia 
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Project Title 

Statistical model building for the Walk-to-School program, a cluster randomised 

controlled trial from Sydney, Australia 

 

Location and dates 

Health Promotion Service, Sydney South West Area Health Service:  

August 2010 ─ November 2010 

 

Context 

This report is based on an enquiry from my supervisor who is the principal investigator 

for this study, Dr Liming Wen, regarding the optimal statistical methods for analysing 

the outcomes of the Walk-to-School program, a cluster randomized controlled trial. 

This study was conducted from October 2004 to June 2007. Summary measures were 

used previously to analyse the study. The percentage of children with each outcome 

was computed for each school and the mean percent and standard deviation for each 

group was then calculated. Independent t-tests were used to test for differences in 

mean proportions between the two study groups [1]. Obviously, there was some loss of 

information due to summarising the data in this way. Since the unit of analysis was the 

school (N=24) instead of the individual student (N=1975), and the cluster sizes were 

not equal, ranging from 22 to 249, statistical efficiency was reduced. So Dr Liming 

Wen suggested that I build appropriate models that take into account the cluster design 

and are suitable for the outcomes of the study. 

 

Contribution of student 

• Data manipulation and setting up an analysis dataset containing all the information 

necessary for the analysis.  

•  Background reading in statistical models for count data with excessive zeros and 

over-dispersion.  

•  Reviewing categorical data analysis and studying statistical methods that were 

 not introduced in the BCA course. 
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•  Conducting exploratory analyses for different models and doing model 

comparison.  

 

Statistical issues involved 

•  Data cleaning and manipulation 

• Selection of appropriate type of outcome (continuous, ordinal or nominal 

categorical data) based on their distribution 

•  Regression model building:  

Four regression models for count data were briefly described and discussed. They 

were Poisson, negative binomial, zero-inflated Poisson (ZIP) and zero-inflated 

negative binomial (ZINB). 

Three logistic regression models for categorical outcomes were developed and 

compared. They were ordinal logistic regression ─ proportional odds model and 

partial proportional odds model ─ and multinomial logistic regression. 

 Stata 10.1 was used for all data analysis.  

 

Acknowledgements  

I would like to thank Professor Judy Simpson for her kind, patient and very helpful 

supervision regarding analysing the data, choosing appropriate statistical methods and 

interpreting the results correctly; and thank Dr Liming Wen for his helpful advice 

about the grouping of variables and key predictors to be considered when building 

models.  
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Report 

Introduction 

There is evidence that children are walking less. The 2001 Household Travel Report 

indicated that between 1991 and 1999 there has been an increase in the share of 

education trips by school children as vehicle passengers (from 41% to 51%), while the 

share of walking trips decreased from 32% to 24% [2]. Walking to and from school 

may help school children to increase their daily physical activity and establish a habit 

of daily activity. 

 

The Walk-to-School program was a cluster randomised controlled trial which was 

designed to determine the efficacy of a coordinated and comprehensive 

Walk-to-School program as a strategy to increase walking frequency and duration of a 

student‟s journey to or from school in the Central Sydney Area. A cluster randomised 

controlled trial was more appropriate than individual randomised controlled trial since 

this was a school-based intervention. The intervention was delivered by school 

teachers.  In addition, students who attended the same school would share the same 

catchment area. The program was conducted from October 2004 to June 2007.  

 

A total of 1,975 Year 3 and 4 students from 24 schools in the Central Sydney Area 

Health Service region were recruited on October 2004. The number of clusters was 24 

while the cluster size ranged from 22 to 249. The interventions included student, staff 

and parent strategies. Control schools received nutrition and support for the area 

healthy canteen roll-out „Fresh taste‟ (not related to journey to or from school). The 

outcome measures (assessed at baseline and one year follow-up) included frequency 

and duration of walking journey to or from school per week and to other destinations, 

knowledge of health benefits of walking, attitudes to walking and participation in 

walking and other physical activities.  

 

The primary research question was: 

Does a multi-strategic health promotion intervention increase walking frequency and 
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duration on student‟s journey to and from school?  

 

In order to address the primary research question, the effect of the intervention on 

walking frequency and duration of a student‟s journey to or from school need to be 

ascertained. So there were two outcomes of interest in the Walk-to-School program 

and the report for model building focused on the walking frequency (number of times 

in a week that a student walked to or from school).  

 

The objective of this report is to find appropriate statistical models for walking 

frequency and duration of a student‟s journey to or from school per week for the 

Walk-to-School program. The individual student is the unit of analysis and the 

standard errors are adjusted for the clustering. 

 

Data description 

The two main outcomes of the Walk-to-School program were walking frequency and 

walking duration, the duration of walking on a student‟s journey to or from school 

during 5 weekdays. Walking frequency was measured as the number of times (out of 

10) in a week that a student walked to or from school, while walking duration was 

measured as the total time of walking to or from school per week (5 school days a 

week). The main predictor was group (intervention, control). The other possible 

predictors were gender (boy, girl), distance to school (<1 km, ≥1 km), number of 

siblings (1, 2, ≥3), parent education (primary / some high school, completed high 

school, technical certificate / diploma, university / other tertiary degree ), parent 

employment (employed full time, employed part time, other), number of cars (0, 1, ≥2), 

parent travel mode (car, other) and baseline walking frequency (0/week, 1-9/week, 

10/week). 

 

Descriptive statistics (frequency, mean and variance) of walking frequency were 

calculated for intervention and control groups respectively. Dot plots were used to 

show the distribution of walking duration for intervention and control groups.  
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Model building for count data 

Methods 

Conventionally, for count data like walking frequency during one week, Poisson 

regression is regarded as an appropriate approach while negative binomial regression is 

an approach when count data are over-dispersed (i.e., the variance is greater than the 

mean); when the count data contain excess zeros then zero-inflated Poisson regression 

could be used; zero-inflated negative binomial could be adopted when the count data 

contain excess zeros as well as over-dispersion.  

 

The Stata command countfit (which supports Poisson, negative binomial, zero-inflated 

Poisson, and zero-inflated negative binomial models) was used to fit and compare 

count models [4]. To compare the four different models for walking frequency, the 

same variables were included in each of these models. To choose which variables to 

include, a forward selection process was used, where predictor variables were tested in 

the model in order of their unadjusted association with the outcome variable and only 

the predictors with P<0.05 were retained, except for the main predictor, intervention 

(group). Subsequently, the predictor variables which were not included in the model 

were given an extra chance to enter the final model one by one. But none of these 

variables were statistically significant. Since this was a randomized controlled trial, the 

outcome measures at baseline were not included in the models as they were balanced 

between the control and intervention groups.   

 

The Stata command countfit gave a set of fit statistics for each of the four models. 

These included the log-likelihood, Schwarz‟s Bayesian Information Criterion (BIC) 

and Akaike‟s Information Criterion (AIC). Likelihood ratio tests (log-likelihood 

difference test) were used to compare nested modes such as Poisson and negative 

binomial but were not used to compare models that were not nested, such as Poisson 

and zero-inflated Poisson. In this situation, BIC and AIC were used to compare models 

[5]. 
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AIC and BIC are defined as 

AIC = -2 ln(likelihood) + 2 k 

   BIC = -2 ln(likelihood) + ln(N) k 

 

where  k = the number of covariance parameters in the model 

N = number of subjects (observations). 

 

Given two models fitted to the same data, the model with the smaller value of the 

information criterion is considered to be better. 

 

The Stata command countfit also provided the Pearson goodness-of-fit test to check 

the overall fit as well as the quality of the fit of these four models. The Pearson 

chi-square statistic compares the observed distribution of the data with the distribution 

predicted by the model. It is calculated as [6]: 
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 outcomes possible ofnumber  then  

 

The number of degrees of freedom (df) is n-p, where p is the number of parameters 

estimated by the model. 

 

Results 

Table 1 shows the characteristics of participants in the Walk-to-School program, which 

were used as potential predictors of the two outcomes, as well as the distribution of 

walking frequency at baseline by group. 
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Table 1 Characteristics of participants in the Walk-to-School program by group  

 Control  N=1002 

n (%) 

Intervention N=973 

n (%) 

No of clusters 12 12 

Mean cluster size 83.5 81.1 

Range of cluster size 32 to 249 22 to 190 

Gender   

   boy 506 (50) 466 (48) 

   girl 488 (49) 496 (51) 

   missing 8 (1) 11 (1) 

Distance to school   

   < 1 km 439 (44) 447 (46) 

   ≥ 1 km 342 (34) 375 (39) 

   missing 221 (22) 151 (15) 

Number of sibling   

   1 198 (20) 173 (18) 

   2 375 (37) 406 (42) 

   ≥ 3 208 (21) 243 (25) 

   missing 221 (22) 151 (15) 

Parent education   

   primary 78 (8) 107 (11) 

   high school 153 (15) 183 (19) 

   technical certificate 187 (19) 208 (21) 

   university/other 349 (35) 314 (32) 

   missing 235 (23) 161 (16) 

Parent employment   

   employed full time 296 (30) 287 (29) 

   employed part time 200 (20) 228 (23) 

   other 272 (27) 297 (31) 

   missing 234 (23) 161 (17) 

Number of cars   

   0 59 (6) 53 (5) 

   1 371 (37) 368 (38) 

   ≥ 2 330 (33) 376 (39) 

   missing 242 (24) 176 (18) 

Parent travel mode   

   car 329 (33) 362 (37) 

   other 177 (18) 153 (16) 

   missing 496 (49) 458 (47) 

Baseline walking frequency   

   0 / week 424 (42) 448 (46) 

   1-9 / week 449 (45) 368 (38) 

   10 / week 125 (12.5) 152 (15.5) 

   missing 4 (0.5) 5 (0.5) 

 

Note: The numbers of control and intervention groups were not always 1002 and 973 

respectively due to missing values for some variables. 



Page 18 of 68 
 

Table 2 and figure 1 display the distribution of walking frequency at the end of study 

by group. The number of participants in intervention and control are less than the 

number in Table 1 due to loss to follow-up. There are 3 features of this distribution: at 

one end, there is a high number of zeros in both the control (45%) and intervention 

(52%) groups; at the other end, there is a high proportion of tens (13% in control and 

12% in intervention groups), with the other 42% in control and 36% in intervention 

groups distributed quite evenly between 1 and 9 (around 5% each). Apparently, the 

distribution is neither Poisson nor binomial. 

 

Table 2 Descriptive statistics for walking frequency per week by group 

Number of walking/week Control N=1002 Intervention N=973 

Frequency (column %) Frequency (column %) 

0 448 (45) 501 (52) 

1 57 (6) 46 (5) 

2 45 (5) 41 (4) 

3 38 (4) 24 (3) 

4 42 (4) 36 (4) 

5 44 (4) 37 (4) 

6 37 (4) 33 (3) 

7 29 (3) 23 (2) 

8 62 (6) 49 (5) 

9 57 (6) 58 (6) 

10 133 (13) 120 (12) 

Total 992 (100) 968 (100) 

Missing 10 5 

 

Figure 1 Distribution of walking frequency per week 
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The Poisson distribution is characterized by equal mean and variance. Table 3 shows 

that the mean walking frequency in both groups is much smaller than the variance 

which clearly indicates that over-dispersion exists and that the distribution is not 

Poisson. It also implies that zero-inflated Poisson, negative binomial regression or 

zero-inflated negative binomial (ZINB) might be more suitable for this outcome.  

 

Table 3 Mean and variance of walking frequency by group 

Group Number of walking per week 

Number of zero (%) Mean Variance 

Control  448 (45) 3.44 15.38 

Intervention  501 (52) 3.27 15.35 

 

As shown in Table 4, the ZINB model has the highest log-likelihood and the lowest 

BIC and AIC which shows that the ZINB model gives a better fit than the other three 

models.  

 

Table 4. Model fit characteristics: Log-likelihood, BIC and AIC 

Model Log-likelihood BIC AIC 

Poisson -2862.48 -1148.26 5.74 

Negative binomial -2081.98 -2702.36 4.18 

Zero-inflated Poisson -1957.48 -2937.53 3.93 

Zero-inflated negative binomial -1913.80 -3017.99 3.85 

 

Figure 2 shows that the observed proportion minus the mean probability (i.e. predicted 

probability) of each count for each of the four models. It is again clear that the ZINB 

model gives the best fit to the data and Poisson provides the worst fit. However, the 

ZINB model still is not a good fit since the Pearson goodness-of-fit test shows the 

χ
2
=99.78 with 10 df (P<0.001). In hindsight this is not really surprising, because 12% 

of the observed data are 10, whereas all the fitted models would predict fewer 10s than 

9s. Therefore, all these four models are not suitable for walking frequency.  
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Figure 2 Difference between the observed proportions for each count and the 

mean probability from the four models 

 

Walking frequency was therefore grouped into three categories: never walking 

(0/week), walking 1-9/week and walking every day (10/week). It could then be treated 

as ordinal categorical variable. 

 

Model building for ordinal categorical data 

Methods 

Ordinal logistic regression: proportional odds model 

The proportional odds model is the usual form of ordinal logistic regression provided 

by statistical software [6].  
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categories are split into 2 sets ( 01  in model (1), 02  in model (2)). Other betas with 

same subscript are same in model (1) and model (2).  

One important assumption for the proportional odds model is that the effects of the 

covariates are the same for all splits of the categories. That is, the odds ratio of the 

effect of group (say) is the same for walking 1-10/week compared with never walking 

(0/week) as for walking every day (10/week) compared with not walking every day 

(0-9/week) (the coefficient of group in model (1) and (2) is the same, 1 ). If this 

assumption is violated then proportional odds model is no longer appropriate. The 

Brant test of the parallel regression (proportional odds) assumption [7] can be used to 

test this assumption for each predictor separately. 

  

Multinomial logistic regression model 

Multinomial logistic regression can be used when the proportional odds assumption 

does not hold.   

 

For walking frequency, the models are: 

Walking 1-9 times/week vs. never walking (0 /week): 

travelmodecarcardistancegroup 514131211101

0

1 2_1_)log(   (3) 

Walking every day (10 /week) vs. never walking (0 /week): 

travelmodecarcardistancegroup 524232221202

0

2 2_1_)log(  (4) 

where group=
       controlfor0

oninterventifor1
 , distance=

  km 1for0

  km1for1
, car_1=

other  for0

car   1for1
, 

  car_2=
other     for0

car  2for1
, travel mode=

other   for0

car  byfor1
, 

0 , 1  and 2 are the probabilities of never walking, walking 1-9/week and 

walking 10/week. All the betas for each covariate in model (3) are different 

from those in model (4). 
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Compared with the ordinal model (6 parameters), the multinomial model has more 

parameters (12 parameters) and hence fewer degrees of freedom, so the statistical 

power is less than for the ordinal model. Besides, it does not take into account the 

order of the outcome. Therefore, another option, the partial proportional odds model 

will be considered. 

 

Partial proportional odds model 

The Stata command gologit2 can estimate models that are less restrictive than the 

proportional odds model but more parsimonious than the multinomial model [8]. In the 

partial proportional odds model, the effects of some covariates are the same for all 

categories if these covariates do not violate the proportional odds assumption, while 

others can differ if they violate the proportional odds assumption.  

 

The partial proportional odds models are: 

Walking 1-10 /week vs. never walking (0 /week) 

travelmodecarcardistancegroup 54321101

0

21 2_1_)log(  (5) 

Walking every day (10/ week) vs. not walking every day (0-9 /week) 

travelmodecarcardistancegroup 54321202

10

2 2_1_)log(  (6) 

Where group=
       controlfor0

oninterventifor1
 , distance=

  km 1for0

  km1for1
, car_1=

other  for0

car   1for1
, 

  car_2=
other     for0

car  2for1
, travel mode=

other   for0

car  byfor1
 

0 , 1  and 2 are the probabilities of never walking, walking 1-9/week and walking 

10/week, respectively. The intercept 0 and the coefficient for group 1  in model (5) 

are different from model (6). Other betas with same subscript are same in model (5) 

and model (6).  
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To account for homogeneity within the clusters, the logistic robust cluster command 

was used in Stata for the proportional odds model, multinomial logistic regression 

model and partial proportional odds model. 

 

Results 

Walking frequency 

Proportional odds model:  

After conducting the Brant test of the parallel regression (proportional odds) 

assumption [7] for walking frequency, two important predictors, distance (P=0.036) 

and car (P=0.008), were found to violate the proportional odds assumption. Hence, the 

proportional odds model was not appropriate to analyse the grouped walking 

frequency. 

 

Multinomial logistic regression model: 

The results of the univariate and multivariate analysis for walking frequency are 

displayed in Table 5. Compared with never walking, students in the intervention group 

were less likely to walk 1-9 times per week (adjusted risk ratio (ARR) =0.62, 95%CI 

0.42-0.92) or to walk everyday (ARR=0.77, 95%CI 0.48-1.21) than those in the 

control group. This means that this intervention had no effect in terms of increasing 

students‟ walking frequency to and from school. 

 

All other predictors were associated with walking frequency (P<0.001). Compared 

with never walking, students who lived 1 km or more from school were less likely to 

walk 1-9 times per week (ARR=0.23, 95%CI 0.16-0.32) or to walk every day 

(ARR=0.05, 95%CI 0.03-0.10) than those who lived less than 1 km from school. 

 

Students whose family had 2 or more cars were less likely to walk every day 

(ARR=0.20, 95%CI 0.08-0.53) than those whose family had no car. Overall, students 

whose family had a car were less likely to walk to or from school than those had no car 

(P<0.001). 
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Students whose parents did not travel to work by car were more likely to walk 1-9 

times per week (ARR=1.76, 95%CI 1.38-2.25) or to walk every day (ARR=2.31, 

95%CI 1.42-3.78) than those parents travelled to work by car. 

 

Partial proportional odds model: 

The results from the partial proportional odds model are quite similar to those from the 

multinomial logistic regression model (Table 6). Students in the intervention group 

were less likely to walk at all than those in the control group (adjusted odds ratio 

(AOR)=0.64, 95%CI 0.44-0.94). However, students in the intervention group were 

slightly more likely to walk every day than those in the control group (AOR=1.05, 

95%CI 0.74-1.50), although the effect was not statistically significant. The overall 

effect of the intervention did not increase the walking frequency (P=0.03) which was 

similar to the result from the multinomial model. 

 

All other predictors (distance, car ownership and parent travel mode) were associated 

with walking frequency (P<0.001). Students who lived 1 km or more from school were 

less likely to walk at all or to walk every day (OR=0.17, 95%CI 0.12-0.24) than those 

who lived less than 1 km away. 

 

Students whose family had two or more cars were less likely to walk at all or to walk 

every day (AOR=0.40, 95%CI 0.23-0.69) than those whose family had no car. Overall, 

students whose family had a car were less likely to walk than those whose family had 

no car (P<0.001).  

 

Students whose parents did not travel to work by car were more likely to walk at all or 

to walk every day (AOR=1.80, 95%CI 1.43-2.29) than those whose parents travelled to 

work by car.  
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Table 5. Risk ratios of walking frequency (multinomial logistic regression model) 

 

Variable        Outcome 

                Category
# 

RR* 95%CI P ARR** 95%CI P 

Group   0.24   0.054 

   control             1   1   

   intervention   1-9/week     0.75 0.53-1.07  0.62 0.42-0.92  

   intervention   10/week      0.81 0.46-1.42  0.77 0.48-1.21  

Distance to school   <0.001   <0.001 

 < 1 km 1   1   

 ≥ 1 km       1-9/week      0.22 0.16-0.31  0.23 0.16-0.32  

   ≥ 1 km       10/week      0.05 0.03-0.10  0.05 0.03-0.10  

Number of cars    <0.001   <0.001 

   0 1   1   

   1            1-9/week     0.74 0.43-1.29  0.67 0.28-1.59  

 ≥2 0.45 0.26-0.78  0.52 0.25-1.09  

   1            10/week      0.25 0.16-0.39  0.42 0.16-1.10  

 ≥2 0.10 0.05-0.17  0.20 0.08-0.53  

Parent travel mode   <0.001   <0.001 

   car 1   1   

 Other         1-9/week     2.29 1.80-2.91  1.76 1.38-2.25  

   Other         10/week      3.74 2.49-5.62  2.31 1.42-3.78  

 

# Reference category is 0/week 

* Crude risk ratio 

** Risk ratio adjusted for all other variables in the table. 

Table 6  Odds ratios of walking frequency (partial proportional odds model) 
Variable       Outcome 
              Category  

              (week) 

OR* 95%CI P AOR 95%CI P 

Group   0.24   0.032 

 Control 1   1   

 Intervention   1-10 vs. 0            

intervention 

0.80 0.55-1.16  0.64 0.44-0.94  

 Intervention   10 vs. 0-9 0.80 0.55-1.16  1.05 0.74-1.50  

Distance   <0.001   <0.001 

 < 1 km 1   1   

 ≥ 1 km       1-10 vs. 0             0.17 0.12-0.24  0.17 0.12-0.24  

 ≥ 1 km       10 vs. 0-9 0.10 0.06-0.18  0.17 0.12-0.24  

Car    <0.001   <0.001 

0 1   1   

  1 0.36 0.24-0.53  0.59 0.32-1.08  

2 0.19 0.12-0.31  0.40 0.23-0.69  

Parent travel modes   <0.001   <0.001 

car 1   1   

other 2.54 2.02-3.20  1.80 1.43-2.29  

* Crude odds ratio  

** Odds ratio adjusted for the other variables in the table. 
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Duration of walking 

Figure 3 displays the distribution of the duration of walking per week for the control 

and intervention groups. It is clear that duration of walking per week is not Normally 

distributed for both groups and there are many zeros in both groups, which indicates 

that even transformation will not work. Therefore, duration of walking was categorized 

into 4 groups: ≤ 30 minutes /week, > 30 minutes to 60 minutes /week, > 60 minutes to 

120 minutes /week and > 120 minutes /week. Figure 4 is the bar chart of duration of 

walking per week by group.  

 

Figure 3 Dotplot of duration of walking / week by group 
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Figure 4 Bar chart of duration of walking / week by group 

 

In multivariate analysis for duration of walking, the main predictor was group 

(intervention and control) and its effect was adjusted for distance to school (<1 km, ≥1 

km), number of cars (0, 1, ≥2) and parent travel mode (car, other). Again, the logistic 

robust cluster command was used in Stata for model building. 

 

Proportional odds model:  

The Brant test showed that distance (P<0.001) violated the proportional odds 

assumption. Therefore, the proportional odds model is not appropriate for the duration 

of walking either. 

 

Multinomial logistic regression model:  

For the duration of walking to or from school per week, the intervention had no 

statistically significant effect overall (P=0.077) (Table 7). All other predictors were 

associated with walking duration (P<0.001). Students who lived 1 km and over away 

from school were less likely to walk longer than those who lived less than 1 km. 

Students whose families had one or more cars were less likely to walk longer than 

those whose families had no car. Students whose parents did not travel to work by car 

were more likely to walk longer than those whose parents travelled to work by car.  
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Table 7 Risk ratio of duration of walking (multinomial logistic regression model) 

Variable     Outcome category
# 

RR* 95%CI P ARR 95%CI P 

Group   0.25   0.077 

  control 1   1   

  Intervention    >30-60 minutes    0.78 0.53-1.16  0.79 0.56-1.12  

  Intervention    >60-120 minutes   0.68 0.44-1.05  0.74 0.49-1.14  

  Intervention    >120 minutes      0.63 0.36-1.08  0.47 0.25-0.88  

Distance to school   <0.001   <0.001 

  < 1 km 1   1   

  ≥ 1 km        >30-60 minutes    0.11 0.07-0.17  0.14 0.10-0.19  

≥ 1 km        >60-120 minutes   0.22 0.14-0.32  0.26 0.17-0.38  

≥ 1 km        >120 minutes      0.38 0.27-0.53  0.48 0.25-0.89  

Number of cars    <0.001   <0.001 

0 1   1  _ 

  1            >30-60 minutes    0.28 0.16-0.50  0.36 0.12-1.04  

≥ 2 0.18 0.10-0.32  0.25 0.09-0.70  

1            >60-120 minutes   0.23 0.12-0.42  0.32 0.11-0.90  

≥ 2 0.12 0.06-0.24  0.26 0.10-0.70  

  1            >120 minutes      0.13 0.07-0.24  0.12 0.05-0.29  

  ≥ 2                0.04 0.02-0.09  0.08 0.03-0.22  

Parent travel mode      <0.001 

  car 1  <0.001 1   

other         >30-60 minutes    2.45 1.70-3.53  1.7 1.05-2.53  

other         >60-120 minutes   3.14 1.96-5.02  2.29 139-3.76  

  other         >120 minutes          4.19 3.04-5.78  2.4 1.67-3.47  

# Reference category is 0/week 

* Crude risk ratio 

ARR: Risk ratio adjusted for the other variables in the table 

 

Partial proportional odds model:  

From the partial proportional odds model, the intervention had no effect in terms of 

increasing students‟ duration of walking (AOR=0.71, 95%CI 0.52-0.98) (Table 8). In 

fact, if anything, the intervention appeared to have decreased walking duration. This 

effect was significant in this model since only one parameter was estimated for group, 

rather than three as in the multinomial model. All other predictors were associated with 

walking duration (P<0.001). Students who lived 1 km or more away from school were 

less likely to walk longer than those who lived less than 1 km away. Students whose 

families had one or more cars were less likely to walk longer than those whose families 

had no car. Students whose parents did not travel to work by car were more likely to 

walk longer than those whose parents travelled to work by car.  
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Table 8 Odds ratio of duration of walking (partial proportional odds model) 

 
Variable      Outcome  
             Category 

(minutes) 

OR* 95%CI P OR** 95%CI P 

Group   0.046   0.036 

control 1   1 _  

  intervention 0.71 0.51-0.99  0.71 0.52-0.98  

Distance   <0.001   <0.001 

< 1 km 1   1 _  

  ≥ 1 km   > 30 vs. ≤ 30 0.19 0.14-0.24  0.21 0.17-0.26  

≥ 1 km   > 60 vs. ≤ 60 0.46 0.33-0.64  0.56 0.38-0.83  

≥ 1 km   > 120 vs. ≤ 120        0.82 0.59-1.12  1.0 0.53-1.88  

Car    <0.001   <0.001 

0 1   1 _  

  1 0.30 0.22-0.42  0.36 0.23-0.55  

  2 0.16 0.11-0.23  0.28 0.17-0.46  

Parent travel mode   <0.001   <0.001 

  car 1   1 _  

  other 2.70 2.14-3.42  1.92 1.47-2.50  

* Crude risk ratio 

** Risk ratio adjusted by variables in the table each other. 

 

Comparisons of multinomial and partial proportional odds models 

The multinomial logistic regression model and partial proportional odds model were 

compared in terms of goodness of fit, interpretation and parsimony. For walking 

frequency, the partial proportional odds model had slightly lower BIC and AIC (Table 

9) which indicated that the partial proportional odds model fitted the data better.  

 

Table 9 Model fit characteristics: BIC and AIC for walking frequency 

Model BIC AIC 

Multinomial model 1715.40 1774.30 

Partial proportional odds model 1713.15 1752.41 

 

As mentioned previously, the numbers of parameters in these two models were quite 

different. In the partial proportional odds model, there were 8 parameters while the 

multinomial model had 12 parameters. Therefore, the partial proportional odds model 

was more parsimonious than the multinomial model. And because it had fewer 
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parameters, interpretation of the results of the partial proportional odds model was 

simpler than that of the multinomial model. 

 

For walking duration, Table 10 shows that the partial proportional odds model was the 

more suitable model in terms of goodness of fit (lower BIC and AIC). In addition, the 

partial proportional odds model was more parsimonious and easier to interpret than the 

multinomial model due to fewer parameters. 

 

Table 10 Model fit characteristics: BIC and AIC for duration of walking 

Model BIC AIC 

Multinomial model 1680.57 1764.16 

Partial proportional odds model 1670.72 1717.16 

 

 

Comparisons of partial proportional odds models with and without taking the 

clustering effect into account 

Since this is a cluster randomized controlled trial, the outcome for each student is no 

longer independent of that for any other student. Students within one school are more 

likely to have similar outcomes. Therefore, the clustering effect should be taken into 

account when conducting the analysis. The intra-cluster correlation (ICC or ) is a 

measure of the relatedness of clustered data. It accounts for the relatedness of clustered 

data by comparing the variance within clusters with the variance between clusters. It is 

calculated as [9]: 

 

where  is within clusters variance,  is between clusters variance. 

 

The Stata command loneway can estimate the ICC for two outcomes, using analysis of 

variance. The ICC for the raw data for walking frequency was 0.045 and for walking 

duration was 0.02 which implied that the within cluster variance was greater than the 

between cluster variance. Unfortunately, the partial proportional odds model used did 
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not allow estimation of the ICC; instead clustering was adjusted for using the robust 

cluster (id) option in Stata to obtain robust standard errors based on the sandwich 

estimator. 

 

Table 11 shows that the P values for the effect of intervention on walking frequency 

and walking duration were reduced from 0.03 to 0.0045 and 0.036 to 0.017 

respectively if the clustering effect was not taken into account. 

 

Table 11 Intervention effect in partial proportional odds models with and without 

adjusting for the clustering by school 

Variable        Outcome 

                Category
 

SE* adjusted for ICC SE not adjusted for ICC 

ARR** 95%CI P ARR 95%CI P 

Group  walking frequency   0.032   0.005 

 Control 1 _  1 _  

 Intervention   1-10 vs. 0            

intervention 

0.64 0.44-0.94  0.64 0.49-0.85  

 Intervention   10 vs. 0-9 1.05 0.74-1.50  1.05 0.71-1.56  

Group   walking duration   0.036   0.017 

control 1 _  1 _  

  intervention 0.71 0.52-0.98  0.71 0.54-0.94  

 * SE: standard error 

 ** ARR: Risk ratio adjusted for distance from home to school, number of cars in 

household and parent travel mode. 

  

Conclusion 

Based on the model building process and results above, we found that partial 

proportional odds models were appropriate for walking frequency and duration for the 

Walk-to-School program. In addition, the within-cluster correlation should be taken 

into account when built models since this was a cluster randomized controlled trial. 

The ICC for walking frequency was 0.045 and for walking duration was 0.02 which 

implied that the within cluster variance was greater than the between cluster variance. 

Although the ICCs were small, if the clustering effect was not taken into account when 

conducting the analysis, this would reduce the P value and narrow the confidence 

interval, resulting in false significant findings and misleading conclusions [10]. In this 
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study, the P values for the effect of intervention on walking frequency and walking 

duration were reduced from 0.03 to 0.0045 and 0.036 to 0.017 when the clustering 

effect was not taken into account. 

 

Since the distributions of walking frequency and duration were neither Poisson nor 

Normal, count models (Poisson regression, negative binomial regression, zero-inflated 

Poisson regression and zero-inflated negative binomial regression) and linear 

regression models were not appropriate. A reasonable approach to deal with data that 

were not Normally distributed (even after transformation) was to group the data into 

categories and treat them as ordinal categorical data. 

 

However, standard ordinal logistic regression could not be adopted due to the 

proportional odds assumption not holding for some covariates.  

 

Comparing multinomial logistic regression models and partial proportional odds 

models for two main outcomes in Walk-to-School, we found that the results were quite 

similar, but the overall goodness-of-fit showed that the partial proportional odds model 

was preferred. In addition, partial proportional odds models were more parsimonious 

and the results were easier to interpret than those of the multinomial models due to 

fewer parameters.  
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Appendix 

The variables in the analysis dataset: 

SID   Student ID number 

sid   School ID number 

group  Intervention group       0=control 

              1=intervention 

swalkFb Baseline walking frequency (number of times in a week that a student      

walked to or from school) from student survey 0=0 

              1=1- 9 times / week 

              2=10 times / week 

swalkFf  Follow-up walking frequency from student survey 0=0 

               1=1- 9 times / week 

               2=10 times / week 

pdwalkf  Follow-up duration of walking per week from parent survey 

              1= ≤ 30 minutes 

              2= > 30 – 60 minutes 

              3= > 60 – 120 minutes 

              4= > 120 minutes 

gender  Student gender        0=boy 

              1=girl 

dis   Distance from home to school     1= < 1 km 

              2= ≥ 1 km 

sibling  Number of children in household    1=1 

              2=2 

              3= ≥ 3 

edu   Parent‟s education     1=primary / some high school 

            2=completed high school 

            3=technical certificate / diploma 

            4=university/other tertiary degree 

emp   Parent‟s employment status     1=employed full-time 

              2=employed part-time 

              3=other 

car   Number of cars in household     0=0 

              1=1 

              2= ≥ 2 

travelm  Parent travel mode       1=car 

              2=other 
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Stata code for modelling and model comparison: 

Stata code for count models comparison 

. countfit snwalkFf group dis car travelm, inf(dis car) noisily 

 

Stata code for proportional odds model 

. ologit snwalkFf dis, vce(cluster sid) or 

. brant 

. ologit snwalkFf car, vce(cluster sid) or 

. brant 

. ologit pdwalkf dis, vce(cluster sid) or 

. brant 

 

Stata code for multinomial model 

. xi: snwalkFf i.group i.dis i.car i.travelm, vce(cluster sid) rrr 

. estat ic 

. xi: pdwalkf i.group i.dis i.car i.travelm, baseoutcome(1) vce(cluster sid) rrr 

. estat ic 

 

Stata code with gologit2 

. xi: gologit2 snwalkFf i.group i.dis i.car i.travelm, autofit robust cluster(sid) or 

. estat ic 

. xi: gologit2 pdwalkf i.group i.dis i.car i.travelm, autofit robust cluster(sid) or 

. estat ic 

 

Stata code for estimating ICCs of walking frequency and duration of walking 

. loneway snwalkFf sid 

. loneway pdwalkf sid 
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PROJECT B 

Project Title 

Hormonal contraception and smoking as risk factors for grade II or III cervical 

intraepithelial neoplasia in women aged 30-44 years: a case-control study in New 

South Wales, Australia 

 

Location and dates 

Cancer Epidemiology Research Unit, Cancer Council NSW: 

August 2010-December 2010 

 

Context 

When I was seeking my second project for the work place portfolio, Professor Judy 

Simpson suggested I contact Professor Dianne O‟Connell at the Cancer Epidemiology 

Research Unit, Cancer Council NSW to see if suitable projects were available. After 

meeting and talking to Professor O‟Connell, the Cervical Health Study was chosen. 

Associate Professor Freddy Sitas and Professor O‟Connell are chief investigators on 

the Cervical Health Study which is a nested case-control study within the cohort of 

women captured by the New South Wales Pap Test Register. The objectives of my 

project focused on measuring the association between the use of hormonal 

contraception and smoking and the development of high grade (grade II or III) cervical 

intraepithelial neoplasia (CIN) in women aged 30-44 years.  

 

The statistical aspects of this project were performed under the supervision of 

Professor O‟Connell, Senior Epidemiologist and Manager, Cancer Epidemiology 

Research Unit. A/Professor Freddy Sitas, Director of the Cancer Research Division, 

Cancer Council NSW, A/Professor Karen Canfell at the Cancer Research Division, 

Cancer Council NSW, and Professor Emily Banks, at the National Centre for 

Epidemiology and Population Health, The Australian National University provided 

epidemiological and content advice. 
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Contribution of student 

From August to October 2010, I worked part time (2 days/week) at the Cancer Council 

NSW as a volunteer. I was involved in each step of the data analysis for this project, 

including defining cases and controls, merging different datasets, data cleaning and 

manipulation, creating an analysis dataset containing all the information necessary for 

the analysis, and conducting the statistical analysis. Also I conducted a literature 

review and drafted a manuscript for submission to a peer-reviewed journal. 

 

Statistical issues involved 

Since this is a case-control study, the major issues involved in this project were the 

definition of cases and controls, the creation of a variable reflecting the matching 

criteria, the definition of the exposure and confounding variables and the choice of 

analysis methods. As the controls were matched to cases on age group and date of Pap 

smear, conditional logistic regression was used.  
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Manuscript 

Hormonal contraception and smoking as risk factors for grade II or III cervical 

intraepithelial neoplasia in women aged 30-44 years: a case-control study in New 

South Wales, Australia 

 

Abstract 

Background: It has been recognised that human papillomavirus (HPV) infection is a 

necessary but not sufficient cause of cervical cancer. Hormonal 

contraception and smoking have been recognised as co-factors for the 

development of invasive and pre-invasive cervical cancer. Sexual 

behaviour and reproductive factors are also important co-factors for 

cervical cancer. In Australia, nearly half of women aged 35-49 years [1] 

are current hormonal contraceptive users and 25% of women aged 35-44 

years [2] are current smokers. However, the relationship between these 

exposures and pre-invasive cervical cancer is unclear, and the population 

impact of these combined factors on the development of pre-invasive 

cervical cancer for young women has not been studied locally. A 

case-control study was conducted to measure the association in women 

aged 30-44 years between the use of hormonal contraception and 

smoking and the development of cervical intraepithelial neoplasia (CIN) 

grade II/III which are the lesions that precede invasive cervical cancer.  

Methods:  A total of 3555 women, 716 incidence cases with CIN II/III from January 

2007 to February 2010, and 2839 controls without CIN II/III were 

selected from the NSW Pap Test Register (PTR). Cases and controls 

were matched by 5-year age band (30-34, 35-39, 40-44), and time (± 1 

month) of index test. Conditional logistic regression was used to estimate 

odds ratios and 95% confidence intervals.  

Results:  Women who were current users of hormonal contraception were at 

higher risk for CIN II/III than never users (adjusted OR=1.61, 95%CI 

1.02-2.53). Among current users of hormonal contraceptives the risk 
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increased with increasing duration of use. The adjusted OR was 1.72 

(95%CI 1.04-2.84) for women who were current-users with 10 to 14 

years of use; while the adjusted OR was 2.04 (95%CI 1.24-3.36) for 

women who were current-users with 15 years or more of use. Current 

smoking was also significantly associated with CIN II/III (adjusted 

OR=1.54, 95%CI 1.19-1.99). Among women who were current smokers 

the risk was higher for those who smoked five or more cigarettes per day. 

Other risk factors associated with CIN II/III were age at first sexual 

intercourse and number of sexual partners in the last five years. There 

was no significant association between parity and CIN II/III. 

Conclusions: Current hormonal contraceptive use and current smoking increase the 

risk of developing CIN II/III in women aged 30-44 years.  

 

Introduction 

Cervical cancer is one of the main causes of cancer mortality in women especially in 

those who do not have regular screening Pap smear tests. In Australia, as a result of the 

organised cervical screening program, the cervical cancer incidence rate of women 

aged 20 to 69 years decreased by approximately 50% from 1991 (the year the National 

Cervical Screening Program was introduced) to 2006 [3]. In New South Wales (NSW), 

Australia, the incidence rate of cervical cancer decreased by 25.1% and the mortality 

rate decreased by 21.6% between 1999 and 2008 [4]. However, despite screening there 

were still 739 new cases of cervical cancer in 2007 nationally [3], and in NSW, there 

were 248 new cases of cervical cancer and 101 deaths from cervical cancer in 2008 [4]. 

Also because of the high screening rate (58.1% biennial and 70% triennial) and high 

coverage in NSW, in 2005, there were 1106 women aged 30-34, 602 women aged 

35-39 and 366 women aged 40-44 with high grade intraepithelial abnormalities 

(including cervical intraepithelial neoplasia (CIN) grade II or III) [5].  

 

Current Australian cytology/histology conventions refer to CIN II/III as the lesions 

that precede invasive cancer. The risk of development of carcinoma in situ or worse 
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increases 4 fold in those with mild dysplasia (approximately equivalent to CIN I), 14.5 

fold in those with moderate dysplasia (~CIN II) and 46.5 fold in those with severe 

dysplasia (~CIN III) [6].
 
Although the human papillomavirus (HPV) has been 

recognised as the necessary cause of cervical cancer, only a small proportion of 

women who are infected with HPV develop cervical cancer [6], and other factors, such 

as hormonal contraceptive use, smoking, sexual behavior and reproductive factors are 

recognised as independent risk factors for the development of invasive cancer [7-22]. 

However, the relationship between these exposures and pre-invasive cervical cancer is 

unclear and some studies have provided conflicting results [23-26]. 

 

Moreover, the population impact of these factors on the development of pre-invasive 

cervical cancer for young women has not been studied locally. A case-control study 

was conducted in order to measure the association between the use of hormonal 

contraception and smoking and the development of CIN II/III in women of 

reproductive age and in whom the risk of these high grade lesions is high (i.e. those 

aged 30-44 years).  

 

Subjects and methods 

Setting 

This case-control study was nested within the cohort of approximately 1.6 million 

women in the NSW Pap Test register (PTR) [27]. The PTR was established in 1996 

and is a centralised database of NSW cytology results. It contains information on name, 

address, date of birth and cervical screening history of women who have had a Pap test, 

and each of their cytology and histology results.  

 

Subjects 

The study period was from January 2007 to February 2010. The initial cases were 

defined as women with an occurrence of CIN II/III during the study period. The date 

of the first abnormality was regarded as the date of entry into the study and this test 

was referred to as the index test. These cases were frequency-matched by 5-year age 
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band and date of Pap smear test to three “control” women who had three consecutive 

normal results. Controls were selected at random from the clients meeting these criteria, 

except that controls with the closest age and closest test request date were favoured. 

For control women, the date of the test which was used to match them to the 

corresponding case was referred to as the index test date. Women were eligible if they 

were aged 30 to 44 years when they entered the study. Women with hysterectomy or 

oophorectomy were excluded since the cervix is generally removed and so the risk of 

CIN II/III is negligible.  

 

Definition of cases and controls 

Incident cases of CIN II/III were women with a CIN II/III smear cytology index test 

that was confirmed by a histology test within 3 months after the index test. Cases with 

CIN II/III cytology or positive histology within 5 years prior to the index test were 

excluded since they were considered to be prevalent cases. 

 

Controls were women with a normal index smear cytology test and no CIN II/III 

cytology or histology test within 5 years prior to the index test.  

 

Matching 

Controls and cases were matched by 5-year age band (30-34, 35-39, 40-44) and time 

(± 1 month) of index test.  

 

Data collection and measurements 

The questionnaires and consent forms were mailed to women who were registered in 

the NSW PTR and were eligible for the study. A help line was established to help 

participants with queries about the study and consent and for assistance with 

questionnaire items. Non-respondents were followed up after two weeks by a repeat 

mailing.  
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The self-administered questionnaire sought information on demographic and relevant 

medical details, hormonal contraceptive use, history of smoking, alcohol consumption, 

reproductive and sexual history, use of hormone replacement therapy and cervical 

screening history. In addition, data from the Pap Test Register were used to ascertain 

previous frequencies of Pap tests and their results. This analysis particularly focused 

on the questions about hormonal contraceptive use, duration of hormonal contraceptive 

use, time since cessation of use of hormonal contraceptives and smoking status 

including duration of smoking and time since quitting smoking. Hormonal 

contraceptives included the combined pill, progesterone-only pill, injections, IUDs 

with hormones and implants. Current smokers were those who were smoking at the 

time of having the index Pap smear test or who had stopped smoking less than a year 

before the date of the index test. Parity was defined as the number of live births. Most 

of the questions used in the questionnaire have been used previously and validated in 

the UK Million Women Study [28].  

 

Not currently smoking, having children, and having ever used oral contraceptives have 

been found to be associated with increased attendance for cervical screening [29]. 

Therefore it is important to adjust for the number of smears when assessing the 

potential risk factors for cervical disease. In Australia, it is recommended that cervical 

screening is carried out every second year; women with a smear result suggesting a 

low grade cervical lesion or a possible low grade squamous intraepithelial lesion (LSIL) 

are recommended to have a repeat cytology test at 12 months after the index smear; 

those aged over 30 years without a history of negative cytology in the preceding two to 

three years and with a low grade cervical lesion or a possible LSIL smear result are 

recommended to have a repeat cytology test within 6 months [30]. Hence, women with 

equivocal smears may have more smear results over a relatively short period of time 

and an increased number of smear tests overall. In order to take this into account tests 

conducted up to 1.5 years prior to the index test in this study were not included in the 

number of prior Pap tests. That is, the number of Pap smear tests was counted for the 

period 1.5 to 5 years prior to the index text.  
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Statistical analyses 

All statistical analyses were performed using statistical software Stata 11. Odds ratios 

(ORs) and 95% confidence intervals (CIs) were estimated. Conditional logistic 

regression analysis with the matching variable based on age band (30-34, 35-39, 40-44) 

and time (± 1 month) of the index test was used to estimate ORs. 

 

Hormonal contraception and smoking factors were the main exposures of interest, 

while sexual behaviours, reproductive factors and number of smears were potential 

confounders. Multivariable analyses of the hormonal contraception variables and 

smoking variables were conducted separately. Each of the effects of hormonal 

contraception use, duration of hormonal contraception use, time since stopping 

hormonal contraception, smoking status, duration of smoking and time since quitting 

were adjusted for parity (nulliparous, ≥1), age at first sexual intercourse (>21, 19-20, 

17-18, <17 years), lifetime number of sexual partners (1-2, 3-5, 6-9, ≥10) or number of 

sexual partners in the last 5 years (0-1, 2, 3-5, ≥ 6) and number of Pap smears 1.5 to 5 

years prior to the index cytology test. Body mass index (BMI) and a history of sexually 

transmitted diseases were not included in the multivariable analyses because 

adjustment for these factors did not change the estimated odds ratio. Also the number 

of sexual partners and age at first sexual intercourse which were included in the model 

are strongly associated with sexually transmitted diseases [31-34]. 

 

Three conditional logistic regression models were fitted in this study. The first model 

did not include any confounders and provided an estimate of the (matched) crude OR; 

the second model included smoking status, parity, age at first sexual intercourse, 

lifetime number of sexual partners and number of Pap smears 1.5 to 5 years prior to the 

index cytology test as confounders; the third model included all these confounders and 

the number of sexual partners in the last 5 years instead of lifetime number of sexual 

partners. The models for hormonal contraceptive use included smoking status (never 

smoked, ex-smoker, current smoker) and those for smoking included hormonal 

contraceptive use (never used, ex-user, current user). Subjects with missing data for 
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any of the variables in the logistic regression models were excluded from the analysis 

[35]. The numbers of cases and controls included in the analysis ranged from 582 and 

2304 to 716 and 2839 respectively. 

 

Tests for trend for parity and for age at first sexual intercourse were performed by 

assigning an ordinal score (the median) to grouped values and then treating this score 

as continuous in the logistic regression models.  

 

Results 

A total of 12,202 consent forms and questionnaires were sent to potential cases and 

controls and 4349 consent forms and questionnaires were completed and returned. The 

overall response rate was 35.6%. The response rate for cases and controls were 38.4% 

(1371 out of 3567) and 34.5% (2978 out of 8635) respectively. Of these 4349 women, 

after excluding those who had any occurrence of a CIN II/III up to 5 years prior to 

entry into the study and those who had a hysterectomy or an oophorectomy, a total of 

3555 women comprising 716 cases and 2839 controls were included in this analysis.  

 

As shown in Table 1, the proportion of cases who were nulliparous (32%) was higher 

than for controls (22%); more cases had first sexual intercourse at 17-18 years of age 

(38%) than controls (33%); more cases had 10 or more lifetime sexual partners (36%) 

than controls (25%); cases also had more sexual partners in the last 5 years; and the 

median number of Pap smear tests for cases (1) was lower than that for controls (2). 

The mean age at the index test was not different in cases and controls as age was a 

matching variable. 

 

Overall, the proportion of cases who were current users of hormonal contraceptives 

was higher than that for controls; and cases were more likely to be current smokers 

than controls (Table 2).  
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Hormonal contraceptive use 

Table 3 shows the crude and adjusted odds ratios (ORs) for CIN II/III for each of the 

measures of hormonal contraceptive use from the three conditional logistic regression 

models. The results from model 2 and model 3 were quite consistent so the results 

from model 3 adjusting for the number of sexual partners in the last 5 years are 

discussed. 

 

There were no significant differences in the risk of developing CIN II/III for 

ever/never users of hormonal contraceptives (model 1 p=0.29, model 2 p=0.53 and 

model 3 p=0.30). However, women who were current users of hormonal contraceptives 

were at higher risk of CIN II/III than never users (adjusted OR =1.61, 95%CI 

1.02-2.53 from model 3) and previous users were at similar risk (adjusted OR=1.11, 

95%CI 0.71-1.72 from model 3).  

 

Risk of CIN II/III also varied with duration of hormonal contraceptive use. Among 

current users, the risk increased with increasing duration of use. From model 3, the 

odds ratio increased from 1.72 (95%CI 1.04-2.84) for current-users for 10-14 years to 

2.04 (95%CI 1.24-3.36) for current-users for 15 years or more. Time since stopping 

use of hormonal contraceptives was also significantly associated with CIN II/III 

(p=0.003). However this was due to current users having increased odds of CIN II/III 

(adjusted OR=1.63, 95%CI 1.03-2.57) compared with those who had never used them. 

While risk of CIN II/III appeared to decrease with increasing number of years since 

stopping use, the odds ratios for ex-users compared to never users were not statistically 

significantly different from unity. 

 

Smoking 

The associations of the different measures of smoking with CIN II/III were assessed 

through bivariable and multivariable conditional logistic regression models (Table 4). 

The ORs estimated from model 3 were quite similar to those from model 2 and those 

from model 3 are discussed. 
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Overall, current smokers were at higher risk of developing CIN II/III but there was no 

increased risk for ex-smokers. 

In multivariable analysis, the ORs estimated from model 3 indicated that women who 

were current smokers (adjusted OR=1.54, 95%CI 1.19-1.99), current smokers who 

smoked 5 cigarettes or more per day (adjusted OR=1.84, 95%CI 1.35-2.51) and 

current-smokers who had smoked for 10 or more years (adjusted OR=1.50, 95%CI 

1.13-1.99) were at higher risk for CIN II/III than those who never smoked.  

 

Possible effect modification 

There were no significant interactions between smoking and hormonal contraceptive 

use when interaction terms were added to the logistic regression models (model 2: 

p=0.62, model 3: p=0.87). 

 

Sexual and reproductive factors 

Parity was associated with risk of CIN II/III in the bivariable (unadjusted) analysis 

(Table 5). However, after adjustment for potential confounders, parity was no longer 

associated with CIN II/III and there were no significant trends (model 2: p=0.33, 

model 3: p=0.57).  

 

A trend of increasing risk of CIN II/III with decreasing age at “sexual debut” was 

found in the bivariable analysis (p=0.0001 for test of trend) and multivariable analysis 

(p=0.005 for test of trend in model 3). Women who were younger than 17 years at first 

sexual intercourse were at higher risk compared with those who were 21 years of age 

or over. After adjustment for lifetime number of sexual partners, age at first sexual 

intercourse was no longer associated with CIN II/III and there was no trend (p=0.50 

for test of trend). This is due to the number of lifetime sexual partners increasing with 

younger age at first sexual intercourse.  

 

Both lifetime number of sexual partners and number of sexual partners in the last 5 

years were significantly associated with CIN II/III (p<0.0001) and the risk of CIN 



Page 52 of 68 
 

II/III increased with the increasing number of sexual partners. Those with 3 or more 

partners in their lifetime and those who preferred not to answer were at higher risk of 

CIN II/III compared with those who had 1 or 2 partners. The odds ratio increased from 

2.28 (95%CI 1.64-3.18) for women who had 3-5 lifetime sexual partners to 3.14 for 

those who had 10 or more lifetime sexual partners. Those with 2 or more partners in 

the last 5 years and those who preferred not to answer were also at higher risk 

compared with those who had 0 to 1 partner. The odds ratio increased from 1.64 

(95%CI 1.20-2.25) for women who had 2 sexual partners in the last 5 years to 3.22 

(95%CI 2.21-4.69) for those who had 6 or more sexual partners in the last 5 years. 

 

Number of Pap smears 

The number of Pap smears 1.5 to 5 years prior to the index test was significantly 

associated with CIN II/III (p<0.0001). The estimated ORs were almost identical from 

the bivariable and multivariable analyses (Table 5). With one additional Pap smear test, 

the odds of CIN II/III was reduced by 32% (OR=0.68, 95%CI 0.62-0.75 from model 3) 

reflecting the protective effect of regular screening.  

 

Discussion 

Our results were generally consistent with existing evidence. After adjusting for sexual 

behaviour, parity and number of Pap smears, women who were current users of 

hormonal contraceptives were at higher risk for CIN II/III than never users. Among 

current users of hormonal contraceptives the risk increased with increasing duration of 

use. Current smoking was also significantly associated with CIN II/III. Among current 

smokers the risk increased with increasing number of cigarettes smoked per day.  

 

Previously some small studies found that oral contraceptive use was not a risk factor 

for CIN II/III and cervical cancer [23, 24]. A pooled analysis by the International 

Agency for Research on Cancer (IARC) of human papillomavirus (HPV) prevalence 

surveys found that oral contraceptive use was not associated with HPV prevalence, but 

rather might be involved in the transition from HPV infection to CIN [15]. 
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Numerous studies have shown that smoking is an independent risk factor for CIN II/III 

and invasive cervical cancer [7-13]. But one cohort study found that smoking is an 

independent risk factor for HPV infection but not for CIN II/III [25]. A case-control 

study in Costa Rica also found that smoking and self-reported history of sexually 

transmitted diseases were not associated with invasive cervical cancer and this may be 

due to the low prevalence of smoking in this population [26]. It has been suggested 

that smoking could increase the risk of CIN II/III by increasing the risk of acquiring a 

cervical HPV infection [10]. Therefore, careful consideration of the confounding effect 

of sexual behaviour which is strongly correlated with smoking is required. Our study 

did consider the confounding effects of sexual behaviour that has been recognised as a 

proxy for HPV infection and reproductive factors. Further study is required to measure 

the association between smoking, hormonal use and HPV infection. 

 

Our study also found that each of early age at first sexual intercourse and number of 

sexual partners was independently associated with CIN II/III. It has been recognised 

that sexual behaviour, including the number of sexual partners and age at first 

intercourse increased the risk of acquiring HPV infection [20, 22].  

 

Some studies have found that high parity is associated with an increased risk of 

cervical cancer and CIN II/III [17-19]. However in our analysis parity was not 

associated with CIN II/III after adjusting for age at first sexual intercourse and number 

of sexual partners. A possible explanation is that nulliparous women were more 

sexually active than those with children. In this study, the median number of lifetime 

sexual partners for nulliparous women was 3; while for women who had 3 or more 

children was 2. Similarly, the median number of sexual partners in the last 5 years was 

2 and 1 for nulliparous women and for women who had 3 or more children 

respectively.  

 

Selecting cases with a new occurrence of CIN II/III is a strength of this study. The 

inclusion of prevalent cases would lead to the identification of factors associated with 
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prolonged disease instead of factors associated with disease aetiology. Another strength 

is that histology tests were used to confirm the cytology test result to reduce the 

potential misclassification of CIN II/III. In order to minimise sampling bias the 

controls were selected from the same population as the cases. When the 

self-administrated questionnaires were sent to participants, they were not informed if 

they were considered to be a case or control for this study. We believe that this may 

have reduced the likelihood of recall bias. However, there may be some recall bias if 

women who were told by their doctors that the Pap test was abnormal searched their 

memories for possible causes more thoroughly than those with a normal result. 

 

In Australia, it is recommended that women aged 20-69 years have a Pap test every 

second year. The overall biennial screening rate was 58.1%, the triennial screening rate 

was about 70% and 0.93% women opted off the Pap Test Register in 2005 [5]. Hence 

the Pap Test Register provided an ideal and representative sampling frame for this 

study. Therefore, the results from this study could possibly be generalised to all NSW 

women and indeed to women in Australia. 

 

The main limitation of this study was the relatively low response rate (35.6%) with 

38.4% of cases and 34.5% of controls participating.     

 

In conclusion, in this case-control study, current use of hormonal contraceptives and 

current smoking increased the risk for CIN II/III. Among current users of hormonal 

contraceptives the risk increased with increasing duration of use. Among current 

smokers the risk increased with increasing number of cigarettes smoked per day. 

Therefore, from a public health perspective, for women who are current smokers 

quitting smoking will reduce their risk of developing CIN II/III. Current users of 

hormonal contraceptives should be advised to be diligent in having Pap smears in 

accordance with the national guidelines. 
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Tables 

 

Table 1 Characteristics of cases with CIN* II/III (high grade cervical lesions) and 

controls in NSW 

Variable 
Cases(N=716) 

n (%) 
Controls (N=2839) 

n (%) 

Age groups   

  30-34 305 (43) 1208 (43) 

  35-39 267 (37) 968 (34) 

  40-44 144 (20) 663 (23) 

Age mean, SD (years) 35.75, 3.96 35.98, 4.13 

Parity   

0 215 (32) 591 (22) 

1 130 (19) 500 (19) 

  2 205 (31) 974 (37) 

  ≥ 3 122 (18) 597 (22) 

Age at first sexual intercourse (years)   

  ≥ 21 84 (12) 519 (19) 

19-20  101 (15) 433 (16) 

  17-18  261 (38) 901 (33) 

< 17  238 (35) 860 (32) 

Lifetime no. sexual partners    

  1-2 78 (11) 793 (28) 

  3-5 150 (21) 592 (21) 

  6-9 138 (20) 430 (15) 

  ≥ 10 256 (36) 686 (25) 

 prefer not answer 84 (12) 305 (11) 

No. sexual partners in the last 5 years   

  0-1 399 (56) 2188 (77) 

  2 77 (11) 222 (8) 

  3-5 134 (19) 243 (9) 

  ≥ 6 72 (10) 108 (4) 

prefer not answer 30 (4) 60 (2) 

 Median Median 

No. Pap smears 1.5 to 5 years prior to 
index test 1 2 

 

* CIN: cervical intraepithelial neoplasia 

Note: The numbers of cases and controls were not always 716 and 2839 respectively due to 

missing values for some variables: the lowest were 672 and 2662 for parity.  
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Table 2 Hormonal contraceptive use and smoking behaviour of cases with CIN* 

       II/III (high grade cervical lesions) and controls in NSW 

Variable 
Cases(N=716) 

n (%) 
Controls (N=2839) 

n (%) 

Ever HC
**

     

   never used 38 (5) 180 (6) 

   ever used 678 (95) 2659 (94) 

HC using status   

   never used 38 (5) 180 (6) 

   ex-user  413 (58)  1858 (66) 

   current user 265 (37) 801 (28) 

Duration of using HC (years)   

never used 38 (5) 180 (6) 

ex-user < 10 198 (28) 964 (34) 

ex-user 10 - 14 125 (18) 575 (21) 

ex-user ≥ 15 83 (12) 300 (11) 

current-user < 10 49 (7) 218 (8) 

current-user 10 - 14 103 (15) 307 (11) 

current-user ≥ 15 110 (15) 264 (9) 

Time since stopping (years)   

never used 38 (6) 180 (7) 

≥ 10  103 (15) 496 (19) 

5 - 9 98 (15) 491 (19) 

1 - 4  162 (24) 638 (24) 
  current user 265 (40) 801 (31) 

Smoking status   

  never smoked 329 (47) 1619 (57) 

  ex-smoker  208 (29) 822 (29) 

  current smoker 169 (24)  381 (14) 

Number of cigarettes / day     

never smoked 329 (47) 1619 (57) 

ex-smoker < 5 98 (14) 385 (14) 

  ex-user ≥ 5 109 (15) 435 (15) 

current-smoker < 5 50 (7) 141 (5) 

  current-smoker ≥ 5 119 (17) 240 (9) 

Smoking duration (years)   

never smoked 329 (47) 1619 (57) 

ex-smoker < 10  98 (14) 409 (14) 

ex-smoker ≥ 10  110 (16) 410 (15) 

current-smoker < 10  22 (3) 47 (2) 

current-smoker ≥ 10  147 (21) 333 (12) 

Time since quitting (years)   

never smoked 329 (47) 1619 (58) 

≥ 10  67 (9) 309 (11) 

5-9  62 (9) 241 (9) 

1-4  75 (11) 255 (9) 

current smoker 169 (24) 381 (13) 

 

* CIN: cervical intraepithelial neoplasia 

**HC: hormonal contraceptives 

Note: The numbers of cases and controls were not always 716 and 2839 respectively due to 

missing values for some variables: the lowest were 666 and 2606 for time since stopping 

(years). 
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Table 3 Association between high grade cervical lesions (CIN* II/III) and hormonal  

       contraceptive use 

Variable OR1 95%CI AOR2 95%CI AOR3 95%CI 

Ever HC**       

never used 1  1  1  

ever used  1.21 0.84-1.74 1.15 0.74-1.78 1.26 0.81-1.94 

 P=0.29 n=3555 P=0.53 n=3135 P=0.30 n=3156 

HC using status       

never used 1  1  1  

ex-user 1.05 0.73-1.53 1.00 0.64-1.56 1.11 0.71-1.72 

current-user 1.59 1.08-2.33 1.50 0.95-2.37 1.61 1.02-2.53 

 P<0.0001 n=3555 P=0.0004 n=3135 P=0.0008 n=3156 

Duration of use (years)       

never used 1  1  1  

ex-user < 10 0.98 0.66-1.44 0.97 0.61-1.53 1.02 0.65-1.62 

ex-user 10 - 14 1.04 0.70-1.56 1.06 0.65-1.70 1.20 0.74-1.93 

ex-use r ≥ 15 1.29 0.84-1.99 1.11 0.66-1.84 1.35 0.81-2.25 

current-user < 10 1.05 0.65-1.69 0.98 0.56-1.72 1.00 0.58-1.76 

current-user 10 - 14 1.60 1.05-2.45 1.61 0.97-2.66 1.72 1.04-2.84 

current-user ≥ 15 1.96 1.29-2.98 1.85 1.13-3.05 2.04 1.24-3.36 

 P<0.0001 n=3514 P=0.0003 n=3100 P=0.0001 n=3122 

Time since stopping (years)       

never used 1  1  1  

≥ 10  1.00 0.66-1.52 0.87 0.53-1.42 0.97 0.60-1.59 

5 - 9 0.94 0.62-1.42 0.96 0.59-1.57 1.08 0.66-1.76 

1 - 4  1.22 0.82-1.81 1.19 0.74-1.90 1.34 0.84-2.14 

 current user 1.61 1.10-2.36 1.51 0.96-2.38 1.63 1.03-2.57 

 P=0.0001 n=3272 P=0.001 n=2886 P=0.003 n=2906 

OR: odds ratio  AOR: adjusted odds ratio 

CI: confidence interval 

* CIN: cervical intraepithelial neoplasia 

**HC: hormonal contraceptives 

1. Crude odds ratio 

2. Odds ratio adjusted for smoking status (never smoked, ex-smoker, current smoker), parity 

(nulliparous, ≥1), age at first sexual intercourse (≥21, 19-20, 17-18, <17), lifetime number of 

sexual partners (1-2, 3-5, 6-9, ≥10 ) and number of Pap smears in 1.5 to 5 years prior to 

index test. 

3. Odds ratio adjusted for smoking status (never smoked, ex-smoker, current smoker), parity 

(nulliparous, ≥1), age at first sexual intercourse (≥21, 19-20, 17-18, <17), number of sexual 

partners in last 5 years (0-1, 2, 3-5, ≥ 6) and number of Pap smears in 1.5 to 5 years prior to 

index test. 
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Table 4 Association between high grade cervical lesions (CIN* II/III) and smoking 

behaviour 

Variable OR1 95%CI AOR2 95%CI AOR3 95%CI 

Smoking status       

never smoked 1  1  1  

ex-smoker 1.25 1.03-1.52 0.97 0.77-1.21 1.08 0.87-1.35 

current smoker 2.18 1.75-2.72 1.56 1.21-2.02 1.54 1.19-1.99 

 P<0.0001 n=3528 P=0.0006 n=3135 P=0.004 n=3156 

Number of cigarettes /day         

never smoked 1  1  1  

ex-smoker < 5 1.26 0.98-1.63 0.95 0.72-1.26 1.05 0.79-1.39 

  ex-smoker ≥ 5 

 

1.32 1.04-1.66 1.07 0.82-1.40 1.18 0.90-1.54 

current-smoker < 5 1.61 1.13-2.31 1.05 0.70-1.57 1.01 0.67-1.53 

  current-smoker ≥ 5 2.53 1.94-3.30 1.84 1.35-2.49 1.84 1.35-2.51 

 P<0.0001 n=3525 P=0.002 n=3133 P=0.003 n=3153 

Duration (years)       

never smoked 1  1  1  

ex-smoker < 10  1.18 0.91-1.51 0.96 0.73-1.27 1.06 0.80-1.39 

ex-smoker ≥ 10  1.42 1.12-1.79 1.07 0.82-1.40 1.19 0.91-1.56 

current-smoker < 10  2.27 1.32-3.89 1.51 0.82-2.76 1.51 0.82-2.78 

current-smoker ≥ 10  2.15 1.69-2.74 1.51 1.14-2.00 1.50 1.13-1.99 

 P<0.0001 n=3524 P=0.03 n=3131 P=0.06 n=3152 

Time since quitting (years)       

never smoked 1  1  1  

≥ 10  1.09 0.81-1.47 0.90 0.65-1.24 0.99 0.72-1.37 

5-9  1.25 0.92-1.70 1.02 0.72-1.43 1.21 0.86-1.69 

1-4  1.45 1.09-1.94 1.02 0.74-1.41 1.10 0.79-1.52 

current smoker 2.18 1.75-2.72 1.57 1.21-2.03 1.54 1.19-2.00 

 P<0.0001 n=3507 P=0.004 n=3114 P=0.02 n=3135 

 

OR: odds ratio  AOR: adjusted odds ratio 

CI: confidence interval 

* CIN: cervical intraepithelial neoplasia 

1. Crude odds ratio 

2. Odds ratio adjusted for HC use (never used, ex-user, current user), parity (nulliparous, ≥1), 

age at first sexual intercourse (≥21, 19-20, 17-18, <17), lifetime number of sexual partners 

(1-2, 3-5, 6-9, ≥10 ) and number of Pap smears in 1.5 to 5 years prior to index test. 

3. Odds ratio adjusted for HC use (never used, ex-user, current user), parity (nulliparous, ≥1), 

age at first sexual intercourse (≥21, 19-20, 17-18, <17), number of sexual partners in last 5 

years (0-1, 2, 3-5, ≥ 6) and number of Pap smears in 1.5 to 5 years prior to index test. 
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Table 5 Association between high grade cervical lesions (CIN* II/III) and sexual 

behaviour and parity 

Variable OR1 95%CI AOR2 95%CI AOR3 95%CI 

Parity       

0 1  1  1  

1 0.76 0.59-0.99 0.93 0.70-1.23 1.04 0.78-1.39 

  2 0.61 0.48-0.77 0.83 0.64-1.08 0.95 0.73-1.25 

  ≥ 3 0.60 0.46-0.79 0.78 0.57-1.05 0.85 0.62-1.15 

 P=0.0001
#
 n=3334 P=0.33

#
 n=3135 P=0.57

#
 n=3156 

Age at first sexual intercourse 
(years) 

      

  ≥ 21  1  1  1  

19-20  1.45 1.06-2.00 1.15 0.80-1.66 1.42 0.99-2.03 

  17-18  1.86 1.42-2.45 1.26 0.91-1.74 1.75 1.28-2.38 

< 17  1.77 1.35-2.33 1.13 0.80-1.60 1.60 1.16-2.21 

 P<0.0001
#
 n=3397 P=0.50

#
 n=3135 P=0.005

#
 n=3156 

No. smears 1.5 to 5 years prior 
to index test 

0.69 0.63-0.75 0.69 0.62-0.76 0.68 0.62-0.75 

 P<0.0001 n=3555 P<0.0001 n=3135 P<0.0001 n=3156 

Lifetime no. sexual partners        

  1-2 1  1  _ _ 

  3-5 2.58 1.92-3.46 2.28 1.64-3.18 _ _ 

  6-9 3.28 2.42-4.44 2.97 2.10-4.21 _ _ 

  ≥ 10 3.75 2.85-4.94 3.14 2.24-4.40 _ _ 

 prefer not answer 2.69 1.92-3.77 2.30 1.52-3.46 _ _ 

 P<0.0001 n=3512 P<0.0001 n=3135 _ _ 

No. sexual partners in the last 5 
years       

  0-1 1  1  1  

  2 1.86 1.41-2.47 _ _ 1.64 1.20-2.25 

  3-5 2.99 2.35-3.81 _ _ 2.53 1.91-3.34 

  ≥ 6 3.68 2.66-5.10 _ _ 3.22 2.21-4.69 

prefer not answer 2.73 1.72-4.33 _ _ 2.30 1.20-4.41 

 P<0.0001 n=3533 _ _ P<0.0001 n=3156 

OR: odds ratio  AOR: adjusted odds ratio  CI: confidence interval 

* CIN: cervical intraepithelial neoplasia  # p value for test of trend  

1. Crude odds ratio 

2. Odds ratio adjusted for HC use (never used, ex-user, current user), smoking status (never smoked, ex-smoker, 

current smoker), parity (nulliparous,1, 2, ≥3), age at first sexual intercourse (≥21, 19-20, 17-18, <17), lifetime 

number of sexual partners (1-2, 3-5, 6-9, ≥10 ) and number Pap smears in 1.5 to 5 years prior to index test. 

3. Odds ratio adjusted for HC use (never used, ex-user, current user), smoking status 

(never smoked, ex-smoker, current smoker), parity (nulliparous, 1, 2, ≥3), age at first sexual intercourse (≥21, 

19-20, 17-18, <17), number of sexual partners in last 5 years (0-1, 2, 3-5, ≥ 6) and number Pap smears in 1.5 to 5 

years prior to index test. 
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Appendix 

Variables in analysis dataset 

cc  case or control                  0=control  

             1= case  

ehc  ever using hormonal contraception    0=never use 

                      1=ever use 

hcs   hormonal contraception using status  0=no 

                     1=current user 

                      2=ex-user 

dhc  duration of using hormonal contraception 0= never use 

            1= ex-user <10 years 

            2= ex-user 10-14 years 

            3= ex-user ≥5 years 

            4= current-user <10 years 

            5= current-user 10-14 years 

            6= current-user ≥5 years 

lasthc time since last using pill     0= never user    

            1= >10 years 

            2= 5-9 year 

            3= 1-4 years 

            4= current user  

smk  smoking status       0=never smoke 

            1= current smoker 

            2= ex-smoker 

nsmk number of cigarettes      0= never smoker 

1= ex-smoker <5/day 

            2= ex-smoker ≥5/day 

            3= current-smoker <5/day 

            4= current-smoker ≥5/day 

smkqt time since quitting      0= never smoker 

            1= ≥10 years 

            2= 5-9 years 

            3=1-4 years 

              4= current smoker 

dsmk duration of smoking      0= never smoker 

1= ex-smoker <10 years 

            2= ex-smoker ≥10 years 

            3= current-smoker <10 years 

            4= current-smoker ≥10 years  

sexp lifetime number of sexual partners   1=1-2 

            2=3-5 

            3=6-9 

            4= ≥10  

            5= prefer not to answer 



Page 67 of 68 
 

sexp5 number of sexual partners in the last 5 years 1=0-1 

2=2 

             3=3-5 

             4= ≥6 

             5= prefer not to answer  

sexage age at first sexual intercourse     1= ≥21 years 

             2=19-20 years 

             3= 17-18 years 

             4= <17 years     

parity number of children       0=nulliparous 

             1=1 

             2=2 

             3= ≥3 

parity2g  number of children 2 groups     0=nulliparous 

             1= ≥1 

nopap number of Pap smears 1.5-5 years prior to index test  

age  age at reference test 

bmi  body mass index    

std   sexually transmitted disease     0=no 

             1=yes 
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STATA code for data analysis 

Model 2: 

xi: clogit cc i.ehc i.smk i.parity2g i.agesex i.sexp nopap, group(matching) or 

xi: clogit cc i.hcs i.smk i.parity2g i.agesex i.sexp nopap, group(matching) or 

xi: clogit cc i.dhc i.smk i.parity2g i.agesex i.sexp nopap, group(matching) or 

xi: clogit cc i.lasthc i.smk i.parity2g i.agesex i.sexp nopap, group(matching) or 

xi: clogit cc i.smk i.hcs i.parity2g i.agesex i.sexp nopap, group(matching) or 

xi: clogit cc i.nsmk i.hcs i.parity2g i.agesex i.sexp nopap, group(matching) or 

xi: clogit cc i.dsmk i.hcs i.parity2g i.agesex i.sexp nopap, group(matching) or 

xi: clogit cc i.smkqt i.hcs i.parity2g i.agesex i.sexp nopap, group(matching) or 

xi: clogit cc i.smk i.hcs i.parity i.agesex i.sexp nopap, group(matching) or 

 

Model 3: 

xi: clogit cc i.ehc i.smk i.parity2g i.agesex i.sexp5 nopap, group(matching) or 

xi: clogit cc i.hcs i.smk i.parity2g i.agesex i.sexp5 nopap, group(matching) or 

xi: clogit cc i.dhc i.smk i.parity2g i.agesex i.sexp5 nopap, group(matching) or 

xi: clogit cc i.lasthc i.smk i.parity2g i.agesex i.sexp5 nopap, group(matching) or 

xi: clogit cc i.smk i.hcs i.parity2g i.agesex i.sexp5 nopap, group(matching) or 

xi: clogit cc i.nsmk i.hcs i.parity2g i.agesex i.sexp5 nopap, group(matching) or 

xi: clogit cc i.dsmk i.hcs i.parity2g i.agesex i.sexp5 nopap, group(matching) or 

xi: clogit cc i.smkqt i.hcs i.parity2g i.agesex i.sexp5 nopap, group(matching) or 

xi: clogit cc i.smk i.hcs i.parity i.agesex i.sexp5 nopap, group(matching) or 

 

 

 

 

 

 

 


