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Abstract

Wireless communication always attracts extensive rebeaterest, as it is a core part of
modern communication technology. During my PhD study, lenimcused on two research
areas of wireless communication: IEEE 802.11 network perémce analysis, and wireless
cooperative retransmission.

The first part of this thesis focuses on IEEE 802.11 networkopmance analysis. Since
IEEE 802.11 technology is the most popular wireless acaedmblogy, IEEE 802.11 net-

work performance analysis is always an important researed. aln this area, my work

includes the development of three analytical models foiousraspects of IEEE 802.11 net-
work performance analysis.

First, a two-dimensional Markov chain model is proposeddimalysing the performance of
IEEE 802.11e EDCA (Enhanced Distributed Channel Accessih Wis analytical model,

the saturated throughput is obtained. Compared with thstiegi analytical models of
EDCA, the proposed model includes more correct details o€EDand accordingly its

results are more accurate. This better accuracy is alsegioy the simulation study.

Second, another two-dimensional Markov chain model is @sed for analysing the coex-
istence performance of IEEE 802.11 DCF (Distributed Comtion Function) and IEEE
802.11e EDCA wireless devices. The saturated throughpoitteined with the proposed
analytical model. The simulation study verifies the proploesealytical model, and it shows
that the channel access priority of DCF is similar to thahefbest effort access category in
EDCA in the coexistence environment.

The final work in this area is a hierarchical Markov chain mddeinvestigating the impact
of data-rate switching on the performance of IEEE 802.11 DA&iEh this analytical model,



the saturated throughput can be obtained. The simulatimly sterifies the accuracy of the
model and shows the impact of the data-rate switching uniffereht network conditions.
A series of threshold values for the channel condition a$ agethe number of stations are
obtained to decide whether the data-rate switching shaukthve or not.

The second part of this thesis focuses on wireless cooperatiransmission. In this thesis,
two uncoordinated distributed wireless cooperative retmgsission strategies for single-hop
connection are presented. In the proposed strategiespeaocbrdinated cooperative neigh-
bour randomly decide whether it should transmit to help thenk delivery depending on

some pre-calculated optimal transmission probabilifieStrategy 1, the source only trans-
mits once in the first slot, and only the neighbours are i@ in the retransmission attempts
in the subsequent slots. In Strategy 2, both the source a&wleighbours participate in the
retransmission attempts. Both strategies are first arély#t@ a simple memoryless chan-
nel model, and the results show the superior performancaategy 2. With the elementary

results for the memoryless channel model, a more realistestate Markov fading channel

model is used to investigate the performance of Strategy@.simulation study verifies the

accuracy of our analysis and indicates the superior pedoo® of Strategy 2 compared with
the simple retransmission strategy and the traditionalltajo strategy.
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Chapter 1

Introduction

In the last decade, the telecommunication industry hasé&qeeriencing a revolution sparked
by modern wireless communication technologies. More ancenuigers are enjoying the
convenience of today’s wireless communication. In 2002jlastone event occurred when
the number of mobile telephone users in the world first exegdbat of traditional wired
telephone users [1]. The great success of modern wirelesmoaication also motivates
researchers to develop better wireless communicatioremsgst During my PhD study, |
have been working on two research areas of wireless comationc IEEE 802.11 network
performance analysis, and wireless cooperative retrassom.

1.1 Background: IEEE 802.11 Network Performance Anal-
ysis

In recent years, a widespread deployment of wireless hds gjdd-Fi spots) has been wit-
nessed, and it is predicted that this trend will continuénmrtear future. In [2], the authors
state that “Market estimates indicate that approximatebyrdillion Wi-Fi APs were sold
during the3™® quarter of 2004 alone and that the sales of Wi-Fi equipmelittuple by
2009” based on two online market reports [3, 4].

Among various wireless access technologies that have tssehfar the Wi-Fi networks, the

1



IEEE 802.11 access technology [5, 6] is widely considergti@snost popular Wi-Fi access
technology. In fact, the terms “802.11” and “Wi-Fi” are aftased interchangeably, due to
the dominant position of the IEEE 802.11 technology in theRiMgquipment market.

In addition to its extensive application in the Wi-Fi netisifor offering wireless Internet
service, the IEEE 802.11 technology has been widely usether @reas, such as wireless
sensor networks and wireless mesh networks. Also, the IEREL& network has been con-
sidered as an important part in the future 4G telecommupitatetwork, where customers
may use voice or even video communication over the IEEE 802etwork [7, 8]. The great
success of the IEEE 802.11 technology also motivates r&sex@r to devote themselves to
improving the performance of the existing IEEE 802.11 tetbgy [9-12].

Technically, the term “IEEE 802.11” should be referred toaaset of IEEE standards for
wireless local area network (WLAN), such as IEEE 802.114, [fEEEE 802.11b [14], IEEE
802.11g[15], and IEEE 802.11€ [16]. A core part of these IBBE 11 standards is the tech-
nical definition of its MAC (medium access control) layer @ss function. The fundamental
MAC layer access mechanism of the IEEE 802.11 technologydbk istributed Coordi-
nation Function). DCF is based on CSMA/CA (carrier sensdiplalaccess with collision
avoidance) backoff mechanism for channel access contidlgach station implements its
own backoff procedure for channel access in DCF. With DC&JBEE 802.11 technology
offers a simple distributed approach for sharing radio aean

However, DCF can only offer a best-effort channel accesgaerwhere all stations statis-
tically share the channel fairly. It cannot support QoS (guaf service) differentiation.
This shortcoming has attracted considerable researattiatieand it finally resulted in the
publication of QoS supported IEEE 802.11e standard [16DDB2 In IEEE 802.11e, EDCA
(Enhanced Distributed Channel Access) replaces DCF asitisiaimental MAC layer access
function in the IEEE 802.11 technology. In EDCA, stationsfgen backoff mechanism
with different parameters based on the category of trafey tarry, and stations carrying
higher priority traffic can have a better chance for chanoeéss.

The technical details of DCF and EDCA will be introduced abofes. First, the details
of CSMA/CA is introduced, as it is a fundamental access meishaused in both DCF
and EDCA,; Second, DCF and EDCA are briefly introduced; Thsaime subtle differences
between DCF and EDCA are introduced, because they will bigsadhin this thesis; Finally,



the data-rate switching in IEEE 802.11 is introduced, bsedater it will be analysed in this
thesis.

1.1.1 An Introduction to CSMA/CA

The CSMA/CA mechanism is the fundamental access mechanisime IEEE 802.11 tech-
nology. The detailed procedure of CSMA/CA can be descritssfdléows:

When a station is ready for a transmission, it must sensehhbenel as being idle for a
complete/ F'S (inter frame space) before it can start the next step. In #s® ¢hat the
channel becomes busy before the completion of an idle IFESsttion must wait through
another completéF'S after the channel returns to the idle state. As long as thie@stzannot
detect the channel as idle for a compléfes, it cannot start the next step. Once the station
finishes a complete idlIéF'S interval, it needs to complete a backoff procedure before it
can start a transmission. During the backoff procedurendiali backoff counter is drawn
randomly and uniformly from a contention window (CW)rande[@ CW]. The station
decreases its backoff counter by one after every idle time Hlthe channel becomes busy
during the backoff procedure because of transmissionictrom other stations transmits,
the station will suspend its backoff procedure and freeed#tkoff counter decrement until
the channel returns to the idle state. After the channelmstidle, the station must wait
through a complete idIéF'S before it may resume its routine backoff procedure. As long
as the channel does not remain idle for a complete IFS, th®rstkeeps suspending its
backoff procedure. Once the backoff counter is decreasedrm the station will start its
transmission.

If the transmission is successful, the receiving statidhreturn an acknowledgment (ACK)
frame after waiting through anothéf’S. If the transmission fails, the station will retransmit
the failed frame following the aforementioned backoff grdare. The value af' IV for each
transmission attempt may vary: for the first transmissioenapt, theC'lV value is assigned
to beCW,.;,,, and it will be doubled after every unsuccessful transrarssuntil it reaches
CWihae- ONce the station reaches the maximum retransmission Itmitll drop the frame.



1.1.2 An Introduction to IEEE 802.11 DCF and IEEE 802.11e ED®

DCF and EDCA are the fundamental access mechanisms in the 8BE.11 standard and
IEEE 802.11e standard respectively, and both of them aredbas the aforementioned
CSMA/CA. In DCF, all stations use an identical parametetirsg{including/ F'S size and
CW size), and they compete for channel access fairly in a bést eianner. On the con-
trary, stations in EDCA uses different parameter setting®@aling to the category of traffic
they carry. In EDCA, traffic is classified into four accessegairies (ACs), including voice,
video, best effort, and background. A distinct paramettimggis used by each AC, so that
AC based service differentiation can be implemented.

1.1.2.1 [F'S Differences between DCF and EDCA

In IEEE 802.11 DCF, every time a station starts or resumdsait&off procedure for a trans-
mission, it must sense the channel being idle fobdF'S (DCF [ F'S) or EIF'S (Extended

I F'S) duration depending on the result of the previous transorisen the radio channel. If
the previous transmission is a successful transmisgddik S is used, otherwis& [ F'S is
used.

The duration ofDI F'S is defined as
DIFS = SIFS + 2xtimeslot, (1.2)

HereSIF'S is the shortest 'S, andtimeslot is the duration of a time slot, and their values
depend on the specific physical layer access mechanismmusee lIEEE 802.11 network.

The duration of£’1 F'S is defined as
EIFS =SIFS + ACK + DIF'S, (1.2)

where ACK is the time for transmitting an ACK frame. AccidgntSIFS+ACK” is equal
to ACKTimeOut. It is the duration starting from the end of the last busy clehnand
ending at the time point where an ACK frame should have besgived. If no ACK frame
is received and the channel remains idle during 68K T"imeOut period, the transmission
Is considered unsuccessful.



Compared with the singl®/F'S used in DCF, four AC based!F'S (arbitration/F'S)
values are used in IEEE 802.11e EDCA, given by

AIFS = SIFS + AIFSN xtimeslot, (1.3)

whereAl F'SN isthe AC based!] F'S number. Accordingly, there are four AC basedF'S
values, sincé&/ [ F'S are defined as

EIFS = ACKTimeOut + AIF'S. (1.4)

In this thesis, the ternTF'S” is used as a generic term representing varibli$' values used
in both DCF and EDCA. In the case that it is necessary to spediether DCF or EDCA
is being used, two termd,F'Sp, and I F'Sy are used.lF'Sp represents thé /'S used in
DCF, and it can be eithdp F'S or E1F'S depending on whether the previous transmission
is successful or not. Also, the terik’ S represents théF'S used in EDCA, and it can be
eitherAIF'S or E1F S depending on whether the previous transmission is suedesgiot.

Table 1.1 presents a summary of the differences between DEERBCA inIF'S size [16,
Table 20df, p.49]. According to Table 1.1, when a stationtstar resumes a backoff proce-
dure, DCF, AC video and AC voice in EDCA wait the shortegtS duration, AC best effort
waits a longer 'S duration, and AC background waits the longeBtS duration.

Table 1.1:/F'S values in DCF and EDCA

Traffic category IFS

DCF DIFS=SIFS+ 2x timeslot
EDCA voice AIFS=SIFS+ 2x timeslot,
EDCA video AIFS=SIFS+ 2x timeslot

EDCA best effort | AIFS=SIFS+ 3x timeslot
EDCA background AIFS=SIFS+ 7x timeslot

1.1.2.2 CW Size Differences between DCF and EDCA

The differences between DCF and EDCAiM size are summarised in Table 1.2 [16, Table
20df, p.49]. As shown in Table 1.2, in the coexistence emvirent, DCF, EDCA AC best
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effort, and EDCA AC background use the safM@” size, while EDCA AC voice and EDCA
AC video use a smaller'IV size.

Table 1.2: CW sizes in DCF and EDCA

Traffic category CWoin CWnaz
DCF CWinin CWinaz
EDCA voice (CWhintD)I4-1 | (CW,int1)12-1
EDCA video (CWhintl)2-1 CWinin
EDCA best effort CWinin CWinaz
EDCA background CWoin CWnaz

According to Tables 1.1 and 1.2, EDCA AC voice and AC videoustitnave higher priority
to channel access over DCF, because of sméallérsize used by these ACs, while DCF has
higher priority over EDCA AC best effort and AC backgrounaaesel 'Sy, is smaller than
their I 'Sy values.

1.1.3 Other Subtle Differences between DCF and EDCA

In addition to the differences ihF'S value and”' W size, there are some other subtle differ-
ences between DCF and EDCA.

1.1.3.1 Backoff Counter Decrement Rule

Although in both DCF or EDCA, a station shall decrease itkb#acounter by one after
every idle time slot, some subtle differences exist betweir backoff decrement rules,
which is shown in Fig 1.1. To assist the demonstration, twe tesms are defined: QoS
station (QSTA) and non QoS station (non-QSTA). These raefestations using DCF and
stations using EDCA, respectively.

In DCF, every time a non-QSTA waits through a complete idi&5, and starts a new back-
off procedure or resumes a suspended backoff proceduresitsense the channel as being



idle for an extra time slot following théF'Sp, in order to decrease its backoff counter by one.
This means that a non-QSTA actually must sense the chanmaiag idle for a complete
(IFSp + timeslot) interval before it may decrease its backoff counter. In carson, a
QSTA in EDCA can decrease its backoff counter by one immebljidollowing a complete
idle I F'Sg interval, and the decrement is independent of the chanatlssin the immedi-
ately following time slot. Fig 1.1 illustrates this diffaree.

Assume that the initial
backoff counter is N

Busy IFSo

Busy
Channel N Imss

K Channel K

K-1

» Backoff counter
Backoff counter decrement

decrement

(a) The backoff counter decrement rule in DCF

Assume that the initial
backoff counter is N

Busy IFSe

Busy
Channel N-1 Imsz

K Channel K-1

K-2

» Backoff counter
Backoff counter decrement

decrement

(b) The backoff counter decrement rule in EDCA

Figure 1.1: The difference between the backoff counterataent rules in DCF and EDCA

This difference in the backoff counter decrement rules nictthe performance when the
number of contending stations in a WLAN (wireless local aneawork) system is large,
because the large number of contending stations can catggom’s backoff procedure be
frequently interrupted by any transmission activity frother stations. In that case, QSTAs
may obtain higher priority over non-QTSAs, because they atoneed to wait through the
extra time slot required for non-QSTAs and can decreaselihekoff counter more quickly
than non-QSTAs can.

In addition, a special case should be noted. That is, if a Q&TAnon-QSTA starts a new
backoff procedure with an initial backoff counter at zerottbof them can start a transmis-



sion immediately after completing their respectiveéSg or I F'Sp. Itis the only scenario in
which a non-QSTA does not need to wait through one extra tloteafter thel F'Sp,.

1.1.3.2 The Time Instant for Starting a Transmission when tle Backoff Counter Reaches

Zero

Subtle difference exists between non-QSTAs and QSTAS ofirtleeinstant to start a trans-
mission when the backoff counter reaches zero. This igiitesd in Fig 1.2.

1 0 Transmission

Backoff counter
decrement

(a) The time instant for starting a transmission in DCF

) Transmission

Backoff counter
decrement

(b) The time instant for starting a transmission in EDCA gecas

....... Busy Channel
Y IFSe

2 ‘ 1 0 Transmission

Backoff counter
decrement

(c) The time instant for starting a transmission in EDCA ecas

Figure 1.2: The difference between DCF and EDCA on the tirstaint for starting a trans-

mission when the backoff counter reaches zero.

As shown in Fig 1.2(a), a non-QSTA will start its transmissat the beginning of the time
slot in which its backoff counter is decreased to zero. Intiast, the transmission of a
QSTA will depend on the channel status in the time slot in Whts backoff counter is



decreased zero. If the channel is idle in that time slot, tBEAwill start a transmission
at the beginning of the immediately-following time slot,iligstrated in Fig 1.2(b). If the
channel is busy in that time slot, the QSTA will wait througlt@mplete/ F'Sg interval
after the channel returns idle and start its transmissiohetbeginning of the time slot
immediately following the completebF' Sk interval, as shown in Fig 1.2(c).

This difference may give non-QSTAs a slightly higher ptipover QSTAs because QSTAs
need to wait through an extra time slot in order to start astraasion. If channel becomes
busy in that time slot, the QSTAs must wait until the chane#lms to the idle state and
remains idle for arl F'S before they can start the transmission.

1.1.4 Data-rate Switching

Supporting multiple data rates for transmitting data frdrae been included in IEEE 802.11
standards. This is independent of whether DCF or EDCA is asethe MAC layer. For
example, four data rates are supported in IEEE 802.11batdndcluding 1M bps, 2 Mbps,
5.5 Mbps, and 11Mbps [14, p. 10].The general concept for supporting multipleadaites
is that a higher data rate is always preferred but a higher dé¢ requires a higher carrier
to noise ratio (CNR) on the radio channel so that the bit erat (BER) can remain at a
relatively low level. Therefore, when the channel qualgygood, a higher data rate is used
so that the bandwidth can be fully used. On the contrary, wheihannel quality is poor, a
lower data rate is used so that the low BER, and accordirtgdyflow frame error rate (FER),
can be guaranteed. However, there is no definition abouteteled data-rate switching
mechanism in IEEE 802.11 standards. The mechanism throbgih\a station switches its
data rate is left to the IEEE 802.11 product vendors.

1.2 Background: Wireless Cooperative Retransmission

Wireless multi-hop networks have been widely used in maeg@rsuch as wireless sensor
networks, wireless mesh networks, and vehicular ad hocar&s\17]. Due to its great ap-
plication potential, the wireless multi-hop network haghe research focus for more than
a decade. The concept of the wireless multi-hop networkas ttlaffic is transferred in a
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hop-by-hop manner: each relay hop receives the traffic frarmmacket from the previous
hop and then forwards it to the next hop. With this approalkh, dignal strength can re-
main at a satisfactory level along the entire multi-hop paeghinst the hostile character of
the radio channel (compared with the wired channel). Howekes approach has its own
shortcomings:

e lIts performance heavily depends on the selection of intops. An ideal interim hop
should have good radio channels with its preceding hop dsasétis proceeding hop.
However, the availability of such perfect interim hops catrime always guaranteed in
a practical wireless network.

e The network resource may not be fully used in the wirelessirhop network because
only one pre-determined interim node is involved in theficafansfer within a par-
ticular segment along the entire multi-hop path . For exampla two-hop segment,
only the node acting as the interim hop can forward the tr&dfihie next hop. While
other nodes may also have good or even better radio chatimeyscannot contribute
to the traffic delivery.

Recently, the research interest in the wireless cooperatmnmunication approach [18, 19]
has increased as it may overcome the aforementioned prshidéthe traditional wireless
multi-hop network. With the wireless cooperative commatimn approach, multiple for-
warders within each segment along the entire multi-hop padly contribute to help the
traffic delivery to the next hop. The idea of wireless coopeeacommunication is simi-
lar to MIMO (multiple-input and multiple-output) technay [20, 21]. MIMO technology
uses multiple antennas at the transmitter and the recaweicommunication quality can be
significantly improved due to the spatial diversity of theltiple-antenna system by using
space time coding technology [22—-25]. But different frora triginal MIMO ideas where
the multiple antennas are installed on a single transceiierterm “wireless cooperative
communication” is referred to as a wireless communicatisiesn where users share and
coordinate their resources to enhance the transmissidityquéhat is, the forwarders at
different locations in a wireless cooperative network actatennas” in the MIMO system.
Therefore, wireless cooperative communication can aehgesimilar spatial diversity gain
to that of MIMO system by using the multiple cooperative farders at different locations.
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Wireless cooperative retransmission is a key concept iel@ss cooperative communication.
Its basic idea is that the retransmission, if the first trassion from the source fails, is
handled by cooperative neighbours rather than the origmaice.

1.3 Motivations and Research Problems

1.3.1 |EEE 802.11 network performance analysis

Extensive attention has been attracted to developing tcallynodels of DCF and EDCA,
because an accurate analytical model can be a fundameségsidyanalysing and improving
their performance. However, there is still some room lefftufe to develop better analytical
models:

e Most of the existing studies on EDCA performance analysigeviieished before the
publication of the IEEE 802.11e standard, and accordirtggy wvere based on some
draft proposals of EDCA, which are not fully consistent witle EDCA details in the
IEEE 802.11e standard. This inconsistency may result iccimacy in their analytical
models.

e With the publication of the IEEE 802.11e standard, a pradifien of IEEE 802.11e
capable products is expected. Meanwhile, the traditidéBH 802.11 capable prod-
ucts will exist for a considerably long period. Thus, thessignificance for practice to
investigate the network performance under the coexistehtteEE 802.11 and IEEE
802.11e products. However, this problem has not attractedgh research attention,
as most of the existing studies focus on IEEE 802.11 and IHEEI8 e separately.

e Multiple data rates are defined in the IEEE 802.11 standarolweder, the specific
mechanism for data-rate switching is not defined in the stahdnd it is left for the
vendors. It also results in that the majority of the exissiggdies on the IEEE 802.11
network performance analysis ignore the data-rate switcim IEEE 802.11.

In this thesis, several models are presented for analybm@¢BEE 802.11 network perfor-
mance, which address the aforementioned inadequacy irxisteng studies.
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1.3.2 Wireless Cooperative Retransmission

The majority of existing works in the area of wireless co@pige retransmission tackle this
issue from physical layer perspective. That is, they focuthe use of some physical layer
technologies, such as space time coding technology, sdahgtcan fully use the spatial
diversity gain of wireless cooperative retransmissiorhaiit considering collision issue on
higher layers (such as MAC layer). That is, multiple simaétaus transmissions can improve
the transmission quality rather than mutually collide.

However, such a physical layer wireless cooperative retrégsion approach requires ad-
ditional equipments, such as MIMO transceivers supposimace time coding. It is more
feasible to develop wireless cooperative retransmisdiaegies from the MAC layer per-
spective. Such MAC layer oriented wireless cooperativeansimission strategies can be
implemented with simple and cheap equipments, such asitnaali IEEE 802.11 adaptors.

Plenty of existing studies consider wireless cooperattansmission from the MAC layer
perspective, and majority of them usea@mportunisticforwarding approach. Such an ap-
proach uses some local coordination mechanism to choossob&éorwarder from several
potential candidate nodes. Therefore, only one node isatldo transmit and the collision
event can be avoided. Such an approach may work well for tHe-hap scenarios, but it

may not be suitable for the single-hop scenarios which dre@inmon in the wireless coop-
erative networks. The local coordination mechanism magappomplex for the single-hop
scenarios and it may cause extra retransmission delay.

Compared with thepportunisticforwarding approach, the uncoordinated distributed wire-
less approach appears more suitable for the single-ho@sosn In such an approach, all
cooperative nodes may transmit and they do not agree on tieabfothem should be cho-
sen as the sole forwarder. Such an approach does not neeal adocdination system and
accordingly it may avoid the related retransmission delay.

Only limited existing studies consider the uncoordinatestiidbuted cooperative retransmis-
sion strategies. However, they ignore the collision issuagsuming the use of some physi-
cal layer technology, such as space time coding technologythis point, these studies are
still tackling wireless cooperative retransmission frdra physical layer perspective. In this
thesis, some uncoordinated distributed cooperativengtngssion strategic are presented, in
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which the collision issue on the MAC layer is carefully catesied.

1.4 Organisation of The thesis

The rest of this thesis is organised as follows.

e Chapter 2 reviews literature on the performance analyddG# and EDCA.

e Chapter 3 presents an analytical model of EDCA. A two-dinmra Markov chain
model is used to analyse the performance of EDCA under theatat traffic load.
Compared with the existing analytical models of EDCA, thegmsed model incorpo-
rates more features of EDCA into the analysis. Based on thgosed model, saturated
throughput of EDCA is analysed. Simulation study is perfedywhich demonstrates
that the proposed model has better accuracy than those litettagure.

e Chapter 4 presents an analytical model for the coexistehd@Cé and EDCA. A
three-dimensional Markov chain model is used to investitfa¢ coexistence of 802.11
DCF and 802.11e EDCA stations. The performance impact ddifferences between
802.11 DCF and 802.11e EDCA is carefully analysed. Baseti®proposed model,
the saturated throughput is analysed. Simulation studgriset] out to evaluate the
accuracy of the proposed model.

e Chapter 5 presents an analytical model of DCF using dageswaitching. A hierarchial
Markov chain model is used to analyse the performance of I&#EE11 DCF, consid-
ering a commonly used data rate switching mechanism. Iratiayysis, the switching
between multiple data rates may be triggered by eitherstoiis or transmission er-
rors. Simulation results are presented which verify theigaxy of the proposed model
and demonstrate the effect of the data rate switching mésinan

e Chapter 6 reviews literature on wireless cooperative mstrassion.

e Chapter 7 presents two uncoordinated distributed wiralesperative retransmission
strategies and analyses them in a memoryless channel nadial tavo-state Markov
fading channel model respectively. The numerical studythedsimulation study are
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carried out to evaluate the superior performance of theqeeg retransmission strate-
gies over the retransmission by the source or by one relay.

¢ Finally, Chapter 8 concludes this thesis.
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Chapter 2

Literature Review: |IEEE 802.11

Network Performance Analysis

The previous chapter has shown that DCF and EDCA use a ditgdimetwork management
mode: each station performs its own backoff procedure iadéently for channel access.
This distributed mode can significantly reduce the systempiexity, because there is no
need to set a powerful central controller in the system. Hewethis distributed mode
also results in difficulty regarding the performance analg$ DCF and EDCA, due to the
independence of each station. The introduction of AlFSediffice in EDCA especially
complicates the analysis. In DCF, all stations use an idehf?/ /'S and no station can
transmit within thel 'S, (that is, DIF'S or EIF'S) duration, and any interruption (that
is, the transmissions from other stations) to their bacgodtedure cannot occur within the
I F'Sp duration. On the contrary, in EDCA, stations use differeti®\values. Some stations
may finish their shortef 'Sk (that is, AIF'S or EIF'S) duration and transmit while other
stations still wait through their longéiF'Sg duration. Therefore, the backoff procedure of
some stations in EDCA may be interrupted during their longesz duration.
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2.1 Related Work about IEEE 802.11 Network Performance

Analysis

Extensive work has been undertaken to analyse DCF and ED@#aely [26—45]. The
majority of these existing studies use Markov chain modebialyse the IEEE 802.11 net-
work performance, including those in [26—41]. In [26], Btainproposes a two-dimensional
multiple-layer Markov chain model for modelling the badkafocedure in DCF. Each layer
in the Markov chain model represents a backoff procedure todrssmission attempt, and
each state in a layer represents a specific backoff courltex wathe corresponding backoff
procedure. Based on the work in [26], many Markov chain baselytical models have
developed for EDCA [27—-41]. The effect of using differeht /’'Ss andC'W sizes are anal-
ysed in those models for EDCA, but some limitations exist agiihem, which leaves room
for us to develop a better model to achieve more accuratgtaalresults.

In [27-33], some Markov chain models are developed basedatirt [26]. Different contri-
butions are made to develop these Markov chain models sthiéatan be used for EDCA
performance analysis, such as the zone specific transmigsdbability analysis presented
in [27, 28], which considers the effect of using differeht/'Ss, the delay analysis in [30],
and the Z-transform approach in [31].The zone specific tras&on probability analysis
presented in [27, 28] should empathized, as it is widely use¢kde models proposed in this
thesis. As aforementioned in Chapter 1, stations usingréifit AIFS values will start or
resume their backoff procedure at different time slotsrdfte busy channel. Therefore, the
time slots after the busy channel can be classified intoréifittzones, where different set of
stations may transmit. A common problem exists among th& wd27-33]: the possibility
that a station’s backoff procedure may be interrupted byriresmissions from other stations
is ignored or not clearly analysed in their Markov chain niedés will be shown later in
our analysis in Chapter 4, this will have a significant impatthe accuracy of the Markov
chain model.

Compared with those in [27-33], the models presented indB8jeonsider the above back-
off interruption possibility. In [34, 35], the backoff im@iption possibility is considered by
adding a transition for each backoff state, and this tramrsi$tarts and ends in the same
state. This represents that the possible backoff intdomph the corresponding backoff
stage. In [36], the backoff interruption possibility is sisered by using some extra states
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in addition to each backoff state to represent this possibowever, some potential flaws
may exist, which results in the effect of using differeht/'Ss not being correctly analysed.
First, the self-transition in [34, 35] will cause inaccurabecause this self-transition does
not consider the difference between the backoff decremmtegdures in the backoff inter-
ruption scenario and in the normal backoff scenario. Whetatzos's backoff procedure is
interrupted by the transmissions from other stations, gtaion must wait through a com-
plete idle/ F'S before it can decrease its backoff counter. On the contmarthe normal
backoff scenario, a station only needs to wait an idle tiroeislorder to decrease its backoff
counter. Such scenario specific difference will result ia dhifferent probabilities whether
the station can decrease its backoff counter or not. In thkdfinterruption scenario, such
a probability is the probability that no other stations sianit during a complete IFS. In the
normal backoff scenario, it is the probability that no otkttions transmit in one time slot
only. However, this difference is not considered in [34, 85]}they use the same probability
for both scenarios. Second, it is considered in [36] thastaliions using differentl/ F'S's
may transmit in any time slot after the busy channel, butehgame stations using larger IFS
cannot transmit in some time slot because they are stilingaibhrough their 'S duration.

Finally, some Markov chain models consider both the effédiackoff interruption possi-
bility and the effect of using differenti/F'Ss [37-41]. In [37-40], a three-dimensional
Markov chain model is used for the lower priority traffic flowtkva larger IFS, where the
third dimension is a stochastic process representing tb&ipe backoff interruption. In [41],
an extra stochastic process is used in its three-dimerdar&ov chain model to represent
the number of time slots that have been passed since the enttasfsmission. The three-
dimensional Markov chain models used in [37—41] have sonra atates representing the
possible backoff interruption, and the effect of usingeliéint A/ F'Ss is considered when
analysing the transition probabilities among those statésvever, some limitations exist
among them in addition to a complex Markov chain architectweing used. Firstly, it is
assumed in [37, 41] that a station will keep retransmittingluhe frame has been success-
fully transmitted. The possibility that the frame may bepjyed after reaching the maximum
retransmission limit is not considered. Secondly, the divoensional Markov models for
high-priority traffic flow in [37, 38] do not consider the pdsifity that the backoff procedure
of a station with high-priority traffic flow may also be intapted by transmissions from
other stations. Thirdly, a problem exists for defining thensition probabilities between
different backoff stages in the Markov chain model in [41haTis, a station will obtain a
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random initial value among the ranfe CV] for its backoff counter when it starts a new
backoff procedure, and the probability that it obtains a#mevalue within this range should
be#ﬂ. However, this probability is considered to be 1 in [41]. &y, an approximation
has been made in [39, 40] to simplify the analysis on the AlFf@reénce, and it will cause
inaccurate results as shown in later chapter. The Markoinahadels in [39, 40] cannot
accurately trace the zone specific difference defined in2&J7for each idle time slot after
the busy channel. Therefore it has been approximated id{B%hat such idle time slots are

located at the same zone where all other stations may transmi

The use of Markov chain model has the advantage that a weilipded Markov chain can
easily model and fully capture the complexity of the backmibcedure. However, using
Markov chain models results in a complex non-linear equasigstem. It is hard to obtain
the closed-form solution of the equation system, and thatsojus can be numerically solved
only.

Comparatively, some researchers try to analyse DCF or ED{fiAannon-Markov approach
(that is, they do not use the Markov chain models to model #ekdff procedure of sta-
tions), and its advantage is that a simpler equation systemven a closed-form solution
may be obtained. In [42], Venkategh al. propose a so-called fixed-point approach for
analysing DCF and EDCA separately, and this approach cagrgiena much simpler non-
linear equation system. The results from this approach arg elose to those from the
Markov chain approaches. In [43,44], the authors obtainoaed-form solution for the
saturated throughput for EDCA, using elementary probgbiieory directly. The disad-
vantage of the non-Markov approach is that it is difficult atiyf capture the complexity of
the backoff procedure. For example, the backoff interauppossibility is not considered
in [42—-44]. Additionally, the work in [45] should be menties. A Markov chain model is
used in [45] to model the number of stations at different b#cstages, compared with all
the aforementioned Markov chain models that model the Hapkocedure. Like the work
in [42—-44], it can significantly simplify the analysis buthias to ignore some details of the
backoff procedure, such as the possibility of backoff intption.

Furthermore, it should be noted that the coexistence of D@FEDCA has not been well
considered among the existing studies in this area. In [46,3bme detailed differences
between DCF and EDCA are discussed, and the simulation @riexental results about
the coexistence of DCF and EDCA are demonstrated, but agtax@imodel has not been
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presented. In [48], an analytical model is proposed to aeallie coexistence of DCF and
EDCA with elementary probability theory (that is, no Markadvain model is used). How-
ever, only twoA/l F'S values of EDCA are considered in [48] for simplicity of argily that

is, AIFS = SIFS + 2 x timeslot and AIFS = SIFS + 3 x timeslot. However, as
mentioned in Table 1.1 in the previous chapter, the thifd"S value exists in EDCA, that
is, AIF'S = SIFS + 7 x timeslot for background traffic. The analysis in [48] cannot be
easily modified to include thid F'S value.

Finally, it should be noted that most of the aforementioneadtimg studies do not use the
accurate EDCA parameter setting defined in the IEEE 802.fdredard. This could be
caused by the fact that most of them were finished before tlad¢ punblication of IEEE
802.11e standard.

Additionally, there is a lack of analytical work to invesig the impact of data-rate switching
mechanism on the IEEE 802.11 network performance. Therafemgoned studies consider
a single data rate only. Some studies investigate the ingfatiultiple data rates on the

performance of the IEEE 802.11 networks, such as those #bjl9 However these existing

studies only consider the situation that each station udeed data rate. The possibil-

ity that stations can switch their data rates dynamicallyubiyng some data-rate switching
mechanism is not considered in [49-54]. Most researchtaiteabout the data-rate switch-
ing mechanism in the IEEE 802.11 networks focus on propognigus data-rate switching

mechanisms, such as those in [55-62]. The performance s freposed data-rate switch-
ing mechanisms is evaluated using simulations or expetsranty, and an analytical model

is lacking. Such a lack of analytical work in this area may tiglautable to the fact that no

data-rate switching mechanism is defined in the IEEE 802dridards. Since most existing
IEEE 802.11 products can support multiple data rates anteimgmt some kind of data-rate
switching mechanism, it is practice of significance to iniggge the impact of the data-rate
switching mechanism.
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2.2 Most Recent Work on IEEE 802.11 Network Perfor-

mance Analysis

Since the completion of my analytical work on IEEE 802.1wwek performance analysis
in early 2007, which has been published in [63-67], a comallle amount of studies have
been published in the same area, such as those in [68—80]JaWearitluded these studies in
the literature review for completeness.

Compared with the previous studies that usually only carssiinple analytical scenarios
with saturated traffic load and single-hop connection, th@nity of these most recent stud-
ies focus on more complex analytical scenarios. In [68, 68#,performance of the IEEE
802.11 networks for video traffic transmission is analydad70], the authors consider the
performance of the IEEE 802.11 networks under TCP (trarsamscontrol protocol) proto-
col. In [71], the impact of multiple data rates is analysedlHEE 802.11 DCF, all stations
contend for the channel access fairly, despite that statieimg a lower data rate may occupy
the channel for a longer time once they obtain the channe&sacclherefore, such channel
access fairness for stations using different data ratesresat in a negative impact on the
system capacity. In [71], the authors propose that statiesmg) a higher data rate should use
an optimal set of MAC layer parameters so that they have aehighority for the channel
access to achieve a larger system capacity. In [72], a Matkain model is proposed for
analysing the performance of IEEE 802.11 DCF under a Poisatiit load. In [73—-80], the
performance of the multi-hop IEEE 802.11 networks are a®aly Such an analysis appears
significantly interesting and challenging compared witdt flor the single-hop scenarios. In
the multi-hop scenarios, each hop along the multi-hop pethives the traffic passed by its
preceding hops, and it will relay the traffic to its proceepops. Therefore, the traffic load
on each hop is mutually related. Such relationships adéedmplexity to the analysis.
In [73], the traffic patterns of a multi-hop path is investggh The authors observes that
only the first few hops along the multi-hop path have larg#itrgueues, while the traffic
queues in the last few hops are very small. In [74, 75], theebbcapacity of a multi-hop
path is analysed. In [76], the performance of EDCA on a nhuip- wireless vehicular ad
hoc network is investigated. In [77], the impact of the traffiending rate at the source node
along a multi-hop path is analysed. The authors observéghbasending rate should be
adjusted appropriately to achieve the maximum end-to-Jeralighput. In [78, 79], the fair-
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ness issue among hops along a multi-hop path is studiedclif leap can fairly occupy the
channel, the performance of the multi-hop path can be maeithiHowever, to achieve such
a fairness is not easy if each hop uses a contention basedetfzmeess mechanism, such as
DCF or EDCA. In [80], the authors propose some optimal sgfiom the contention window
(CW) size in order to maximise the performance of a multi-pagh under TCP protocol.

It should be mentioned that usually some simplificationstrbesmade for the analysis on
these more complex scenarios, otherwise the analysis waylappear significantly difficult.

For example, the analysis in [72] has been considerablylgiatpwith a so-called system

approximation technique [81]. This system approximatechhique may approximate the
system as a versatile queueing model which is easier to Ihgsada

2.3 Summary

In this chapter, a literature review about IEEE 802.11 nétwzerformance analysis has
been performed. Some previous publications in this area baen discussed. It can be
summarised as follows:

1. The existing analytical models for IEEE 802.11 EDCA calhls¢ improved.
2. There is a lack of analytical models for the coexistend@©F and EDCA.

3. There is a lack of analytical models to investigate thégoerance of the IEEE 802.11
network with data-rate switching.
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Chapter 3

Saturated Throughput Analysis of EDCA

In this chapter, an analytical model is proposed for ingeding the performance of EDCA.

Compared with the existing work mentioned in the previowsptér, the proposed analytical
model includes more details of EDCA. Consequently, its il results are more accurate
than those ignoring these detalils.

This chapter uses the following structure: in Section 3etails of EDCA are introduced, and
these details are considered in the proposed analyticatinadgection 3.2, the fundamental
two-dimensional Markov chain model is proposed; in Sec8@) the saturated throughput
performance is analysed based on the proposed Markov chadelmin Section 3.4, the
simulation study is performed,; finally, this chapter is suanised in Section 3.5.

3.1 Details of EDCA Considered in the Proposed Analyti-

cal Model

To investigate the performance of EDCA, an accurate amalytnodel is necessary. In
addition to the effect of using differert'1V sizes that has been well investigated in the
existing studies mentioned in the previous chapter, sotmer ainportant factors should be
carefully considered for an accurate analysis of EDCA perémce:
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Firstly, the effect of using differerd/ /'S's should be carefully considered. Fig 3.1 indicates
that AC A stations with a smallefF'S[A] may begin their backoff procedure and transmit
after I 'S[A], while AC B stations with a largef F'S[B] are still in the backoff suspension
procedure and can not transmit. WhefiS|B| is completed, both sets of stations can begin
their backoff procedure and transmit. Therefore the tinéopefrom the end of the busy
channel can be classified into different intervals, refittceas contention zones in this chap-
ter, depending on the different transmission probabditiedifferent sets of stations in each
zone caused by the use of differehi F'S's.

Secondly, the possibility of backoff suspension shouldrmdyesed. As mentioned earlier in
the previous chapter, before the start of a new backoff phaeg as well as every time the
channel becomes busy during the backoff procedure, thierstatay experience a backoff
suspension procedure. The occurrence of backoff suspedsmends on the channel status,
which is affected by the activities of other stations. Mm@ while a station is in the
backoff suspension procedure, the transmission actroty bther stations may occur before
the station waits through an idlegF'S. In this case the station must wait through another
complete idlel F'S after the channel returns to the idle state. Therefore theteduration

of each backoff suspension procedure is uncertain sinceatfected by the transmission
activity from other stations. It is obvious that the occuae and the duration of the backoff
suspension procedure can affect the performance of EDCA.

Moreover, some other details of EDCA are also consideretddptoposed analytical model:

¢ In the case that a collision happens, colliding stationat (g stations involved in the
collision) will wait through anAC' K timeout duration to detect the collision, and then
they will wait an AI F'S before starting another backoff procedure. According &]),[8
the sum of theAC' K timeout duration and amAIF'S is equal to anEIFS. Non-
colliding stations (that is, stations not involved in thdlismn) also wait anE[F'S
after a collision [6, clause 9.2.5.2, pp.77-79]. Fig 3.-epicts this situation. There-
fore, all stations wait amd/ F'S from the end of the busy channel after a successful
transmission, and wait afR/ F'S (or an equivalentlyAl F'S + AC'K timeout) from
the end of the busy channel after a collision. As mentionewipusly (Chapter 1,
Section 1.1.2.1), we still use the termF S” to represent bott i/ F'S and EIF'S in
this chapter, when there is no need to specify their diffegen
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zone 1 has C time slots,
where C=AIFS [B]-AIFS[A]=EIFS[B]-EIFS[A].

zonel zone?2
EIFS[A] | | | | [ ] [----non-colliding priority A station
ACK timeout AIFS[A] | | | | | |- - - - colliding priority A station
collision
EIFS[B] | | | |- - - - non-colliding priority B station
ACK timeout AIFS[B] | | | [-~- - - colliding priority B station
(a) after a collision
zone 1 has C time slots,
where C=AIFS [B]-AIFS[A]=EIFS[B]-EIFS[A].
zonel zone?2
AFSAL [ ] T ---- priority A station
successful
transmission—|

AIFS[B] L - priorityB station

(b) after a successful transmission

Figure 3.1: The contention zone specific transmission idha
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e As mentioned previously (Chapter 1, Section 1.1.3.1), sostalecreases its backoff
counter by one at the beginning of a time slot during its b#ckmcedure. This
means whether the backoff counter is decreased or not depenithe channel status
in the previous time slot. This backoff counter decrememdependent of whether
the channel is busy or not in the current time slot. Furtheemnevery time the station
leaves a backoff suspension procedure after completing&nits non-zero backoff
counter will be decreased by one at the beginning of the inneedgl following time
slot, and this decrement is independent of the channekstathat time slot [16, clause
9.9.1.3, pp.81-83], [46].

e When the backoff counter is decreased to zero at the begrofim time slot, the
station will start its transmission at the beginning of tlextrtime slot, provided that
there is no transmission from other stations in the curriemé slot. Otherwise the
station will enter into a backoff suspension state to waibdlgh a complete idléF'S
and start its transmission at the beginning of the immelgiddowing time slot [16,
clause 9.9.1.3, pp.81-83], [46].

3.2 A Markov Chain Based Analytical Model

In this section, we present the proposed analytical mod&REA using Markov chain.
Firstly, the basic Markov chain models are proposed. Sdygptite transition probabili-
ties for the proposed Markov chain models are analysed,evthercontention zone specific
transmission probability caused by using differddtF'S's is analysed following the method
in [27]. Finally, a solution for the Markov chain models istaimed. The following assump-
tions are made in our analysis.

e Traffic load is saturated. That is, traffic is always backledjgt each station.

e Only two ACs are considered: AC A and AC B. AC A has higher ptyjothan AC B
andAIFS[A] < AIFS[B]. However, our analysis can be easily extended to include
more than two ACs.

e Each station carries traffic from one AC only. Thus a stati@y fine referred to as an
AC A station or an AC B station, depending on the AC of the teaffcarries.
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e Only one frame is transmitted in ea@hY O P (Transmission opportunity).

e A WLAN system with a fixed number of stations is considered um analysis. The
number of stations for AC A and AC B is denoted by andn g respectivelyn 4 and
np are known numbers.

e The transmission probability of a station in a generic tilo¢ is a constant, which is
determined by its AC only. This is an assumption widely addph the area [27,31—
36, 38]. The transmission probabilities of an AC A station @m AC B station in a
generic time slot are representedtyandrp respectively. The values of, andrp
are unknown and need to be solved. Here the term “genericdioterefers to as the
time slot following an idle/ F'S because it is not possible that a transmission occurs
within I F'S.

e The wireless channel is ideal. That is, there is no noise xtermal interference and
hidden station problems. Moreover, the channel is pesfessthchronised, and the
propagation delay can be ignored. That is, all stations oanddiately sense the
channel busy or idle, and they can perform their backoff @doce synchronously.
Unless otherwise specified, such ideal wireless channahgs#on is applied to all
Markov chain models for IEEE 802.11 network performancdyamapresented in this
thesis.

3.2.1 Two Discrete Time Two-dimensional Markov Chain Modes

3.2.1.1 The Basic Markov Chain Models

Fig 3.2 and Fig 3.3 illustrates two discrete time two-dimenal Markov chain models for
an AC A station and an AC B station respectively. Each Markioailc model represents
the channel contention procedure for a station of a speclficFor ease of illustration, we
use the symbol€” to representd/ F'S|B] — AIF'S|A]. There are two stochastic processes
within the Markov chain model. The first process, denotedu#), is used to model the
decrement of the backoff counter during the backoff procedfithe station. Here a special
value ofw(t) = —1 is used to represent the station’s own transmission, wincludes the
idle  F°S[A] immediately following the end of the busy channel as no framesmission is
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PrA(CWmasa) (1-Poa)

PrA(CWmasa-1) Poa

Pr_A(CWmax) Poa

Figure 3.2: The Markov chain model for AC A.

possible during this interval. The second process, dermted), is used to model the back-
off suspension procedure(t) = 0 indicates the station is in the normal backoff procedure
or is transmitting its own frame. When the station is in thelodf suspension procedure,
v(t) is non-zero and its value represents the number of idle tlote after the idle/ F'S[A]
following the end of the busy channel. Here we use a spediaé\av(t) = —1 to represent

a frame transmission from other stations, which also irefutthe idle/ /'S[A] immediately
following the end of the busy channel.

In both Markov chain models, statés0), 0 < r < CW,,.. — 1 represent an idle time slot

in the normal backoff procedure, whereepresents the value of the backoff counter. States
(r,—1),0 < r < CW, — 1 represent a transmission activity (that is, it may be either
a successful transmission from one station, or a collisarsed by multiple transmissions
from multiple stations) from other stations, which inclsdée idle/ F'S[A] following the

end of the busy channel, andrepresents the corresponding value of the backoff counter.
The special state-1, 0) is used to represent the station’s own transmission, winicldes

the idle/ F'S| A] following the end of the busy channel.

Another special state—1, —1) is used to represent a transmission activity from other sta-
tions, which occurs before the completion of the IFS immiadiyafollowing the end of the
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Figure 3.3: The Markov chain model for AC B.
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busy channel caused by the station’s own transmission. @aluthis state also include the
idle 1 F'S[A] following the end of the busy channel. This special statg erlists for AC B
stations, because the transmission activity from other Agtafions is possible before an AC
B station completes the idlef"S|B] immediately following its own transmission.

After leaving the staté—1, —1), an AC B station may traverse each staté, k), 1 < £k < C

if the channel remains idle. The statel, k), 1 < k£ < C represents an idle time slot in
the backoff suspension procedure, wheriadicates the number of idle time slots after the
idle 1 F"S[A] following the end of the last busy channel. If the channebibees busy due to
the transmission activity from other AC A stations before #tate(—1, C') is reached, the
station will move back to the state-1, —1). After reaching the state-1, C'), the station
will start a backoff procedure with a random initial backedfunter. Similarly, stateg:, —1)
and(r, k), 0 <r < CWyps — 1,1 < k < C are used to model the backoff suspension
procedure, which occurs when the normal backoff procedaslieen started. An AC B
station in statér, C'), 1 < r < CW,,..5 — 1 may transit to eithe¢r — 1,0) or (r — 1, —1),
depending on whether there is a transmission activity fridmerostations.

For an AC A station, since no transmission is possible dutied /"S[A] following the end
of the busy channel, the states (-1, -1), (-1,k), (r,-1), &rld, 0 < r < CWaea — 1,
1 < k < C do not exist for AC A stations.

The embedding points of the Markov chain models can be rneddtermined from the earlier
definition of the states. Fig 3.4 depicts an example of theesldimg points used in the
Markov chain models.

In this example, the channel turns busy because of a trasgmiactivity at time point.

After the busy status ends, the channel will remain idlel it 1 time slots following the
idle I F'S[A] have elapsed. The following time points, t+Hk,< k£ < C + 2, are located
in the time slot boundary, as shown in Fig 3.4. We describe A@4 AC B stations that
transmit during the transmission activity starting at tip@@nt ¢ as transmitting AC A and
AC B stations. Accordingly, we describe AC A and AC B statitimat do not transmit during
this transmission activity as non-transmitting AC A and AGttions. At time point A, all
transmitting AC A and AC B stations will enter the statel, 0), and all non-transmitting
AC A or AC B stations will suspend their backoff procedure amder the statér, —1),

where the value of is station-specific. At time point+ 1, following the completion of
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Figure 3.4: An example of the embedding points used in thpgsed model.

the idle / FS[A] from the end of the busy channel, all AC A stations start oumes their
backoff procedure. For AC A stations, they will start a newhkwdf procedure with a station-
specific random initial backoff counter As mentioned earlier in Section3.1 in this chapter,
a station will decrease its backoff counter by one at the drileoidle IFS. Therefore, all
AC A stations will enter the state- — 1,0) at time pointt + 1, and their backoff counter
will be decreased by one following each idle time slot. For BGtations, they will start
to traverse a series of statés1, k), (for transmitting AC B stations), ofr, k) (for non-
transmitting AC B stations)l < k£ < (' at time pointt + 1, and they will leave the state
(r,C) at time pointt + C' + 1 and enter the statg — 1,0) to begin or resume a normal
backoff procedure. Here— 1 also represents that their backoff counter is decreasedéy o
following the completion of the idlé /'S B] following the end of the busy channel. Then all
AC B stations can also decrease their backoff counter by olt@ing each idle time slot
by entering the corresponding state.

It should be noted that some special scenarios are not iedludthe aforementioned ex-
ample for ease of illustration. For example, non-transngtAC B stations may enter the
state(—1, —1) at time point t, or at least one station has decreased itoiamunter to zero
before the time point+ C + 1 is reached. They are explained more clearly in the following
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description for the one-step transition probabilities.

3.2.1.2 Transition probabilities for the Markov chain modd of AC A

The one-step transition probabilities for the Markov chaiodel in Fig 3.2 are explained in
the following. It should be noted that some unknown paramsetecludingP, .4, P4, and
Pr_A(r), are used here. They will be analysed later in Section 3.2.2.

1. When a specific AC A station finishes a transmission and tetegthe following idle
IF'S[A], the station will leave the corresponding stétel, 0) and move into the next
state to start a new backoff procedure with an initial baickotinter r at the beginning
of the immediately following time slot. As previously desb&d in Section 3.1, the
backoff counter will be decreased by one following the enthef/ /'S[A]. Therefore,
the backoff counter will be decreased:te- 1 as the station reaches the next state.
Moreover, the channel status at this moment decides thestagtin the Markov chain
model: the statér — 1, —1) (if the channel turns busy with a probability 6% ), or
the statgr — 1, 0) (if the channel remains idle with a probability bf- P, 4).

{PW—MW%W%ﬂMMW%
P{(r —1,0)[(~1,0)} = (1 — Poa)Pr_A(r),

wherePr_A(r) is the probability that the AC A station starts a new backoffogedure
with a random initial backoff counter. For the special case that the initial backoff

(3.1)

counter is zero, the station may start a transmission atagmbing of the immediately
following time slot, independent of the channel status ia time slot:

P{(—1,0)|(=1,0)} = Pr_A(0). (3.2)

2. If the station reaches the stdte0), it will reside in this state for an idle time slot.
Then the station will decrease its backoff counter by oneraade into the next state
at the beginning of the immediately following time slot. Tdeannel status at this
moment decides the next state: the state 1, —1) (if the channel becomes busy with
a probability ofl — P,.4) or the statgr — 1,0) (if the channel remains idle with a
probability of P,g.4).

{Pw=L—mmmbﬂ—amm 53
P{(r —1,0)[(r,0)} = Piiea-
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For the special case thatequals zero, a station will remain in the stéie0) for an
idle time slot and start the frame transmission at the beggof the immediately
following time slot with a probability oft

P{(=1,0)|(0,0)} = 1. (3.4)

3. If the station reaches the stéte—1), it will remain in this state until the idlé F'S[A]
following the end of the busy channel is completed. Then it décrease its backoff
counter by one and move into the next state at the beginnitigegaimmediately fol-
lowing time slot. The channel status at this moment decidesext state: the state
(r—1, —1)(if the channel becomes busy with a probability®f) or the statér—1,0)

(if the channel remains idle for a probability of- P, ,).

{ P{(r—1,-1)|(r, 1)} = Poa, (3.5)

P{(r—1,0)|(r,—=1)} =1 — Pya.
For the special case that r equals to zero, a station shglirsthe statg0, —1) until
the idle I F'S[A] following the end of the busy channel is completed, and tagast
will start a transmission at the beginning of the immediatellowing time slot with
a probability1:
P{(-1,0)[(0,-1)} = 1. (3.6)

3.2.1.3 Transition probabilities for the Markov chain mode of AC B

As for the Markov chain model in Fig 3.3, its one-step traosifprobabilities are slightly
different from those for the Markov chain model in Fig 3.2chese extra statds-1, —1),
(—1,k), (r,—1) and(r,k),0 < r < CWpap — 1,1 < k < C are used to represent the
C (thatis,AIFS[B] — AIFS[A]) idle time slots remaining in théF'S[B] and the possible
transmission activity from AC A stations during this time¢drval. The details of its one-
step transition probabilities are explained in the follogi Also, some unknown parameters,
including Py, Psp, P, and Pr_B(r), are used here. They will be analysed later in
Section 3.2.2.

1. When a specific AC B station finishes its frame transmisisiciuding the idle/ /' S[A]
following the end of the busy channel, it will leave the capending staté—1,0).
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The station still needs to complete thiédle time slots remaining in it6/'S[B] before
it can start a new backoff procedure. The station will moue ithhe next state at
the beginning of the immediately following time slot, ance tthannel status at this
moment decides the next state: the staté, —1) (if the channel becomes busy with
a probability of P,5), or the staté—1, 1) which represents that the first idle time slot
following the I F'S|A] can be elapsed (if the channel remains idle with a probgiloifit
1 — Psp).

{ P{(~1,-1)|(~1,0)} = P, -

P{(-1,1)|(=1,0)} =1 - Psp.

. If the station enters the state 1, —1), it will remain in this state until the idlé /' S[A]
following the end of the busy channel is completed. At theitb@gg of the imme-
diately following time slot, the station will move into theext state. If the channel
remains idle with a probability of — Pz, the station will move into the state-1, 1).

P{(-1,D[(-1,-1)} =1 - Pp. (3.8)

If the channel becomes busy with a probability/af;, the station will remain in the
state(—1, —1) to wait through the transmission activity from AC A stations

P{(~1,~1)|(~1, 1)} = P.p. (3.9)

. When the station moves into the stétel, k), 1 < k£ < C' — 1 and completes an idle
time slot, it will move into the next state at the beginnindted immediately following
time slot. If the channel becomes busy with a probability’gf, the station will move
back to the staté—1, —1) to wait through another transmission activity from AC A
stations.

P{(~1,-1)|(~1,k)} = Pp. (3.10)

If the channel remains idle with a probability bt P, 3, the station will move into the
next statg —1, &k + 1).

P{(-L,k+1|(-1,k)} =1— Psp. (3.11)

. When the AC B station moves into the statel, C'), it will wait through the final idle
time slot remaining in thé /'S[B] and start a new backoff procedure with an initial
backoff counter at the beginning of the immediately following time slot. Janto
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the Markov chain model in Fig 3.2, the station will decreas®ackoff counter by one
following the end of the F/S[B] and move into the next state at the beginning of the
immediately following time slot. If the channel becomesybusth a probability of
Pyg, the station will move into the state — 1, —1).

P{(r—1,-1)|(-1,C)} = Pr_B(r)Psg, (3.12)

wherePr_B(r) is the probability that the AC B station gets an initial baifkmunter
valuer. If the channel remains idle with a probability bf P, 3, the station will move
into the statgr — 1,0).

P{(r—1,0)|(-1,C)} = Pr_B(r)(1 — P;p). (3.13)

For the special case that r equals zero, the station witlataansmission immediately,
independent of the channel status,

P{(0, —1)|(~1,0)} = Pr_B(0). (3.14)

. If the station enters the state 0), it will remain in this state for an idle time slot,
decrease its backoff counter by one and move into the netet atahe beginning of
the immediately following time slot. If the channel beconbesy with a probability
of 1 — Pgep, it will move into the statér — 1, —1).

P{r—1,-1)|(r,0)} =1 — Pues. (3.15)

If the channel remains idle with a probability é%,.5, it will move into the state
(r-1,0).

P{(r—1,0)|(r,0)} = Pigen- (3.16)
For the special case thaequals zero, the station will remain in the stéig0) for an
idle time slot, and start a transmission at the beginnindnefitnmediately following
time slot with a probability off.

P{(—1,0)(0,0)} = 1. (3.17)

. If the station enters the state (r,-1),< r < CW,.z5-1, the one-step transition
probabilities between the state —1) and the state§, k), 1 < k < C' — 1 are similar
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to those between the statel, —1) and the state§-1,k),1 < k < C — 1:

P, DI(r, =1)} =1 = P,
P{(r, =1)|(r, =1)} = Psp, (3.18)
P{(r,k+1)[(r,k)} =1 = Py,

(

P{ Ty _1)|<T7 k)} = Psp.

7. When the station reaches the state”'), it will remain in this state for the final idle
time slot in thel F'S|B|, decrease its backoff counter by one, and move into the next
state at the beginning of the immediately following baclgi@it. If the channel be-
comes busy at this moment with a probability Bf;, the station will move into the
state(r — 1, —1).

P{(r—1,-1D|(r,C)} = Pyp. (3.19)

If the channel remains idle with a probability bf P, 5, the station will move into the
state(r — 1,0).
P{(r—=1,0)|(r,C)} =1 — Pyp. (3.20)

For the special case thaequals zero, the station will wait through an idle time stot i
the statg0, C') and start a transmission at the beginning of the immedifbywing
backoff slot with a probability of .

P{(~1,0)|(0,C)} = 1. (3.21)

3.2.1.4 System Equations

Let ba(-k) be the steady probability of state, k) in the Markov chain model in Fig 3.2.
The following system equations for this Markov chain modah dbe obtained due to the
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regularity of the Markov chain:

bA(CWrawa—1,0) = ba(=1,00PT-A(CWingza) (1 — Pya),
ba(CWoaea—1,-1) = ba1,0 PT-A(CWinaza) Poa,

bago) = ba—1,0Pr-A(r +1)(1 — Bya)
+bAr+1,0)Pidiea + bags1,-1)(1 — Pya),

(3.22)
for0 <r < CWpee — 1,
bA(r,—l) = bA(_lvo)PT_A(’f‘ + 1)PbA
+ba(r+1,0) (1 = Pigtea) + bag+1,-1)Foas
\ forl <r < CWpe — 2,
and
> bagy = 1. (3.23)

Since the stat€), —1) represents the transmission procedure of the station pttnespond-
ing steady probability 4, o) should be equal to its transmission probabitify

ba(-1,0) = Ta, (3.24)

wherer, is the unknown probability to be solved.
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Similarly, the system equations for the Markov chain modétig. 3.3 can be obtained.

(

and

_ bp(—1,00[1-(1=Pp)°]
T Pgpt+(1-Psp)Y

bp(-1,1) = (1 = Ps)(bp(-1,-1) + bB(-1,0)),
bp(-1,k) = (1 = Psp)bp(—1,5-1),
for2 <k <C,

bp(—1,-1

~

bB(CWraws_1,0) = UB(=1,0)PT-B(CWinaa)(1 — Pyp),
b __ bp(—1,0)Pr-B(CWyazB)PsB
B(CWmazp-1,—1) — Pt (1-P,5)C )

bB(r0) = bp(—1.0)Pr-B(r + 1)(1 — Pyp) (3.25)
+bpr+1,0)(1 = Pop) + b(r+1,0) PidieB:

bp(r—1) = [bp(-1,0)Pr-B(r + 1) Pyg + bppr41,0)Pos

+b50+1,0)(1 = Piaien)]/[Pss + (1 — Pyp)©],

for0 <r < CWin — 2,

bper1y) = (1 — Psg)bp@r,—1),
bk = (1 — Psp)b@rk—1),
for0 <r < CWyp —1land2 <k < C.

> bew = 1. (3.26)

bB(—LO) = 7B, (3.27)

whererg is the unknown probability to be solved.

3.2.2 Derivation of Key System Parameters

In this section, we analyse the unknown parameters in tmsitran probability equations
shown in the last section, includin@gca, Piaes,Pss, Poa, Py, Pr_A(r), and Pr_B(r).
This section is organised as follows. Firstly, a new Marklo&in model is used for analysing

the contention zone specific transmission probabilitfés.(,..(;) and P;,..onc(2)), Which re-

sults from the effect of using differemt/F'Ss. Secondly, using the new Markov chain
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Figure 3.5: Time slot distribution between two succesgi@agmissions in the system.

model, the AC specific average collision probabilitigsandpy are obtained. Also, the AC
specific probabilities that the channel remains idle in atsiot during the normal backoff
procedure P4 and P,y 5, are obtained. Thirdly, the transition probability thas thannel
becomes busy in a time slot within tiié'S[B], P,p, is obtained. Fourthly, the AC-specific
probabilities that the channel becomes busy after IB3,and Pz, are obtained. Finally,
the AC specific transition probabilitig3r_A(r) and Pr_B(r) are analysed by using another
new Markov chain model.

3.2.2.1 A Markov Chain Model for analysing the Effect of the Gntention Zone-specific

Transmission Probability

Fig 3.5 depicts the number of consecutive time slots betviersuccessive transmissions
in the WLAN system. In Fig 3.5, no station can transmit durthg first I F'S[A] time
interval from the end of the busy channel. During the timdssla the range of ], C]
after thel F'S[A], referred to as zong, AC A stations that have completed théif'S|[A]
may begin their backoff procedure and transmit, while ACaiehs are still waiting for the
completion of theid £'S[B] and cannot transmit. During the time slots in the rang€6f [,

r], referred to as zong, AC B stations also begin their backoff procedure and maystrat
by contending with AC A stations. Hereis bounded by\/, which is the maximum number
of possible consecutive time slots between two successimsrnissions in the WLAN:

M = min(CWaza; C + CWonaass)- (3.28)

From Fig 3.5, a new discrete time one-dimensional Markovrchaodel can be created,
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Figure 3.6: The Markov chain model for modeling the numbermfsecutive idle time slots

between two successive transmissions in the WLAN.

which is shown in Fig 3.6. The stochastic process in this Madhain model represents the
number of consecutive idle time slots between two successamsmissions in the WLAN.
The statgr) in the Markov chain model represents tieconsecutive idle time slot starting
from the end of the last transmission in the WLAN, which irt#s the idle/ F'S[A] follow-

ing the end of the busy channel. The transition events fatigwhe stateér),0 <r < C—1
represent the possible channel activity in zonand the transition events following the states
(r), C <r < M represent the possible channel activity in z@ne

The activity of this Markov chain is described by its onepstiansition probabilities in the
following.

1. In zonel, if the channel status becomes busy following the end of-thédle time
slot, the system will move from state (r) to state (0):

P{<O>|<T)} = Ptr:zone(l)afor 0<r<C- 1, (329)

whereP;,...nc(1) is the probability that at least one priority A station stdtte frame
transmission at the beginning of a time slot in zdangiven by

Ptr:zone(l) =1- (1 - TA)nA- (330)

2. If no transmission occurs, the system will move from stajeo state(r + 1) with a
probability of 1 — P;;..one(1):

P{r+1[(r)} =1 = Puoonen),for1 <r <C —1. (3.31)
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3. In zone2, both AC A stations and AC B stations begin their backoff gadwre and
may transmit. A transmission from either AC A or AC B stati@as cause the system
to return to the staté):

P{(O)KT)} = Ptr:zone(Z)afor C <r<M- 1, (332)

wherep,,...nc(2) IS the probability that at least one station starts the fraamesmission
in a time slot in zone&, given by

Ptr:z(me(2) =1- (1 - TA)nA(l - TB)nB- (333)

4. If no transmission occurs, the system will move from s{atdo state (r+1) with a
probability of 1 — P;;..one(2):

P{(r+ 1)|(r)} = 1 = Pyosonez, for C <r < M —1. (3.34)

5. When the system reaches the last stafe, a frame transmission will definitely occur
after the corresponding time slot. Thus the system willrreto the staté0) with a
probability of 1:

P{(0)|(M)} = 1. (3.35)

Using the above transition probability equations and tigelleeity of the Markov chain, the
relations between the steady probability for the Markov chain model can be obtained by

p

S(r4+1) = (]- - Ptr:zone(l))s(r)’
for 0 <r< C - ]-7

(3.36)
S(r+1) = (1 - Ptr:zone(2))8(r)7
forC<r<M-1,
and
M
ZS(T) =1. (337)
r=0
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Finally, the steady probability;,y can be solved as

( _ 1_(1_Ptr':zone(l))c+1
S = |

1_(1_Pt7‘:zone(2))]wic ] -1
Pt7‘:zo7Le(2) !

+ (1 - Ptr:zone(l))c+l(1 - Ptr:zone(Z))

Pt'r‘:zone(l)

S(r) = (1 - Ptr:zone(l))rs(o), for 1 <r< C,

L S(r) = (1 - Ptr:zone(Z))r_CS(O)(l - Ptr:zone(l))07 forC +1 <r <M.
(3.38)

3.2.2.2 pa,ps, Bigea, and Pigep,

For a specific station transmitting its frame, collision nwogur if one or more other sta-
tions start a transmission in the same time slot. The cooredipg collision probability is
determined by the composition of contending stations. ImeZg only AC A stations can
transmit and cause collisions. In zoReboth AC A stations and AC B stations can transmit
and collide with each other. Thus the collision probabifitly an AC A station should be
contention zone specific, which can be obtained by

:zone =1-(1- nA_la
Pasoncy = 1= (L= 7)™ (3.39)
PA:zone(2) = 1— (1 - TA)nA_ (1 - TB>nB7

For an AC A station in the backoff counter count-down procedii sees an “idle” time slot
when no other stations start a transmission in the same tohe2onsidering the contention
zone specific transmission probability, the contentiorezgpecific probability that an AC A
station sees an idle time slot can be obtained by

{ PidleA:zone(l) = (]- - TA)nA_lv

1DidleA:zone(2) = (1 - TA)nA_l(l - TB)nB'

(3.40)

Thus, the average collision probability for a specific AC At&in can be obtained as the sum
of the weighted contention zone specific collision prolhgbil

M
ba = Z S(r)PA:zone, (341)
r=1

wherep 4...ne, iS the contention zone specific collision probability in thetime slot. De-
pending on whether theé” time slot belongs to zonkor zone2, Pigie A:zone(1) OF Pidie A:zone(2)
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should be used fopa..onc,. S¢r) iS the steady probability of the state), which is obtained
from equation (3.38).

Similarly, the average probabili#,;. 4 that a specific AC A station in the backoff procedure
sees an idle time slot can be obtained by

M
F)idleA = Z S(T)lDidleA:zoneM (342)

r=1
where P,y 4..0ne, 1S the contention zone specific probability for an AC A stattbat the
channel is idle in thet" time slot. Depending on whether the slot belongs to zong or
zonez2, PidleA:zone(l) or PidleA:zone(Z) should be used fOPidleA:zoneT-

For a specific AC B station, all of its time slots are locatedane2, where all stations may
transmit. Thus its average collision probability can beginobtained by

pp=1—(1—74)"(1—75)"" ", (3.43)
and the average probability that a specific AC B station hadlarime slot can be expressed
as:

f)idleB = (1 — TA)nA(l — TB)nB_l. (344)
3.2.23 P

As described earlier in Section 3.1 in this chapter, a statispending its backoff procedure
may leave the backoff suspension procedure if the chann&ins idle for an AC specific
IFS interval from the end of the last busy channel. Any traissian from other stations
during this time interval can stop the station from leaving backoff suspension procedure.

An AC A station needs to wait through an idlé'S[A] from the end of the last busy channel
to leave the backoff suspension procedure. No transmissipossible during thé F'S[A]
interval. Thus an AC A station can remain in the backoff saspmn procedure for the dura-
tion of a single frame transmission only, and it will leave floe next state at the beginning
of the immediately following time slot.

An AC B station needs to wait through an idl€'S|B] from the end of the last busy channel
to leave the backoff suspension procedure. According ta3FBgthe C time slots in zone
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1 are part of thel F'S[B], where transmission from AC A stations is possible. Thus, th
probability PsB that the channel turns busy in a time slot in zdnter a specific AC B
station can be obtained by

Pig=1—(1—74)". (3.45)

3.2.2.4 Py, and Pyg

According to Fig 3.5, the time slot immediately followingeth/"S[A] is located in zond,
where only priority A station may transmit. Thus, the proligbthat the channel becomes
busy at the beginning of this time slot for a specific AC A stattan be obtained by

Poa=1—(1—74)ma"b, (3.46)

Also according to Fig 3.5, the time slot immediately follogithe/ /'S[B] is located in zone
2, where all other stations may transmit. Thus, the proktgtitiat the channel turns busy at
the beginning of this time slot for a specific AC B station caobtained by

Pp=1—(1—74)"(1—715) 7Y, (3.47)

3.2.25 Pr_A(r)and Pr_B(r)

As described previously (Chapter 1, Section 1.1), the bidaunter is drawn randomly
from the range(], CW] and the parameter'|V is determined by the AC specifi¢iV,,,;, and
CW,... values, as well as the number of previous consecutive tresions. Therefore
the probability of obtaining a specific backoff counter \aluis related to the number of
previous consecutive retransmissions. The Markov chaidefsoin Fig 3.2 and Fig 3.3
do not explicitly consider the effect of consecutive resrarssions. Instead, their effect is
considered in the probabilit)r_A(r) or Pr_B(r) of obtaining a specific backoff counter r
by weighting the probability of the number of consecutivieaesmissions. To simplify the
presetation, we use the generic tertfvgr), p, CW,,:,, andCW,,,.,. in this section instead
of the AC specific terms.

In order to obtain the probability that an AC specific stagp@rforms a specific number of
consecutive retransmissions, a discrete time one-dimealdiarkov chain model is created,
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Figure 3.7: The Markov chain model for modeling the numbethef consecutive retrans-

missions of a station.

as shown in Fig 4.5. The stochastic process in this Markowncireodel represents the
number of consecutive retransmissions (including the tiisstsmission of the frame) for a
station at time t. Thus staté) represents that the station is performing tffeconsecutive
retransmission. In this Markov chain, statg (epresents thg!* consecutive retransmission
in which theCW value reache§'W,,,,. for the first time, and stater() represents thex”
consecutive retransmission, which is the maximum retrégsson limit. Both2 andm are
constants determined by the IEEE 802.11 standard.

The activity of the Markov chain in Fig 4.5 is governed by iteestep transition probabilities
as follows:

1. If the k" retransmission is unsuccessful, the system will move frtategk) to state
(k+1) with a probability ofp:

P{(k+1)[(k)} =pforl1 <k <m—1, (3.48)

wherep is the AC specific average collision probability, which candbtained from
(3.41) or (3.43).

2. If the k' consecutive retransmission is successful, the systenmvaille from state
(k) to state(1) with a probability ofl — p and the station will start transmitting a new

frame:
P{(D)|(k)} =1—=p,for1 <k <m. (3.49)
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3. when the maximum retransmission limitis reached, the station will begin the first
transmission of a new frame regardless of whethentfeconsecutive retransmission
is successful or not. Thus the system will return to stajevith a probability of1:

P{D)[(m)} = 1. (3.50)

From (3.48), the relationship between two adjacent state$e obtained by

di+1) = dyp, (3.51)

whered; is the corresponding steady probability for stgig

Also, due to the regularity of the Markov chain, the follogirelationship can be obtained:

> dgy =1. (3.52)

m
k=1

Thus, the steady probability;, can be obtained:

dgy =p* ' (1—p)/(1—p™), for 1 <k <m. (3.53)

Since the backoff counter is a random integer uniformlyritisted in the rangé, C1/], the
probability of obtaining a specific backoff counter valuerfr this range should bgr};—w.
Thus, the AC specific probability’r(r) of obtaining a specific backoff countercan be
obtained as the sum of the probability of obtaining a spewift@l backoff counter- in the
kt" consecutive retransmission, weighted with the probahilftthe occurrence of thg”
consecutive retransmission:

" dger

Pﬂﬂ=§:5ﬁégﬁ7 (3.54)
whered;, is the steady probability of performing ti&" consecutive retransmission, which
is obtained from (3.53)0'W (k) is the corresponding' WV size in thek!* consecutive retrans-
mission; and:, indicates whether the specific value r is included in the edagCW (k)]
or not (if yes,c, is 1, otherwise it is zero).

Based on the earlier analysis, an expression for the AC fipg@cobability Pr(r) can be
obtained:
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( d(k) _ 4w
Zk 1 2k 1CWrnzn+1 _'_ Ek h CW’HL(LJL"‘l’
for0 <r < CWipin,

d d
Zk =j W + Zkz h CWW(ZH’
Pr(r) =< for2='CWm +1 <1 < 20CW,in (3.55)
andl <j<h-—1,

s _day
k=h CW"L(IJ/—’_]-’
for 2/ 1CWin + 1 <1 < CWinaa,

\

whereCW,,;, andC'W,,,, are AC specific and known.

3.2.2.6 Summary of Analysis

Finally, this section presents a summary of the relatiqggsshetween earlier analysis.

1.

In Section 3.2.1, two novel Markov chain models have biestiated for each AC in
the WLAN, that are shown in Fig 3.2 and Fig 3.3 respectivelye Bystem equations
for each Markov chain model are also obtained, as shown iatems (3.22)-(3.27).
Those equations show the state probability,) in each Markov chain model can
be expressed in the form of the AC specific transition prdiiegs, including P, 4,
Paiens Psg, Poa, Pyp, Pr_A(r), andPr_B(r).

. The above AC specific transition probabilities for the ktarchain models in Fig 3.2

and Fig 3.3 have been analysed in Section 3.2.2 and they caxpbessed in terms of

T4 andrp.

By using the system equations in Section 3.2.1 and theitram probabilities ex-
pressed in terms of4 and g in Section 3.2.2, the steady state probabibity,, for
both Markov chain models shown in Fig 3.2 and Fig 3.3 can baionbtl in terms of

T4 and7g.

Finally, two non-linear equations abautandrz based on equations (3.23) and (3.26)
have been constructed for the AC specific Markov chain maaielsented in Fig 3.2
and Fig 3.3. The values af, and7rz can be numerically obtained from the equations.
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The numerical calculation tool to solve non-linear equasgstems isf solve func-
tion from the optimisation toolbox in MATLAB [83]. By usinchts function, some
medium-scale optimisation algorithms (such as those ir88#) or some large-scale
optimisation algorithms (such as those in [88, 89]) can h@ieg to solve non-linear
equation systems. Since these numerical techniques atleenfatcus of this work, we
will not go further to investigate them in details.

3.3 Saturated Throughput Analysis

In this section, we shall analyse the saturated throughpEDELA. We consider that the
throughput is equal to the ratio of the effective payloach®time required for successfully
transmitting the effective payload. Here the effectivelpag is referred to as the size of
the data field within a data frame, excluding the physicattagnd MAC layer headers.
The Markov chain model presented in Fig 3.6 is used to obtegritiroughput, and its state
probabilities can be obtained aftey andrz are solved. This Markov chain model represents
the time slot distribution between two successive transioms in the WLAN. Two possible
events may occur in a time slot:

1. Atleast one transmission occurs in the time slot. Dependn whether the time slot
is in zonel or zone2 a transmission may occur with a zone specific probability of
Py zone(1) OF Prpizone(2)- Pirizone1) @NAPyr.one(2) have been defined in (3.30) and (3.33)
respectively. Furthermore, depending on whether thenassson is successful or not,
two possibilities may occur:

(a) A successful transmission. That is, only one transmisBom either an AC A
station or an AC B station occurs in the time slot. The comesiing contention
zone probability for a successful transmission can be pbthby

PsucA:zone(l) = nATA(]- - TA)nA_la

Poycaizone) = nata(l — 7 na-l(] — 7 "B,
Aczone(2) = NaTa(l = 74)" 71 (1 = 7p) (3.56)

PsucB:zone(l) =0,

PsucB:zone(Z) = nBTB(]- - 7-B)nB_l(]- - TA)nA'
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(b) A collision. That is, two or more stations start trangmg in the same time slot.
The corresponding contention zone specific collision podlig can be obtained
by

Pcol:zone(l) = Ptr:zone(l) - PsucA:zone(l)
_Psuc :zone(1l)»
Brzone(l) (3.57)

Pcol:zone(2) = Ptr:zone(2) - PsucA:zone(2)

_PsucB:zone(2) .

2. No transmission occurs in the time slot. The correspandontention zone specific
probability for an idle time slot can be obtained by

Pi e:zone(l) = 1-— Pr:zone )
dle:zone(1) t (1) (3.58)
Pidle:zone(?) =1- Ptr:zone(2)~
Therefore, the average effective payload for AC A statiarstoe obtained as:
M
E[A] = Z PsucA:zone(r)S(r)E[P]a (359)
r=1

whereE|[P] is the aforementioned effective payload (that is, the sizbedata field within

a data frame), ansl,) can be obtained from (3.38)[P] is considered as a known constant.
The effective payload for AC A station measures the effectimmount of AC A traffic that is
transmitted between two successive transmissions.

Similarly, the average effective payload for AC B statioas e obtained by

M
E[B] = Z PsucB:zone(r)S(r)E[P]- (360)
r=1

The average time duration between two successive transmsssan be obtained as:

M
EL = Z S(r)[(PsucB:zone(r) + PsucA:zone(r))TS
r=1
+ Pcol:zone(r)Tc + Bdle:zone(r)aTimeSlOt]u (361)

whereT's andT'c are the time required for a successful transmission andligioalrespec-
tively. They are illustrated in Fig 3.8 and can be obtained by

Ts=H+ P+ SIFS + ACK + AIFS,n, (3.62)
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Figure 3.8: Transmission duration.

and
Tc=H+ P+ EIFS,;,, (3.63)

where H is the time required for transmitting the physical layerderaand the MAC layer
header of a frameP is the time required for transmitting the data payload obane, AC' K

is the duration for transmitting an ACK framd, F'S,,;,, is the minimumAIF'S used in the
WLAN, and EIF'S,,;, equalstaSTFS + ACK + AIF'S,,;,. Here a basic access data rate
determined by the WLAN physical layer is used for transmgjtihe physical layer header
and ACK frame, while the payload data rate of sending the M&y@t header and payload
can be higher [90, p. 11].

Finally, the throughput for each station of each AC can baioket by

{ Throughputs = E[A]/EL/na4, (3.64)

Throughputg = E[B|/EL/ng.

3.4 Simulation Study

In this section, the theoretical analysis presented in #rbee sections is validated using
simulation. Simulation is conducted using OPNET [91]. Thepact of using different
AIFSs and differentC'W sizes on network performance is analysed. Finally, a coisqar
is performed between theoretical results obtained usmgithposed model and those in [36—
38, 41], which demonstrates that the proposed model haer laetturacy.

The parameters used in the simulation are shown in Table Rolir ACs are used in the
simulation and their parameters are consistent with thefieetl in [16, Table 20df, p.49].
Two scenarios are simulated. In the first scenario, two A@s, Yoice and video, are used.
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This scenario is designed to investigate the effect of udifigrent C'IV sizes since a com-
mon Al F'S but differentCW sizes are used by AC[voice] and AC|video] respectively. In
the second scenario, two ACs, i.e., best effort and backgtoare used. The purpose of
this scenario is to investigate the effect of using diffétéhF’S's, since a commo@'\W size
but differentAl F'Ss are used by AC[best effort] and AC[background] respelstiva both
scenarios, there are equal number of stations in each AC.

Table 3.1: WLAN simulation parameter setting in EDCA pemi@nce analysis

PHY header 192 bits
MAC header 224 bits
Frame payload size 8000 bits
ACK frame size PHY header+112 bits
Physical layer IEEE 802.11b DSSS [14]
Basic access data rate 1Mbp/s
Payload data rate 1Mbp/s
Time slot 20 us
SIFS 10 us
Maximum retransmission limit 7
AIFSN AIFSNvoice] = 2

AIFSNJvideo] = 2
AIFSNlbestef fort] =3
AIFSN|background] =7

CW|voice] CWiin =7, CWae = 15

CW|video] CWinin = 15, CWp00 = 31
CW best effort] CWiin = 31, CW,0. = 1023
CW background] CWiin = 31, CW,0. = 1023

Fig 3.9 shows the simulation results as well as theoretesallts obtained from the proposed
model for the first scenario. The throughput of a station ipe@cic AC under different
number of stations is shown. It is shown in the figure that técal results obtained from
the proposed model generally agree very well with simutatesults. As shown in the figure,
by using differentCW,,,;, and CW,,...., traffic is successfully classified into two different
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Figure 3.9: Simulation and analysis results for voice anlgwoitraffic.

classes. Traffic with a small&r'v,,,;,, and CW,,... can have a better quality of service.
When the number of stations in each AC is small, the diffeeen¢hroughput for each AC is

significant. When the number of stations in each AC increabedifference in throughput

decreases. Also, the throughput of both ACs decreasedisagrily due to more stations

contending for bandwidth.

Fig 3.10 shows the simulation result as well as theoretesllts obtained from the proposed
model for the second scenario. As presented in the figuresiog ulifferentAl F'S's, traffic

is successfully classified into two different classes, dnsl difference is more significant

than that in the first scenario. Traffic with a smalléf 'S can have a better quality of

service. It should be noticed that when the number of statinoreach AC increases, the
lower priority traffic belonging to AC[background] may beasted.

The effects ofA/ F'S andCW size on traffic prioritisation observed in the simulatiosuks
as well as theoretical results can be easily explained. Udigferent A7 F'Ss introduces the
contention zone specific transmission probability. Loweonity stations may be excluded
for being allowed to transmit in some contention zone, whiedults in the possibility that
some higher priority stations monopolize transmissionoofymities and bandwidth. How-
ever, use of differen€’'V sizes will only result in longer delay for lower priority $ians
and lower priority stations can still get the opportunityttansmit. Moreover, as shown in
Fig 3.9, when the number of voice and video stations incredke throughput of both ACs
drops severely. The reason is that both AC|[voice] and A@we]dhave smallA/F'S and
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Figure 3.10: Simulation and analysis results for best effod background traffic.

CW values. This enables stations to have a high transmissaiapility in a time slot, and
accordingly their transmission will suffer a high collisiprobability when the number of
stations is large. Therefore the majority of the availaldedwidth is wasted on collision
instead of successful transmission.

Finally, a larger discrepancy between theoretical and ksitiwn results for a smaller number
of stations is observed. It results from the assumption uséde model, that is, the trans-
mission probability in a generic time slot is constant. Agped out in [26], this assumption
is more accurate when the number of stations is larger.

3.4.1 Comparison

The results obtained in this chapter have been comparedhdate in [36—39, 41]. For the
sake of fair performance comparison, some existing amalythodels are slightly modified
with realistic system parameters. Firstly, equation (b7Bi7] has been revised as

pl =1- (1 - 7'1)”1_1 [Phold + (1 - Phold)(l - Tg)n2_1] y (365)

because an incorrect terf.,,,, instead ofP,,; has been used in [37]. This typo error has
been confirmed by personal communication with the autharsoi&ly, equation (2) in [41]
considers that the probability of allocating a random atibackoff counter within a range
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of [0, CWW]is 1, which is apparently incorrect and can lead to a solutiorbeatg obtained.
We revise the probability t%V[}—+, and the revised equation (2) is given by

PO(0,0,k]i, j,0) = rm ke [0,CW
. o pW
Pm@d+¢%ﬂdﬁ)=5wﬁgjkeﬂLCWﬁJ (3.66)
it
(1)
PWQWMMmm:E%ﬁ5 ke [0, W]

The results of the comparison are displayed in Fig 3.12:3&5shown in the results, the
proposed model can achieve better accuracy than those +#39361]. These results are
expected, as the proposed model captures the complexitipGAEand removes some po-
tential problems in [36—39, 41]. These potential problemgehbeen explained in detail in
the previous chapter.

3.5 Summary

In this chapter, a novel Markov chain model for EDCA perfono@ analysis under the sat-
urated traffic load has been presented. Compared with tistirexianalytical models of
EDCA, the proposed model incorporates more features of ED@#Athe analysis and there-
fore more accurate. Both the effect of the contention zoeeifip transmission probability
differentiation caused by using differeAf F'Ss and the effect of backoff suspension caused
by transmission from other stations have been considerasedBon the proposed model, the
saturated throughput of EDCA has been analysed. Simulatiaty using OPNET was per-
formed, demonstrating that the theoretical results obthfrom the proposed model closely
match the simulation results, and the proposed model héer laetcuracy than those in the
literature.
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Figure 3.11: A comparison of the proposed model with the rhiod&6].
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Chapter 4

Saturated Throughput Analysis under
the Coexistence of DCF and EDCA

Different from the previous chapter in which the analysiesidered IEEE 802.11e capable
stations only, the coexistence of traditional IEEE 802.tetiens (non-QSTAs) and QoS
supported IEEE 802.11e stations (QSTAS) is considerectianilytical work in this chapter.

Following the publication of IEEE 802.11e standard in 2G0ptoliferation of IEEE 802.11e
capable products is expected. In the meantime, the traditicEE 802.11 products will
exist for a considerably long period. Therefore, this woak k significance for practice.

DCF and EDCA are the fundamental access mechanisms for IBEEBand IEEE 802.11e
respectively. Therefore, the focus of this work is the csttice of DCF and EDCA. The
literature review in Chapter 2 has demonstrated a lack df/acal work in this area, and the
work discussed in this chapter fills this gap.

This chapter is structured as follow: in Section 4.1, thetked difference between DCF and
EDCA is discussed; in Section 4.2, the Markov chain basetytra model is proposed; in
Section 4.3, throughput is analysed; in Section 4.4, sitiuastudy is performed; finally,
the chapter is summarised in Section 4.5.
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4.1 The Detailed Differences between DCF and EDCA

DCF and EDCA are the fundamental access mechanisms for Ba@2d 802.11e respec-
tively. The major difference between DCF and EDCA is that Dg3es the same backoff
parameter set for all stations, while EDCA classifies traiffio four access categories (ACs),
that is, voice, video, best effort, and background, each A€sia distinct set of parameter
sets, includingCW, I FS, andT’ X OP limit.

As mentioned previously (Chapter 1, Section 1.1.2.1),e¢nmt'/ F'Sg” is used to represent
bothAIFS andE1F S for QSTAs (stations using DCF) when it is not necessary taigpe
the difference between them. Similarly, the teri?’Sp” is used to represent both F'S
and FIFS for non-QSTAs (stations using EDCA) when there is no needpecify the
difference between them.

In addition, some other detailed differences between DE@HEANCA exist [46]:

1. Each time a station starts a new backoff procedure or reswarsuspended backoff
procedure, it must sense the channel as being idle for a edeydl's interval from
the end of the last busy channel. A QSTA will decrease its ti@dounter by one
at the beginning of the time slot immediately following thESg, irrespective of the
channel status in that time slot. In comparison, a non-QSuAtreense the channel as
being idle in the time slot immediately following the” S, too, in order to decrease
its backoff counter by one at the beginning of the next follaytime slot. That is,
a non-QSTA needs to wait through an extra idle time slot. Acepease should be
noted, when a non-QSTA or a QSTA starts a backoff procedutteami initial backoff
counter of zero, both of them can start a transmission imatelyi after the respective
IFS. This is the only case in which a non-QSTA does not needatbtivough the extra
time slot after the idld 'S, in its channel contention procedure.

2. When a non-QSTA decreases its backoff counter to zere &tethinning of a time slot,
it will start a transmission immediately, which is indepentof the channel status in
this time slot. In contrast, a QSTA will not transmit immegig when its backoff
counter is decreased to zero at the beginning of a time skcanlonly start a transmis-
sion at the beginning of the next time slot, provided thattannel remains idle in the
current time slot. If the channel becomes busy in the cutmerd slot, the QSTA must
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wait through a complete idIéF'Sg after the busy channel and start the transmission
after thel F'Sg.

4.2 A Markov Chain Model for Coexistence Analysis

In this section, we introduce the Markov model for analyghmgnetwork performance when
QSTAs and non-QSTAS coexist in the same base station sefollbmwing assumptions are
used in the analysis

e Traffic at each station is saturated;
e Each QSTA carries traffic of one AC only;

e The transmission probability of a specific QSTA or non-QSmAaigeneric time slot
is a constant, which is represented by.™ or “7"respectively. They are unknown
variables to be solved.

e The number of non-QSTAs V"), and QSTAs (‘Ng") are fixed and known;

e For simplicity, we consider the coexistence of non-QSTA®] STAs carrying the
traffic of one AC only.

e Only one fixed-size data frame is transmitted in each TXOP.

e The radio channel is ideal.
This section is divided into two parts: Section 4.2.1 anedythe performance of the system
where non-QSTAs and QSTASs carrying best effort or backgildraffic coexist in the same

base station set; Section 4.2.2 analyses the performarice system where non-QSTAs and
QSTAs carrying voice or video traffic coexist in the same lstagon set.
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4.2.1 Coexistence of non-QSTAs and QSTAs with Best Effort dBack-

ground Traffic

This section is organised as follow. Section 4.2.1.1 itatsts the basic Markov chain models;
Section 4.2.1.2 analyses the zone specific transmissidrapiidy, a concept that will be
explained shortly later; Section 4.2.1.3- 4.2.1.6 anatigetransition probabilities in the
basic Markov chain models; finally Section 4.2.1.7 sumnsatfie analysis and obtains the
final solution.

4.2.1.1 Discrete time two-dimensional Markov chain models

Fig 4.1 and Fig 4.2 illustrate the proposed two-dimensidisarete time Markov chain mod-
els. The model in Fig 4.1 is used to model the channel comteptiocedure of a non-QSTA,
and the model in Fig 4.2 is for a QSTA carrying best effort ockgaound traffic whose
IFSg is larger than F'S,.

There are two stochastic processes in each Markov chainimadtie first processu(t),
represents the value of the backoff counter. Here a spealakwfu(t) = —1 is used
to represent a transmission from the station, which indutie transmission and the idle
IFSp interval after the transmission. Herfé’'Sp is included in the “transmission” state
because it is the smallest’'S in the system, and no transmission is possible in this iaterv
This definition of the transmission state is used througtiaatchapter. The second process,
v(t), indicates the station’s status. Herg) = 0 represents that the station is either in
a normal backoff procedure or in a data transmission statg. = —1 represents that the
station’s backoff procedure is being interrupted by traission from other stations.(t) > 0
represents that the station is in thig)" idle time slot after thd F'Sp,.

In Fig 4.1, the staték,0), 1 < k < CW,,...p represents an idle time slot in which the
backoff counter of a non-QSTA is decreasedkto Here CW,,,... b 1S the CW,,,... value
for a non-QSTA. Staték, —1), 1 < k < CW,,.._p represents a transmission from other
stations which interrupts the non-QSTAs backoff proceduirhe statgk, 1), 1 < k <
CWihaep represents an idle time slot immediately following a traission activity (that is

, a successful transmission from one station, or a collisarsed by multiple transmissions
from multiple stations) from other stations. The statd, 0) represents a transmission from
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the non-QSTA itself. The transition probabilify, (k), 0 < k < CW,..._p represents the
probability that a non-QSTA starts a new backoff proceduite an initial backoff counter
k. The probabilitiesy(d) and1 — vp(d), d = 1,2 represent the transition probabilities of
the channel in the" time slot after a transmission event. Hegg(d) is the probability that
the channel turns busy in th#" time slot after a transmission event. Accordingly; vp(d)

is the probability that the channel remains idle in d#fetime slot after a transmission event.
The transition probability; is the probability that the channel remains idle in a timé slo
for a non-QSTA in its backoff procedure; and- @y, is the probability that the channel
becomes busy. Statg,0) or (1,1) represents the idle time slot immediately before the
backoff counter of a non-QSTA is decreased to zero and theQ®MA is ready to start
a transmission. After leaving the stdte 0) or (1,1), the non-QSTA will enter into state
(—1,0) to start a transmission with a probability of 1.

Slight differences exist in the Markov chain shown in Fig,4which are caused by the
differences between DCF and EDCA described in Section 4.he garameteréy(k),
ve(d), CWhee.r, andwgz have similar meanings as the corresponding tetpi&), vp(k),
CW ez, @andwp in Fig 4.1. The symbol “C” represents the difference betwEES; and
IFSp,givenbyC = AIFS — DIFS. For ease of illustration, we assume that- 2. The
differences between the model for DCF and that for EDCA apgaémed in the following.

First, following the end of /'S, a QSTA will decrease its backoff counter by one, while a
non-QSTA must wait through an extra time slot after fl#&S,,. Therefore, no special state
is required in Fig 4.2 to represent the time slot after th& ;. Moreover, after completing
the I F'Sg following the QSTA's own transmission, the QSTA will readtetstatgk — 1,0)

or (k — 1,—1) if it starts a new backoff procedure with a non-zero initiatkoff counter

k, while a non-QSTA will reach statgk,0) or (k, —1) if it has a non-zero initial backoff
counterk.

Second, staté), n), —1 < n < C'is used to represent the channel contention procedure of
the QSTA when its backoff counter has been decreased to Zérese states do not exist

in the Markov chain model shown in Fig 4.1 because a non-QSillsstart a transmission
immediately after its backoff counter is decreased to zero.

Finally, becausé F'Sg, is larger than/ 'S, the statdk,n), —1 < k < CWipep, 1 <n <
C in the chain is used to represent thé idle time slot following a transmission, which is
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still within the I F 'S interval. In the time interval corresponding to these staaeon-QSTA
can start a transmission or decrease its backoff countex QEBTA (carrying best effort or
background traffic) cannot start a transmission or decrésmbackoff counter.

As the statg—1,0) in each Markov chain model represents the station’s owrsirgssion,
its state probability is equal tg, (in Fig 4.1) orrg (in Fig 4.2) respectively. Both, andrz
are unknown parameters which need to be solved.

It should be noted, within the two Markov chain models, savenknown parameters exist,
including 0y (k), g (k) vp(d), ve(d), wp, andwg. In our later analysis, we will analyse
these unknown parameters with unknown valgeandrz.

4.2.1.2 The zone specific transmission probability

Before we delve into detailed analysis of the earlier Markbain models, here we first
analyse the so-called zone specific transmission probafili]. The result obtained in this
section will be used to solve unknown parameters in the tHeeeMarkov chain models.

Fig 4.3 illustrates the time slots between two adjacentstrassions in the system. Here
the maximum number of the possible consecutive idle times ddetween two successive
transmissions in the system is boundedWywhereM = min(CW 0.0, C + CWinas ).
As shown in Fig 4.3, no transmission is possible inklh& , interval immediately following
the busy channel. In the first time slot after theSp, referred to as zone 1, only non-
QSTAs involved in the previous transmission with an inibakkoff counter zero and start
a transmission. In the time slof8, C], referred to as zone 2, all non-QSTAs may start
a transmission. In the remaining time slots, referred to@®ez3, both non-QSTAs and
QSTAs may transmit. The above statement shows that thentiasi®n probabilities of non-
QSTAs and QSTAs are different in each zone. The correspgramtine specific transmission
probability can be obtained by

— (1 —7p)Np, 4.1)

where (i) represents the probability that there is a transmissiontima slot in zone;,
and¢(i) represents the probability thabut of the N, non-QSTAs become involved in the
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previous transmission, given by

(i) = ( No > 7h(1 — 7p) NP7, 4.2)

ris within a
range of [1, M]
IFSE

Busy time slots time slots Busy
Channe [2.C] | [C+l1] Channel

Figure 4.3: Time slots between two successive transmisgiotie system.

From Fig 4.3, a new discrete time one-dimensional Markovrchaodel can be created,
which is presented in Fig 4.4. The stochastic process irMaikov chain model represents
the number of consecutive idle time slots between two sgogegransmissions in the sys-
tem. The statér),0 < r < M in the Markov chain model represents tHé consecutive
idle time slot from the end of the last transmission in theeys The transition probabilities
B(i) and1 — 3(i),i = 1,2, 3, represents the possible channel activity afterthedle time
slot. Heres3(i) has the same meaning as that in the last paragraph. (3tfgteepresents the
M* idle time slot, and a transmission will definitely occur afte Therefore the system will
move from stat¢ M/ ) to state(0) with a probability of 1.

The state probabilitg(r) for this Markov chain model can be readily obtained, given by

0 1
s 1+(1-() =L@ 1 (1)) 18] O 1—6(3) BT

s(r) =s(0)[L— B [1—B@)]" " forl <r<C, (4.3)
s(r)=s(C)[1=pBB) . forC+1<r<M,

where we can observe thatr) can be expressed in terms @fk), £ = 1,2,3. According
to (4.1),5(k), k = 1,2, 3 can be expressed in termsof andrz, therefore we can say that
s(r) can also be expressed in termsgfandrg.
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Figure 4.4: The Markov chain model for the number of congeeutlle time slots between

two successive transmissions.

With the solution ofs(r), we may obtain the probabilities that the system reaches 2on
zone 2, and zone 3 respectively, given by

Z(1) = s(0),
Z(2) =3 s(i), (4.4)
Z(3) =M s(d)

4.2.1.3 Average collision probabilitiesp, and oz

Here we begin to analyse the average collision probalsliieand sz for non-QSTAs and
QSTAs carrying best effort or background traffic respedtyivEhese average collision prob-
abilities are not used in the proposed Markov chain modetsctly and they are used to
obtain transition probabilities in the Markov chains. Aatiog to Fig 4.3, in zone 1, for a
transmission from a non-QSTA, only other non-QSTAs invdlue the previous transmis-
sion may transmit and cause a collision. In zone 2, all otlb@rQSTAs may transmit and
cause a collision. In zone 3, all other non-QSTAs and QSTAg trensmit and cause a
collision. Thus the collision probability for a non-QSTAald be zone specific, which can
be obtained as

po(1) = 257 {1 — (1 - ) TE@)}

pp(2) =1— (1 —7p)No~1 (4.5)

pp(3) =1 — (1 —7mp)"~H(1 — 1),
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where¢(i) represents the probability thatut of the remainingVp, — 1 non-QSTAs get
involved in the previous transmission, given by

£(i) = ( No B L ) (1 — )N 1e, (4.6)

]

The corresponding average collision probabilities canlddeined as the sum of the weighted
contention zone specific collision probabilities:

5= Z()pn(i). (4.7)

A QSTA can transmit in zone 3 only, where all other QSTAs ahd@-QSTAs may transmit
and cause a collision. Therefore the average collisionghiiby for a QSTA can be obtained
by

pE=1—(1—7p)" (1 — 7). (4.8)

4.2.1.4 The average probabilities that a station decreasinits backoff counter detects

an idle time slotwp and wg

A non-QSTA in the backoff state detects an idle time slot wherother stations start a
transmission in the same time slot. The zone specific prbtyatbiat a non-QSTA detects an
idle time slot is then given by

(4.9)

We may obtain the corresponding average probability by
3

wp = D Z(1)wp(i).
=1
A QSTA can only decrease its backoff counter in zone 3, whitcgteer QSTAs and all non-
QSTAs may transmit. Therefore, we can simply obtain theasponding average probability
as
wg = (1—71p)"P(1 — 7). (4.10)
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4.2.1.5 The probabilities that the channel remains idle intie d** time slot after a trans-

mission~yp(d) and yg(d)

In the Markov chain models depicted in Fig 4.1 and Fig 4.2 eetpely,vp(d), d=1, 2 and
ve(k), 1 < k < C + 1 are used. In this section, we obtain an analytical expradsiothe
two parameters.

According to Fig 4.3, the first time slot after thhé'S, is located in zone 1. For a non-QSTA,
the channel will remain idle in this time slot if other non-Q& which get involved in the
previous transmission do not transmit, and the correspgnatiobabilityy, (1) is given by

Np—1

(1) = > 1= (1 —7p)] &), (4.11)

=0

where¢(i) has been given in (4.6).

In the second time slot after thé"S,, which is located in zone 2 according to Fig 4.3, the
channel will remain idle for a non-QSTA if all other non-QS3 Ao not transmit, and the
corresponding probability,(2) is given by

vp(2) =1— (1 —71p)"r~ 1, (4.12)
For a QSTA, the channel will remain idle in the first time sléieathe I F'Sp in zone 1 if

non-QSTA which get involved in the previous transmissiomadbtransmit, and the corre-
sponding probabilityyz(1) is given by

(1) =3 _{[1= (1 =7m)]e(0)}. (4.13)

The channel will remain idle for a QSTA in time slo&s ('] in zone 2 if all non-QSTAs do
not transmit, and the corresponding probabilitiggk), 2 < k£ < C are given by

ve(k)=1—(1—-1m)"P,2 <k < C. (4.14)

In the C' + 1" time slot after the F'S», which is located in zone 3 according to Fig 4.3, the
channel will remain idle for a QSTA in this time slot if all NndpSTAs and other QSTAs do
not transmit, and the corresponding probabilitf C' + 1) is given by

Ye(C+1)=1— (1 - 1) (1 — )Ve 1. (4.15)
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4.2.1.6 The probabilities that a station obtains an initialbackoff counter of k, 6, (k)
and 0z (k)

Both non-QSTAs and QSTAs use the same procedure to chooselamainitial backoff
counter and the only difference is in the respectii’,,,;, andCW,,,,., values. Therefore
we only present the analysis @i (k) in this chapter. The analytical expression fgi( k)
can be obtained analogously.

A new Markov chain is created to model the number of trangonssttempts by a non-QSTA
for sending the same data frame, which is shown in Fig 4.5.

Pp Pp Pp Pp Pp Pp

Figure 4.5: The Markov chain for modelling the number of srassion attempts of a non-

QSTA for sending a data frame.

In this Markov chain model, is the number of transmission attempts at whidl,,, ... p is

first reachedin is the maximum number of transmission attempts for sendishata frame,
andpp is the average collision probability for a non-QSTA, whichsaobtained in (4.7).
Each staté]) represents thé transmission attempt of a non-QSTA. We can readily obtain
the state probability(/) as:

1) = =2
o) = 155 (4.16)
o(I) =o(l)pp~tfor2 < I <m.

Therefore, the probabilit§, (k) that a non-QSTA station obtains an initial backoff counter
valuek is given by

_ )
Oo(k) =S AOES, (4.17)

I=1

L o(I)e(k
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whereC'W (I) is the CW size for thé'" transmission attempt for sending a data franté)
is an indicator functione(k) = 1if k£ in [0 CW (I)]; otherwisec(k) = 0.

4.2.1.7 Summary of Analysis
Here the relations among earlier analysis are summarised.

1. In Section 4.2.1.1, two novel Markov chain models, presgim Fig 4.1 and Fig 4.2
respectively, have been created for each station catedorgddition tor, and g,
other unknown transition probabilities includg (k), 0z (k) vp(d), ve(d), @p, and

WE.

2. In Section 4.2.1.2, the zone specific transmission pritityals(k) has been obtained
in terms ofrp and7z. A new Markov chain model, shown in Fig 4.4, is created for
modelling the number of consecutive idle time slots betweensuccessive transmis-
sions, and its state probabilityr) has been obtained in terms@fk). Thus,s(r) can
also be obtained in terms of, and 7.

3. In Section 4.2.1.3 - 4.2.1.6, based on the results oltam&ection 4.2.1.2, the un-
known transition probabilitie&, (k), 0z (k) vp(d), ve(d), wp, andwg, have also been
obtained in terms of, and7y.

4. All unknown parameters have been expressed in termgs ahd 7. By considering
the relationships between the states in the Markov chamsrsin Fig 4.1 and Fig 4.2,
each state probability can be expressed in termsg @nd7z. We may denote the sum
of the state probabilities in the Markov chain model in Fi@j 4> sp. > sp can
also be expressed as in terms7gf and 7. Similarly, we may denote the sum of
the state probabilities in the Markov chain model in Fig 42 asg, which can also
be expressed in terms ef, and 7. If we considering that the sum of a Markov
chain’s state probability should be equal to 1, we may ohttamindependent non-
linear equations, that i$,” sp = 1 and)_ s = 1. Both equations depends ep and
Ti. Therefore, a non-linear equation system is finally coms&dt This can result in
the values of ofrp or 7z can be numerically solved. The numerical calculation tool
we used to solve non-linear equation systenysigve function from the optimisation
toolbox in MATLAB [83].
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4.2.2 Coexistence of Non-QSTAs and QSTAs with Voice or Videbraf-

fic

4.2.2.1 Basic Markov Chains

In this section, we analyse the performance when non-QSTASQETAS carrying either

voice or video traffic coexist in the same base station seto Markov chain models are
required for modeling non-QSTAs and QSTAS respectively Markov chain model shown
in Fig 4.1 can be used for modelling the non-QSTA, and a nevkbachain model is created
for the QSTA, which is shown in Fig 4.6.

\
Z.
® N

— B <&
o w
Feeedk CWmaxE-1,0

V(D
k

Figure 4.6: The Markov chain model for a QSTA carrying voic&ideo traffic.

Becausel F'S; = IFSp in this system, there is no transmission during ild&5 interval
after the busy channel. Therefore, stdtes),0 < £ < CW,,4., 1 <1 < C are notrequired.

4.2.2.2 The zone specific transmission probability

The time slot distribution between two successive transions in the system is illustrated
in Fig 4.7. HereM = min(CWae.p, CWinaw E)-

According to Fig 4.7, two zones exist. In the first time sldeathe/ F'Sp, referred to as
zone 1, non-QSTAs involved in the previous transmission@8dAs may transmit. In the
remaining time slots, referred to as zone 2, all non-QSTAg satart a transmission. The
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r is within a
range of [1, M]

' Busy
Busy time slots
Channel IFSE p [2,1] \ Channel
”:SD 112 r
94 >
- zZonhe 2
zone 1

Figure 4.7: Time slots between two successive transmissiothe system.

corresponding zone specific transmission probabilitieshsaobtained by

B1) = X {[1 = (1 =)' (1 = 7e) ] 6(3)} (4.18)
B(2)=1—(1-71p)¥P(1 —15)"e.
Also from Fig 4.7, a new discrete time one-dimensional Markbain can be created to
model the number of the idle time slots between two successamsmissions in the system,
as shown in Fig 4.8.

-6 1-p@) 1-82) 1-5(2)

Figure 4.8: The Markov chain model for modeling the numberafsecutive idle time slots

between two successive transmissions in the system.
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The state probability(r) for this Markov chain can be easily obtained as

5(0) = T
1+{1-8(1)] A (4.19)
s(r) =s(0)[1 — B(1)][1—B(2)) ' forl <r < M.

With the solution of s(r), we may simply obtain the probabilihat the system reaches a

{ 2(1) = 5(0), (4.20)

specific zone, given by

4.2.2.3 Transition probabilities

Other transition probabilities can be obtained analogoaslithose in Section 4.2.1.

([ pp(1) = S22 [1 = (1 - 70)1(1 — 7)Y ] £(0)},
pp(2) =1 — (1= 7p)¥o=2(1 — 75) Ve,

pe(1) =28 {[1— (1= 7p)(1 —m)¥e ] 6(i) }

4.21
pe(2) =1— (1 —7p)P(1 — 75) e &2
5 = Siy [Z(0)pp(i)]
| 75 == Y0, [Z(i)pe(i)]
((wp(1) = M1 [(1 = 7p)i(1 — ) VeE(3)]
wp(2) = (1 — 1p)"p~H1 — 75)NE,
wp(1) = S8 [(1 =)' (L = 78)""16()] 4.22)

wp(2) = (1 —7p)"P (1 —7)Ne 1,

and

’}/D(Q) =1- (]_ — TD)ND_1(1 — TE)NE, (423)



Because all stations in the system use the identical proegduchoose a random initial
backoff counter, we may obtain the transition probabaiti, (k) andfz(k), with the same
approach described in Section 4.2.1.6.

4.2.2.4 Summary of Analysis

As a brief summary, first, two basic Markov chain models hagerbpresented in Sec-
tion 4.2.2.1. Second, the zone specific transmission pifioedis analysed in Section 4.2.2.2,
and transition probabilities have been analysed in Sedt@.2.3. Now two independent non-
linear equations obtained from the two Markov chain modets\s in Fig 4.1 and Fig 4.2
respectively may give the solutionsof andr.

4.3 Saturated Throughput Analysis

In this section, we analyse the saturated throughput forA3%hd non-QSTAs. According

to Fig 4.3 and Fig 4.7, a maximum of time slots may exist between two successive trans-
missions, and those time slots are located in differentzoReur events may occur in each
time slot: (i) a successful transmission from a non-QSTAga(successful transmission from

a QSTA,; (iii) a collision; (iv) an idle time slot. The correspding zone specific probabili-
ties for the system of non-QSTAs and QSTAs with best effohackground traffic can be

obtained by
([ Up(1) =308 {lirn(1 — 7)Y 6(i)}
Yp(2) = Nptp(1 — 7p)Np~1
Yp(3) = Nptp(1 — 7p)N2~1(1 — 75)
Ye(l) =0,
YE(2) =0, (4.24)
(3)

(k) = (k) — ¥p(k) — Yp(k),
olk)=1-p0(k),k=1,2,3,
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whereyp (k) andy g (k) are the probabilities of a successful transmission fromra@Q8TA
and a QSTA respectively, following a time slot located inedne(k) is the probability of

a collision following a time slot located in zone k) is the probability of no transmission
following a time slot in zone k, and(k) is the zone specific transmission probability given
in Equation (4.1).

The corresponding zone specific probabilities for the sgsiEnon-QSTAs and QSTAs with
voice or video traffic can be obtained by

(Wp(1) = 320 [imp(1 = 7)1 (1 = 78) Ve 6(3)] |
Yp(2) = Nptp(1 — 7p)N2~1(1 — 75) Ve
Ve(1) = 30,0 [Nete(l — 10)' (1 — 7) Y271 6(3)]
YE(2) = Nptp(1 — 76)Ve= (1 — mp) VP, (4.25)

(k) = B(k) — ¢¥p(k) —p(k),
| o(k) =1-p(k), k=12,

wheref(k) is given in Equation (4.18).

Therefore, the average effective payload for non-QSTAsSTAY can be obtained by

;

For the system of non-QSTAs and QSTAs with best effort or emknd traffic:
E[DCF] =Y, [Z(i)dn(i)P],
E[EDCA] = Y7, [Z(i)¢n(i) P],

For the system of non-QSTAs and QSTAs with voice or videditaf
E[DCF] =31, [Z(i)¢p(i)P],
E[EDCA] =37, [Z(is() P,

(4.26)
where P is the payload size of a data frame, which is considered asoarkrtonstant,
and Z(i) is the probability that the system resides in zongivien in Equation (4.4) and
Equation (4.20) respectively.
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The average time between two successive transmissioneaaté&ined as:

(

For the system of non-QSTAs and QSTAs with best effort or emknd traffic:
EL =37, {Z(0)[(¥p(i) + ¢p(i))Ts + e(i)Tc + ofi)TimeSlot]} ,

For the system of non-QSTAs and QSTAs with voice or videditaf
EL =30 {Z(0)[(¥p(i) + ¢p(i))Ts + e(i)Te + ofi)TimeSlot]} ,

\

(4.27)
whereT's andT'c are the time required for a successful transmission andligioalrespec-
tively. They can be obtained by

Ts=H+P+SIFS+ ACK + DIFS, (4.28)

and
Tc=H+ P+ DIFS + AC Ktimeout, (4.29)

whereH is the time required for transmitting the physical layerderaand the MAC layer
header of a frame? is the time required for transmitting the data payload obane, AC' K
is the time required for transmitting an ACK fram@(' Ktimeout is time required for a
sending station to detect an unsuccessful transmission.

Finally, the throughput for each station of each categornylmobtained by

{ Throughputpcr = E[DCF|/EL/Np, (4.30)

Throughputgpca = E[EDCA]/EL/Ng.

4.4 Simulation Study

The simulation study is carried out using OPNET [91]. Theapaeters of DCF and EDCA
are listed in Table-4.1, consistent with those defined in Thble 20df, p.49].

Four scenarios are simulated. Each of them contains an eguaber of non-QSTAs and
QSTAs carrying traffic from one AC. The results are shown m4D.

As illustrated in Fig 4.9, the analytical results from theposed model generally agree well
the simulation results, especially when the number ofatatis large. However, a larger
discrepancy between the analytical and the simulationteesuobserved when the number
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Table 4.1: WLAN simulation parameter setting in DCF and EDé&&xistence performance

analysis
Frame payload size 8000 bits
data rate 1Mbps
Maximum retransmission limit 7
DCF parameter set CWiin = 31, CW,0. = 1023,

DIFS=SIFS+Z TimeSlot
EDCA voice parameter set CWinin = 7, CWpae = 15,
AIFS=DIFS

EDCA video parameter set CWinin = 15, CW0e = 31,
AIFS=DIFS

EDCA best effort parameter set CW,,;,, = 31, CW,,0 = 1023,
AIFS=DIFS+TimeSlot
EDCA background parameter seC'W,,.;,, = 31, CW, 0. = 1023,
AIFS=DIFS+5x TimeSlot
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Figure 4.9: Simulation and analytical results
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of stations is small. It is caused by an assumption used imthael, that is, the transmission
probability at a generic time slot is constant. This assuwnpis more accurate when the
number of stations is larger [26].

It is observed that EDCA ACs voice and video have higher gyiaver DCF, and DCF has
higher priority over EDCA AC background. This is caused by drge differences between
their CW sizes and IFSs. It is also observed tha DCF has a nangiiority over EDCA
AC best effort, which is caused by'Sp being only one time slot shorter thd#'Sz of AC
background. It is obvious that traffic prioritisation caitl §ie implemented effectively in the
coexistence condition. However, the results also implytloa-QSTAs may suffer a serious
service starvation if they coexist with QSTAs carrying \@ar video traffic.

4.5 Summary

In this chapter, we have proposed novel Markov chain mod®lsaahalysing the coexis-
tence of DCF and EDCA. Some important factors were considereur analysis, including
the CW size, thel F'S, the backoff counter decrement rule, and the start of arnméasson
when the backoff counter reaches zero. Saturated throufdg@STASs and non-QSTAs has
been obtained using the proposed model. Simulation stuslyéwfied the accuracy of the
proposed model. The results we observed has indicatedr#ifat prioritisation can be ef-
fectively implemented in the coexistence environment,nmut-QSTAS may suffer a serious
service starvation when they coexists with QSTAS carryiigpriority traffic.
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Chapter 5

Performance Analysis of DCF Using

Data-rate Switching

In contrast to Chapter 5 and Chapter 6 which have focused dhdd EDCA, this chapter

focuses on the impact of data-rate switching on the IEEEI80Retwork performance. Due
to the fact that the detailed data-rate switching mecharmsnot defined in IEEE 802.11

standard, the majority of the existing studies about IEEE BD network performance anal-
ysis have simply ignored it. The literature review in Cha@téas shown a lack of analytical
work in this area. In this chapter, an analytical model igpp®ed to investigate the perfor-
mance of DCF using data-rate switching. The results will destrate the impact of data rate
switching on the network performance, and these resultbeapplied straightforwardly to

EDCA.

The rest of this chapter is organised as follow. In Sectidn &.commonly used data-rate
mechanism mentioned in [92] is briefly introduced; In Setto2, the proposed model is
presented; In Section 5.3, the saturated throughput iysed Simulation study is carried
out in Section 5.4; Finally Section 5.5 concludes this caapt
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5.1 Data-rate Switching in IEEE 802.11

Most IEEE 802.11 products support multiple data rates terdatr different channel and
traffic conditions. Support for multiple data rates has &lsen included in the IEEE 802.11
standard [6] although the details of the multiple data ratgching mechanism have been
left for the equipment manufacturers. In [92], Inatte:/. discovered that most commercial
IEEE 802.11 products use a simple mechanism to implemeatrdéd switching. That is, if

a station has a predeterminédU > 1) number of consecutive successful transmissions, it
will increase its data rate to a higher data rate until théésg data rate has been reached.
If the station suffers a predeterminéd(D > 1) number of consecutive unsuccessful trans-
missions, it will decrease its data rate to a lower data rati the lowest data rate has been
reached.

5.2 The Markov Chain Model

In this section, we will present the Markov chain model cdesing the data rate switching
mechanism introduced in [92]. First the basic Markov chaodei will be introduced. Sec-
ondly we will analyse each state of the basic Markov chain ehgdfurther detail, which
will relate the state probability in the basic model to tlegmission probability of a station.
Finally we will summarise this section and obtain the finduigon.

The following assumptions are used in the model.

e Traffic load is saturated.
e The number of stations, is fixed and known.

e The transmission probability of a station in a generic tifoe is a constant, denoted
by 7. The value ofr is unknown and to be solved.

e Only two data rates, R2 and R1 (RR1), are considered for simplicity. The maximum
retransmission limit for sending a data frame, is set to be 7 [6, p. 361]. In this
chapter, we considen > D. The proposed model can be easily revisediox D.
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e The transmission error is measured in frame error rate (FEERRS at the data rates of
R2 and R1 are set to be known constants, denotetl By, and F'E' R, respectively.
The transmission error occurs on data frame oRliz R, and F'E R, are the same for
all stations.

5.2.1 The Basic Markov Chain Model

The proposed Markov chain model is shown in Fig 5.1(a). Theeghree state variables in
the model, i.e.u(t), e(t), andg(t). The first state variabley(t), models the data rate switch-
ing of a given station, and(t) = 2 (representing R2) ot(t) = 1 (representing R1). The
second state variable(t), models the number of consecutive successful and unsticcess
transmissions experienced by the station, which is exgthin the following.

1. e(t) = —i, ¢ > 1 represents that the station has suffer@dnsecutive unsuccessful
transmissions before the current transmission.

2. e(t) = 4,1 > 1 represents that the station has experienceohsecutive successful
transmissions before the current transmission.

3. e(t) will be reset to 0 or it will remain 0 in three occasions: i) T$tation experiences
a rate switching; ii) The station experiences an unsucakssinsmission at R1; iii)
The station experiences a successful transmission at R2h siich definition, we
may avoid unnecessary Markov states to record the numbenskcutive successful
transmissions at R2 and the number of consecutive unsidicteassmissions at R1,
and it will simplify the Markov chain.

Finally, the third state variabley(¢), models the number of the transmission attempts in-
volved in sending a single data framg¢) = j, ; > 1 means that the station is performing
the j** transmission attempt. When the maximum retransmissioit, lim is reached, the
frame will be dropped and(¢) will be reset to 1, which means a new data frame will be
transmitted.
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Denote the state probability of the Markov chain &y.(t), e(t), ¢(t)), the transition equa-
tions are given by:

$(2,0,1) = s(2,—j+1,j)(1-p),1<j<D (5.1)
s(2,—j,j+1) = s(2,—j+1,J)p1<j<D-1 (5.2)
s(1,0,D+1) = s(2,—D + 1, D)p, (5.3)

s(1,0,j+1) = s(1,0,)p1,1 <j<m-—1, (5.4)

s(1,0,1) = s(1,0,m)py, (5.5)

s(1,1,1) = s(L,0,j)(1—p1), 1 <j<m, (5.6)

s(L,j, 1) = s(Lj =111 =m),2<j<U—1, (5.7)

s(2,0,1) = s(1,U = 1,1)(1 — py), (5.8)

wherep, andp; are the probabilities that a transmission from the stasamisuccessful at
the data rates R2 and R1 respectively:

pi=pc+ (1 —p)FER;;i=1,2. (5.9)

Here p. is the probability that a transmission from the stationided with transmissions
from other stations, givenby. =1 — (1 — 7)"~ L.

The transition equations are explained as follows: Equnatl) represents a successful
transmission at R2; Equation (5.2) represents an unsdatéssismission at R2 and the
next transmission should be at R2 because the limi? cbnsecutive unsuccessful transmis-
sions at R2 is not reached yet; Equation (5.3) representsrardent of the data rate from R2

to R1 when the station experiencBsconsecutive unsuccessful transmissions at R2; Equa-
tion (5.4) and Equation (5.5) represent unsuccessfulmmégssons at R1; Equation (5.6) and
Equation (5.7) represent successful transmissions at iRilkyfiEquation (5.8) represents an
increase of the data rate from R1 to R2 when the station expezs/ consecutive success-
ful transmissions at R1.

5.2.2 The Transmission Probability,r

The Markov chain model in Fig 5.1(a), however, does not allswo relate the state proba-
bilities to the transmission probability of a given statienwhich must be found in order to
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CW(j)+1 1

(b) The sub-states of a state in the basic Markov chain.

Figure 5.1: The Markov chain models used in this work.
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determine the collision probability,, in Eqaution (5.9). To solve the problem, the evolution
of the backoff counter in each state of the Markov model ing=iga) is modeled and shown
in Fig 5.1(b). In Fig 5.1(b), the sub-state represents tteevaf the backoff counter of the
station [26]. It varies betweemand CWW (j), whereCW () is the contention window size
corresponding to thg” transmission attempt from the station for sending a franhe. velue
of j is determined by the state varialglg) of the Markov model. Details about ha@iV'(5)
varies withj can be found in [6] or the previous part in this thesis (Chapi8ection 1.1).
When the sub-stat@) is reached, a transmission will occur.

Let s(i, k, j) be the state probability of a given state in the Markov chaileh presented in
Fig 5.1(a), and(r) be the state probability of its sub-stdtg, 0 < r < CW(j). Based on
Fig 5.1(b), it can be readily obtained that

2

W0) = s ko)) T 3

(5.10)

When the backoff counter reaches zero, a transmission edliio The sum o6(0)s for all
the states in the Markov chain model shown in Fig 5.1(a) shbelequal to the transmission

probability 7: )
T:ZS(Z, k,])W (511)

i,k,j
5.2.3 Summary of Analysis

In this section, a basic Markov chain model has been creatédgi 5.1(a) which models
a station’s backoff stage, data rate, and the number of theeonitive successful or unsuc-
cessful transmissions. Each state in this basic Markownahaidel represents a transmission
event (including the related backoff procedure). Basedhaliasic Markov chain model,
system equations (5.1)-(5.11) are created.

Each state in the basic Markov chain has been evolved inted fiumber of sub-states, as
shown in Fig 5.1(b). Similar to Bianchi's work in [26], theseb-states represent the backoff
counter decrement procedure. Accordingly, the time scelkis hierarchical Markov chain
model is per slot scale, identical to that used in [26].

Finally, considering that the sum of the state probabditéa Markov chain is 1, we may
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obtain

> s(ik,j) =1. (5.12)

i7k7j

With (5.12) and (5.1)-(5.11), a non-linear equation systeinoutr can be obtained. This
will lead to the numerical solution af, p., p1, p2, and eventually(i, k, j). The numerical
calculation tool we used to solve non-linear equation sgstes f solve function from the
optimisation toolbox in MATLAB [83].

5.3 Saturated Throughput

Within a generic time slot, one of the following four eventsymoccur: (i) the channel
remains idle; (ii) a successful transmission starts; @ifi)unsuccessful transmission occurs
due to transmission error; (iv) a collision occurs. The bty that the channel remains
idle is given by

Pige = (1 —1)", (5.13)

wherer has been solved in the last section.

Because a transmission will occur at either R2 or R1 whicbksalkifferent amount of time,
we calculate the conditional probabilitiesandr;, representing that a transmission occurs
at R2 and R1 respectively:

5 = [Z s(Q,i,j)W} /7, (5.14)

n= | Ss(hi i) awhi] I (5.15)

where parameterg2, i, j) ands(1, 1, j) have been solved in the last section.
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Accordingly, we may obtain the following probabilities:

Puyeo = n1(l —7)"'15(1 — FERy), (5.16)
Puye1= n1(l—7)""11(1 — FERy), (5.17)
Prgro = 7’L7’(1 — T)n_lFERQTQ, (518)
Prgr1 = nt(1—7)" 'FER T, (5.19)
I o
Peoi2 = Zi:Z( ) )Tl(l - T)n "3, (5.20)
i
Poi= Y, )7A—7)""(1—m13). (5.21)
i

Equation (5.16) and Equation (5.17) calculate the proliggsithat a successful transmission
occurs at R2 and R1 respectively; Equation (5.18) and Equ#&h.19) calculate the proba-
bilities that an unsuccessful transmission caused byrrasson error occurs at R2 and R1
respectively; Equation (5.20) calculates the probaliitigt a collision occurs and all stations
involved transmit at R2; finally Equation (5.21) calculaties probability that a collision oc-
curs and at least one station involved transmits at R1, wiitliesult in a longer duration
for the collision than that in Equation (5.20).

Finally, the overall throughput can be obtained:
Throughput = [(Psye1 + Psue2) E[P]] JEL, (5.22)

whereE[P] is payload size of the data frame, afd is the average time duration required
for the four possible events, given L = > P.ocniTevent- Here Pe,.,.; is the probability
for the four aforementioned events, given in Equations3(.(6.16)-(5.21), and.....,.; is the
duration for each event. The related calculationsifgr,,; can be found in the previous part
of this thesis (Chapter 3,Section 3.3, and Chapter 4, Sedti).

5.4 Simulation Study

In our simulation using OPNET [91], IEEE 820.11b DSSS (disequence spread spec-
trum) physical layer is used. The payload size of the datadras 4000 bits. Stations will
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transmit the payload at two data ratés: Mbps and5.5 Mbps. In our simulation, DQPSK
(Differential Quadrature Phase Shift Keying) is used ahhddta rates [6, pp. 195-223],
and all stations use the identical transmission power utidesame additive white Gaus-
sian noise (AWGN) channel condition at both data rates. dfoes the carrier to noise ratio
(CNR) is the same at both data rates. Accordingly, bit error r8t& R) at both data rates
can be obtained [93]:

BER = 0.5 exp(—10710"), (5.23)

whereC N R is the value of carrier to noise ratio iB.

With BER, FER for data frame can be obtained BW“ R = 1 — (1 — BER)"L. We set
U = 8, D = 3 following the setting in [92]. Frame header and ACK frame aklgays
transmitted al Mbps.

The results for different channel conditions are shown m %-2(a)- 5.2(c), where we ob-
serve that the analytical results generally agree very wighl the simulation results. For
comparison, we also simulate the scenarios that the daasréiked at 11Mbps, shown in
Fig 5.2(a)- 5.2(c) as wéll

Because IEEE 802.11 standard does not differentiate whathensuccessful transmission
Is caused by either transmission error or collision, theatfbf using data-rate switching
is determined by both CNR and the number of competing statisvthen CNR5dB, the
transmission error is large and has a dominant impact, qoesgly using data-rate switch-
ing always results in an improved throughput compared wighstcenario not using data-rate
switching, as illustrated in Fig 5.2(a). When CMRdB, the transmission error is small,
and most transmission failures are caused by collisios. dtways beneficial for stations to
transmit at a higher data rate, and using data-rate swgahkithresult in a reduced through-
put, as shown in Fig 5.2(c). When 5dBENR<7dB, the impacts of transmission error and
collision are close. When the number of stations is largéisean will have a dominant
impact and it is beneficial for stations to transmit at a higheta rate and the converse, as
shownin Fig 5.2(b). In Fig 5.2(d), two regions are markedading to CNR and the number
of stations: in region 2, using data-rate switching canaase the throughput, and in region
1, using data-rate switching will reduce the throughput.

1The analytical results for the scenarios without using -dlata switching are obtained based on the work
in [94].
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5.5 Summary

In this chapter, a Markov chain model for IEEE 802.11 DCF heesnbpresented, consider-
ing a data-rate switching mechanism used by the most conmhéEEE 802.11 products.
Using the proposed model, the saturated throughput hasditaimed. The accuracy of the
proposed model has been validated using simulation studyrdsults have shown different
impacts of the data-rate switching on the network perforreamder different network con-
ditions. When the channel condition is poor and the numbstaifons is small, using data-
rate switching can significantly improve the network pariance, otherwise the improve-
ment is ignorable or it may even degrade the network perfooma A series of threshold
values for the channel condition as well as the number ofsishave been obtained. The
analytical model developed in this chapter will be helpful designing guidelines assisting
the decision on whether or not to use data-rate switchingspeaific wireless environment,
without resorting to lengthy simulations and experimeaotat
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Chapter 6

Literature Review: Wireless Cooperative

Retransmission

Beginning with this chapter, the remaining part of this teéscuses on wireless cooperative
network performance optimisation rather than IEEE 802 dtivark performance analysis.
Two uncoordinated distributed wireless cooperative retmaission strategies will be pre-
sented in this part.

First, the related work on wireless cooperative retransimimsis discussed in this chapter,

6.1 Related Work

The majority of existing studies on wireless cooperatiearesmission have taken place in
the physical layer context, with a growing literature @operative diversitynethods, such
as those in [95-103]. Essentially, this can be seen as anstateof thespatial diversity
concept of MIMO (multiple-input multiple-output), wherled multiple antennas are located
at the cooperative nodes. Such cooperative-diversity oaistrequire the support of complex
physical layer technologies so that the receivers must ketalcombine the cooperative
signals and decode them jointly. The work in [95-103] fosuse developing such physical
layer technologies. They can be classified into two categododing based cooperation and
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non-coding based cooperation. The approach of coding lwasgzeration has attracted sig-
nificant research attention, and most of the existing stugse this approach [95-100]. This
approach integrates cooperation into channel coding hyguspace time coding technol-
ogy such that each cooperative neighbour encodes the datatie source with space-time
coding technology and transmits the encoded data to thendesh. This allows the desti-
nation to combine the signals from multiple nodes, inclgdioth the cooperative neighbors
and the source, in the physical layer and decode the combigeédl to retrieve the original
data from the source. In [95-97], various coding based aadip@ strategies are presented.
In [98—-100], some space time coding schemes are proposedliner the aforementioned
coding based cooperation strategies. In contract, theoapprof non-coding based coop-
eration uses technologies other than the space time coelahgalogy, and the number of
the existing studies using non-coding based cooperatiproaph is limited, such as those
in [101-103]. In [101, 102], a simple code-division mulé@ccess (CDMA) system is pre-
sented that implements the decode-and-forward cooperatitnmunication procedure, in
which each cooperative neighbour uses a distinct spreaatidg. In [103], a cooperative
communication system using time-division channel is psgab in which a separate time
slot is assigned to each cooperative neighbour.

The collision issue caused by multiple simultaneous trassions, which presents a major
challenge in the MAC layer, becomes trivial for such phyklager cooperative retrans-

mission strategies, because these strategies can exga@pace diversity gain of multiple

simultaneous transmissions. However, such physical ly@perative retransmission strate-
gies requires additional hardware equipments. For exari@eransceivers may be required
to be equipped with multiple antennas and multiple decoteirmplement space-time cod-

ing. In contrast, wireless cooperative retransmissiorhous on higher layers (for example,
MAC layer) can be used with simple physical layer techn@egind can be implemented
with simple transceivers with a traditional single-antafsmgle-user decoder, like popular
IEEE 802.11 adaptors. However, the MAC layer cooperatitransmission strategies need
to consider the collision caused by the mutual interferdreteveen multiple simultaneous
transmissions.

To solve the collision problem in the MAC layer cooperatiggansmission strategies, some
researchers use the techniqueopportunistic forwarding104—-113], where the forwarder

(or the next hop) of each frame is determined on-the-fly ératiman pre-selected by a routing
protocol), through local coordination among the neighbdlat overhear the frame. This co-
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ordination is usually achieved using acknowledgment (AGKglear-to-send (CTS) frames
returned by neighbours.

In [104], the source first broadcast the data frame to thedirdtthe second nearest neigh-
bours that are located between the source and the intendédat®n. Compared with the
first nearest neighbour, the second nearest neighbour loagerldistance to the source but
a shorter distance to the destination. If the second neaegghbour receives the frame, it
will take over the first nearest neighbor and becomes thedi®r of the frame. In [105],
the source first transmits the data frame, and some neighlpoay overhear this transmis-
sion and store the transmitted frame in their buffers. Oheesburce’s transmissions ends,
those neighbours with the data frame will return an ACK framihe source to acknowledge
their reception of the data frame. The source will selectafrtbem as the forwarder. The
details of how to coordinate the transmissions of the soaincethe multiple neighbours are
not explicitly specified in [104, 105]. But it is mentioned[t05] that such a coordination
mechanism can cause extra retransmission overhead. Swdrdination mechanism per-
forms two functions: first, it decides how multiple neighb®acknowledge the source about
their intention as the forwarder and/or their receptionhaf frame; second, it decides how
the source selects one of them as the forwarder while keeghngr neighbours informed
about this selection so that these neighbors will abort tie¢éiansmission attempt.

Other cooperative retransmission strategies basegportunistic forwardingpropose some
detailed coordination mechanisms [106—113]. These coatidin mechanisms can be clas-
sified into two categories. In the first category, a set of nleayirs are pre-selected as the
potential forwarders, and each of them is assigned withtandigriority. Such a priority can
be defined based on various factors, such as a neighboudadisto the intended destination
or its battery energy level. A neighbour with a shorter distato the intended destination
or a higher battery energy level usually has a higher pyidoitoe selected as the forwarder.
Each of these potential forwarders responds to the sourteami ACK or CTS frame to
indicate whether it can act as the forwarder or not. The tréssons of these ACK or CTS
frames are staggered in time in the order of the pre-definedities so that they will not
collide. The source will select one of the neighbours thapoad as the forwarder (usually
it is the neighbour that first makes the response). The wofkQ6, 107] belongs to such a
category. In [106], a handshake procedure is implementieddothe data frame is transmit-
ted from the source to the neighbours. The source first bestsl@a request-to-send (RTS)
frame, several pre-selected neighbours will respond bgdwasting a CTS frame separately,
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if they hears the RTS frame from the source. These CTS trassonis are staggered in time
in the order of a pre-defined priorities. As mentioned in [[18Gch priorities may depend on
the neighbour’s channel quality or any other specific factdihe source node will start the
transmission of the data frame immediately after it gets & @¥ponse from the neighbour
with the highest priority. Other neighbours will abort thestransmission attempt, because
the neighbor with the highest priority transmits its CTSriemahead of all other neighbors.
The neighbor with the highest priority will become the forder of the frame. In [107],
several potential forwarders are pre-chosen by the soainckeach potential forwarder is as-
signed with a distinct priority depending on its distancth®intended destination. After the
source transmits the data frame, each potential forwarslgrgen a transmission time slot in
the order of their priorities. If a potential forwarder okiears the frame, it will transmit in its
time slot unless another potential forwarder with a highesrgy already transmits. If this
potential forwarder does not overhear the frame, it willgoe chance to the next potential
forwarder with a lower priority. After finally hearing theainsmission from one forwarder,
all other potential forwarders as well as the source wilpgteeir retransmission attempt.

In the second category, a set of neighbours may be pre-sdlastpotential forwarders, or
all neighbours are considered as potential forwarderstei@ifit from the first category in
which a pre-defined priority order is followed, these patdrforwarders will contend with
each other to become the forwarder. Each of them waits a nartithoe before it responds
to the source with an ACK or CTS frame. The neighbour thatoedp first will be selected
as the forwarder, and other neighbours will abort theiaregmission attempt after they hear
the ACK or CTS frame from that neighbour. The random waitinget of each neighbour
may be drawn from a range specific to that neighbor. This rangg depend on various
factors, such as a neighbour’s distance to the intendethdéen or its battery energy level.
For example, neighbour 1 has a shorter distance to the dasticompared with neighbour
2. Arange0, a;] is applied to neighbour 1, and another raf@es] is applied to neighbour
2. Here0 < a; < a9 such that neighbour 1 has a higher probability to wait a gndime.
Due to this randomness of waiting time, the transmissionbege ACK or CTS frames are
also random and the chance of collision is small. The sowanedecide the forwarder only
when it receives a response from one neighbour. The work(B8-4113] belongs to such
a category. In [108, 109], each potential forwarder waitaredom time before it responds
a CTS frame to the RTS frame from the source. The major diffsxebetween the work
in [108,109] is that the set of cooperative neighbours isgalected in [108] according
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to the energy consumption estimation, whereas there is clo lgunitation for cooperative
neighbours in [109]. No explicit definition is given in [10B)9] about how to decide this
random waiting time. In [110,111], an IEEE 802.11 based bfickechanism and a busy
tone mechanism [114] are used to help the avoidance ofiicollizetween CTS frames from
multiple neighbours. In [112, 113], such a random waitimgetiis drawn from a pre-defined
range, and this range depends on various factors. In [1i8fange depends the neighbour’s
residual battery energy level, its geographical positaod its channel quality. In [113], this
range simply depends on the neighbour’s channel quality.

Suchopportunistic forwardingnethods work well in multi-hop (and especially dense) net-
work settings, but the excessive overhead introduced biydberdination process for every
frame render them unsuitable for delay-critical applmasiin a single-hop setting, which is
still popular and practical in the wireless cooperativenueks.

In comparison, the approach of uncoordinated distributedl®ss cooperative retransmis-
sion appears promising for the sing-hop connection. Witthsan approach, multiple unco-
ordinated neighbours may participate in the retransnmsaitempt, and they do not attempt
to agree on that just one forwarder is allowed to transmieréfore, such an approach does
not need a coordination mechanism to pre-choose a sole ridewaAccordingly, it may
avoid the extra coordination overhead. Most of the exissituglies using this approach fo-
cus on the development of cooperative ARQ (Automatic Reps@tiest) methods, such as
those in [115-120]. In [115], a fixed TDMA scheme is used, s iny neighbour node
overhearing the source node’s unsuccessful frame maysetigit in its own allocated slot.
In [116-118], the system is assumed to operate in a stopwaitd-egime with neighbours
continuously retransmitting overheard frames until thstidation returns an ACK frame.
In [119], an error-tolerant cooperative ARQ system is pggub In this system, each coop-
erative neighbour is able to encode the frame from the sawer if the frame is erroneous,
and retransmit it to the destination. The destination i® dbldecode these “erroneous”
frames from multiple neighbours and recover the originairfe from the source. In [120],
the retransmission successful probability is analysed feimple cooperative ARQ system,
in which the source and a neighbour continuously retranigmitintil the destination returns
an ACK frame.

However, the work in [115-120] sidesteps the possibilitycoflision among the cooper-
ative retransmissions. In [115], such collisions canna@uody virtue of the fixed TDMA
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allocation. In[116, 119], it is implicitly assumed that thhame can be recovered from multi-
ple simultaneous retransmissions, thereby requiring pe@dive diversity-enabled receiver,
such as MIMO transceivers. In [117,118], it is assumed theg@arated “sub-channel” at
physical layer is assigned to each cooperative neighbouha multiple simultaneous re-
transmissions will not collide. In [120], the use of the spdicne coding technology is
assumed. On this point, they still tackle wireless cooperattransmission from the phys-
ical layer perspective rather than MAC layer perspectivel #he collision issue form the
MAC layer perspective is not considered.

Additionally, the work in [121,122] should be noted. In adloh to using the aforemen-
tioned opportunistic forwarding approach, the authord 2i] 122] also suggest a contention
scheme using a transmission probability to avoid the ¢olismong multiple transmitting
nodes. If a neighbour receives the frame from the sourcejtandy retransmit this frame
to the destination or remain silent according to the preddfinansmission probability. The
value of the transmission probability should be optima#y such that the successful prob-
ability of the retransmission is maximised. Although thatention scheme is similar to
the retransmission strategies later presented in thissthes based on the assumption that
the system is aware about the number of neighbours thavesttes frame from the source.
Such awareness must be obtained with the coordination fnemeighbours. For example,
neighbour must return an ACK frame to indicate their reaaptf the frame.

6.2 Summary

The literature review has demonstrated that the majorityefexisting studies in this area
tackle wireless cooperative retransmission from the maydayer perspective, where the
collision issue can be ignored. Meanwhile some existindisgiconsider the collision is-
sue from the MAC layer perspective, but their opportuniftievarding approach may cause
excessive coordination overhead. Only limited existinglgs focus on the approach of un-
coordinated distributed wireless cooperative retransions but they still ignore the collision
issue by using some complex physical layer technologiesteTis a lack of work on uncoor-
dinated distributed wireless cooperative retransmistfiahcarefully considers the collision
issue from the MAC layer perspective. Such work can be of rpoaetical significance, as
it can be easily implemented by simple transceivers witglsiantenna and single decoder,
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such as popular IEEE 802.11 adaptors.

98



Chapter 7

Uncoordinated Wireless Cooperative

Retransmission Strategies

The literature review in the previous chapter has showrahigta limited number of existing
studies have attempted to consider uncoordinated digtdbwireless cooperative retrans-
mission, and they still tackle it from a physical layer padive rather than a MAC layer
perspective. However, the cooperative methods consgléom the MAC layer perspective
can be easily implemented with simple transceivers of attoaal single-antenna/single-
user decoder (such as popular IEEE 802.11 adaptors). Dneyéf is of practical signifi-
cance to consider wireless cooperative retransmission fre MAC layer perspective. In
this chapter, two uncoordinated wireless cooperativansmission strategies are proposed,
and the collision issue from the MAC layer perspective issidered.

First, both strategies are analysed with a simple memayeannel model for the pur-
pose of elementary investigation. Second, based on theealany investigation results,
the proposed strategies are analysed with a more realististate Markov fading channel
model [123-130].
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Figure 7.1: The wireless co-operative network considendatis work.

7.1 System Model and Assumptions

The system being considered is a wireless network congisfia source node, a destination
node, and a fixed numbét of cooperative neighbour nodes in their vicinity (Fig 7.8).
frame transmitted by the source may or may not arrive at tisérdgion successfully over
the direct channel, and may also be overheard by some of ijlebwir nodes via the interim
channels. Only the intended destination returns an acledgyment (ACK) upon successful
reception; neither the source nor any neighbour can teltkvbiher neighbours, if any, have
obtained a copy of the frame. #lotis defined to be the duration of a frame transmission
plus the time of waiting for an ACK; it is assumed that slots af fixed duration and syn-
chronised among the nodes. In the subsequent slots aftame’# first transmission, any
node possessing a copy of the frame may decide to make a eb@peetransmission. For
simplicity, it is assumed that the feedback (ACK) channelthe source and all neighbours
are error-free, and that only one frame is active at a tirmeg, i) no other frames are han-
dled, since a frame is first transmitted by the source unigl @ventually acknowledged by
the destination (or, possibly, dropped after reaching aimam number of retransmission
attempts). For successful reception, the destination negsive exactly one collision-free
transmission in a slot. Thus, our system model is similah&rtode-cooperative stop-and-
wait (NCSW) setting of [116], with the notable differencedar case being the possibility
of collision if multiple retransmissions occur at the sammset

To simplify later analysis, we assume that any channel caim lo@e of two states: either
“on” (no fade), in which the transmitted signal arrives watlfficient power to be decoded
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without error (barring a collision), or “off” (deep fade)) which a transmitted signal does
not arrive at all. A collision occurs if and only if a node re@ss two or more transmissions
simultaneously with the respective channels being “on'tflmer words, a transmission over
an “off” channel does not cause any interference).

Based on the assumption of the on-off channel states, twonefia models are used. The
first channel model is a simple memoryless channel modellwkiased for the elementary
performance investigation of the proposed retransmissti@tegies. In this channel model,
whether a channel is “on” or "off” at any slot simply dependsaconstant channel prob-
ability, denoted a¢’,,. Here “P,,” can beP,,, P,,, andP,,. They are used to denote the
channel probability on direct channel, interim channedi exlay channel, respectively.

The second channel model is a two-state Markov channeldadiodel (also known as an
order-1 Markov model orGilbert model), which has been shown by numerous studies to
provide an adequate description of the bursty frame lossgsoin practical wireless fading
channels [123-130]. In particular, a comprehensive erpatal study for typical IEEE
802.11 channels [130] has confirmed that, while more compledels are required for an
accurate representation of thig-levelerror process, a two-state model is quite sufficient at
time scales of frames. In this channel model, the transhietawveen “on” and “off” states is
not memoryless, and the transition probability from thé™¢bad) state to the “on” good
state in every slot (and vice versa) is denotedHyy,, (respectivelyPy, ;) for the direct
channel (betweesourceand destination; Py, ., Py, for any of the interim channels
(betweensourceandneighbou); and Py, .4, Py na for any of the relay channels (between
neighbouranddestination. It is assumed that initially (that is, before the first samssion),
the states of all channels are sampled according to th@ectisesteady-stat@robabilities:

P,
Pss TT é —— 7.1
) Pbg_:p:v + ngb_:v:v7 ( )

where “rz” € {“sd"," sn”," nd" } is substituted for the corresponding channel type.

Furthermore, in both channel models, the channel statesransitions are assumed to be
mutually independent among different node pairs, whiclkeadistic in most practical scenar-
ios where nodes are spaced sufficiently far apart. It shoalpdinted out that, for reasons
of tractability, our analysis assumes a symmetric systehgeravall neighbours are equiva-
lenta priori. This should not be interpreted as a requirement that thengtauality of all

neighbours, or their underlying physical characterisffos example, their distances from
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the source and destination), must be identical; the synymety means that the neighbours
are indistinguishabla priori for the purpose of computing the cooperation strategy.

In reality, the transition between the two states does notioimstantly, and an intermedi-
ate state exists wherein the received signal power is igriti for correct decoding, but
enough to cause interference with other transmissionssikgglicity, this intermediate state
is ignored in this work and it is assumed that the time any shbspends in it is negligible;
however, it should be pointed out that our analysis can beneetd from a two-state to a
three-state model in a straightforward manner.

7.2 Analysis with Memoryless Channel Model

7.2.1 The First Retransmission

The analysis begins by considering the optimal cooperagt@nsmission strategy for a
single time slot with an uncoordinated manner. Thus, thetesgly simply boils down to a
single number, namely the probability of retransmissianaioy node that had successfully
overheard the frame; this probability is denoted7byThe optimal value of- is that can
maximises the probability of successful delivery. In ortiefind it, we first consider the
probability distribution of the number of neighbourdhat have successfully overheard the
frame from the source’s original transmission. Since therim channels are symmetric,
this distribution is binomial:

P{k} = ( I}: ) Pt (1—P,) " (7.2)

For a successful delivery, out of thels@odes, there must be exactly one that both makes a
retransmissioland has a good channel. Consequently,

K
P =" P{k} - krP(1 — 7P) ™, (7.3)
k=1

which, after a straightforward simplification, becomes
P = K Py 7Poa(1 — Py Pog)® 1. (7.4)
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Alternatively, P*“< can be obtained with another approach. The probabilityhait of K
neighbours correctly receive and successfully retrandraiframe can be calculated as

Poue(k) = ( []: ) (PauTPoa)* (1 — Py Pog) 7" (7.5)

P#< is achieved whert: = 1 for (7.5), and it means that only one among K neigbhbours
correctly receives the frame and successfully transmit$hie result is identical to that in
(7.4).

The optimal~* is now obtained by equating the first derivative of (7.4) twozevhich yields

1
L 7.
! KPsnPnd ( 6)
The above expression fet, of course, is only valid ifﬁwd < 1. Otherwise, that is, if
PP,y < % the probability of successful delivery (7.4) is monotatig increasing inr,

and its optimum is then achieved with = 1.

Now the optimal vauler* is assigned back into (7.4), to evaluate the maximum success

1

probability that can be obtained after one cooperativenstmission slot. Ifx" > — —

thent* is given by (7.6), and

1 K-1
psue = (1 — ?> . (7.7)

Curiously, it can be observed that this expressiateisreasingn K (it tends toé for K —
00); Iin other words, having too many neighbours in the coopamagroup may, in fact,
degrade the performance of cooperative retranmission.elasily verified that, in the range
1 * _ g - . . - -
1<K < PP (such that* = 1), the probability of successful delivery is increasing in
K, as intuitively expected. Hence, it may be concluded that#bst size of the cooperation

group is around}#})d; if the number of neighbour nodes is larger than that, it igebedo
voluntarily choose a smaller cooperation group (and thekelepr* close tol), rather than
use all the available neighbours with a smaller retransorigsrobability?

1SinceP;Pd is, in general, not a whole number, the optimal cooperationjg size may be the integer to

either side of it.
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7.2.2 Subsequent Retransmissions

7.2.2.1 Strategy 1: neighbours repeat attempts with silergource

We now consider the cooperation strategies beyond the étstrrsmission slot. We first
focus on the strategy where, if the first retransmissiomgitdails, the neighbours continue

to make additional retransmission attempts while the soremains silent. Since the source
does not transmit again, the number of neighbours with a cbflye framek, and its distri-
bution, remains unchanged from the first slot; consequethigyoptimal~™ that maximises

the probability of exactly one neighbour transmitting watgood relay channel is the same as
for the first slot, derived in Section 7.221Since it has been assumed that the channel states
are independent between slots, the retransmission agemibtform a Bernoulli process
with a success probability of

PP & kT Pog(1 — 75 Ppg)™ ! (7.8)
in each slot.

However, due to the possibility of the case- 0 (that is, all interim channels were “off” dur-
ing the original transmission and no neighbour overheaedrdme, in which casé;< =

0), the above strategy is not guaranteed to succeed aftetariiminber of attempts. There-
fore, we define a maximum number of cooperative attemptsrédfe retransmission pro-
cess restarts again with the original source node, and denby m — 1. Thus, we are
considering a periodic strategy with a periodrofslots, where each period starts with a
transmission by the source, followed by — 1 cooperative retransmissions by the neigh-
bours. The choice aof reflects a tradeoff between the time wasted on cooperatiempts

in the case ok = 0 and that wasted on a source retransmission otherwise. &@sntre bet-
ter the interim channeld®,,) and the worse the relay channel3 ), the higher the optimal
value ofm.

To find the optimaln analytically, the following recursive expression is waiitfor the ex-

2In the analysis of Strategy 1, the possibility of overhegtire frame from another neighbour’s transmission

is ignored; this possibility is considered later in the dission of Strategy 2.
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pected number of slots until success,

K
E=Py-14(1-Py)> P{k}
k=0

m—1

ST (- Pre) T )+ (1= PRe)" T (B m)| . (7.9)

=1
This expression accounts for the probability of successendirect transmission over the
primary channel, or aftere {1,...,m — 1} attempts of cooperative retransmission in the
first period, or, if allm — 1 such attempts prove unsuccessful, the entire first periedsibts

is wasted and the expected number of additional slots urddess is the same as originally.

1—rN+1 (N4D)rV
(1—7)2 1—7r

the coefficients of, the following formula arrives:

Using the geometric-sum formu@f\il irtTl = and grouping together

1—(1—psuc )"t
Pua+ (1= Po) iy PR} |
B = 7 — (7.10)
I (1 - Psd) Zk:op{k} (1 - Plffﬁ)

where P{k} is given by (7.2), and the expression in brackets in the natoefork = 0
(thatis, P;< = 0) should be taken as equalte. In the subsequent performance evaluation
in Section 7.2.3, (7.10) can be used to manually find the adtpariodm for this strategy,
for any instance oP,,, P,,, P,q, andK.

7.2.2.2 Strategy 2: simultaneous source+neighbour trangssions

In the strategy described in the previous subsection, trenpeterm reflected the tradeoff
between extending the chance to retransmissions by theecatoge neighbours (which nor-
mally have better channels to the receiver), and wastingniein case no neighbours had
overheard the frame (which, as a direct consequence of thehfat the sender is silent, is
not rectified during the entire, — 1 slots). In order to overcome this disadvantage, we now
describe a heuristic strategy in which the transmissiobgindities of both the sender.

and the neighbours() are allowed to be greater than zero simultaneously. Asudtréise
number of neighbours with a copy of the frame continues tavgreer time (up tok).

The heuristic is based on a greedy approach that attemptsxomse the probability of
successful reception in each slot in turn. To assist in thaikion, we maintain and update
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the distributionP{k}, that is, the number of neighbours with a copy of the frameaso f
Thus, in every slot, the following calculation steps are made:

1. the optimalr, andr, are solved numerically to maximise the probability of sesce
this slot, given by the expression

K
P =N " Pk} B (7.11)
k=0

whereP;{k} denotes the distribution d@f beforethe start of slot, and

pPrue = (1 - TsPsd>anPnd(1 - TnPnd)k_l + 7—sPsd(l - Tnpnd)k (712)

k,Ts,Tn

2. assuming that the slot nevertheless results in a fatluwealistribution”; { k£ } is revised
a posterioriusing Bayes’ formula, as follows:

PR - PR )

k,Tk,T%
Yoo PARI(A = Py, )

wherer’, 7* are the optimal values obtained in step 1;

sr'n

Prev{k} = (7.13)

3. finally, P,{k} is updated to account for the new neighbours that overheafrdime
from the source in this slot, yielding

Pz+1{k} =

k
(1= )PPk 70 30 PR ( e ) PEK (1= PR (7.14)
by k—Fk

Note that expression (7.14) considers only the possilafigverhearing a transmission
from the source, not from another neighbour. One can alssidenthe case in which
a channel between two neighbours can be “on” with a prolighii,, > 0; then, a
new neighbour may overhear the frame from either the souremather neighbour,
provided there is no collision. The extension of (7.14) ts ttase is straightforward
and omitted here.

Example: Consider a network with only = 1 cooperating neighbouf,; = 0.5, P,, =
0.99, P, = 1. If the first transmission by the source fails, the neighbiag a probability of
Py{k = 1} = 0.99 to have the frame at the start of the second slot. Thereftearlg, the
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optimal uncoordinated strategy in this slot is to allow itt@nsmit the frame uninterrupted
(rf = 0,77 = 1). Indeed, a simultaneous transmission by the source wotddféne with the
neighbour’s one with a probability @99 - 0.5, and would only be helpful with a probability
of 0.01 - 0.5. However, if this strategy is applied and still fails, thBff*{k = 1} = P3{k =
1} = 0 can be obtained, as failure can only occur if the neighboesdwt have the frame
after all. Accordingly, the optimal strategy in the thiresis 77 = 1 (the strategy of the
neighbour is immaterial).

However, in the same system but witly; = 0, the optimal uncoordinated strategy trivially
becomes = 1,7 = 1in every slot. The source does not have a channel to the srcand
therefore cannot interfere with the neighbour; meanwiltiile simultaneous transmission by
the source saves time if the neighbour still has not hearéainee.

7.2.3 Evaluation of the Retransmission Strategies

In this section, the performance of the proposed strategigsestigated numerically, un-
der various combinations of channel quality for the diregdierim and relay channels. The
numerical calculation tool to obtain the optimal transnausgprobabilities isfmincon func-
tion from the optimisation toolbox in MATLAB [131]. In eactcenario, the impact of the
number of cooperative neighbours is examined on the exgéatency, and it is compared
with traditional one-hop and two-hop routing as well.

The evaluation begins with an arguably typical cooperateansmission scenario: a poor
primary channel, with better interim and relay channelscakdingly, the performance of our

strategies is demonstrated with;, = 0.1, P,,, = P,q = 0.5. In this scenario, retransmissions
over the direct hop require on averagse; = 10 slots until success, while two-hop routing
over any of the neighbours (with retransmission in each lhopjeves an average latency of
P+ 5 = 4slots.

The results are shown in Fig 7.2. The performance of Strategpbtained with the optimal
periodm (manually found using expression (7.10) for ed€h In addition, the perfor-
mance of Strategy 2 is tested under three valueB,gf that is, the neighbour-to-neighbour
channel quality (see the comment following expression4)j.1These range fronk,,,, = 0
(neighbours cannot overhear each other at all)Ptp = 1 (neighbours always overhear
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transmissions from their peers). As Fig 7.2(a) clearly shaven though the performance
of Strategy 1 improves as the number of cooperative nodesases and it attains a lower
expected latency than two-hop routing f@r > 3, Strategy 2 outperforms it consistently. It
is also observed that the impact of the neighbour-to-ne@ghbhannel quality on the over-
all performance is negligible; intuitively, the ability @f neighbour to overhear the frame
from other neighbours (and not just from the source) is caubalanced by the additional
collisions that occur when the source and another neighibaasmit together.

Fig 7.2(b) presents the results for the case in which thetguzlthe direct channel is im-
proved toP,; = 0.3. Now, the direct channel is better than the two-hop routgjireng only
% ~ 3.33 < 4 slots. Nevertheless, our cooperative retransmissiotegies are still able to
significantly improve the expected latency, mainly becdheg take advantage of the better
relay channel when the original transmission over the tizkannel fails. Of course, as the
direct channel becomes better, this effect diminishese éiyc= 0.5 on par with the interim
and relay channels, the optimal uncoordinated strategiallsi reduces to retransmission

over the direct channel, ignoring the neighbours.

In Fig 7.2(c) and Fig 7.2(d), the effect of reducing the imtechannel quality taP,,, = 0.3
andP,, = 0.1 is examined, respectively; Fig 7.2(e) and Fig 7.2(f) do tae for the relay
channel. As expected, the performance of all strategiesidestes monotonically with the
channel quality; nevertheless, there is merit in using eoafve retransmission as long as
either the interim or relay channel is better than the dice&. Interestingly, these figures
also demonstrate that the same effect that has been obgetiiechnalysis of the first slot —
namely, that the optimal number of cooperating neighboweeeases as the quality of the
channels deteriorates — holds for the overall performafteeogreedy heuristic strategy as
well.

The observations on Fig 7.2 show that Strategy 1 improvésingteasing neighbour popula-
tion, that Strategy 2 consistently outperforms it (and gem&vorse than one-hop or two-hop
routing), and that the neighbour-to-neighbour channelitylzas a very minor impact on the
performance — occurring consistently throughout our estiuns.
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7.3 Analysis with a Two-state Markov Fading Channel Model

The aforementioned analysis with the memoryless channdehias demonstrated the su-
perior performance of Strategy 2. That is, the strategy incwiboth the source and the
neighbours participate in the retransmission attemptshitnsection we will investigate its
performance under a more realistic two-state Markov Fa@ingnnel Model.

7.3.1 Definitions and Preliminary Analysis

The analysis begins by defining the notionsgktem stateClearly, the system state should
include all the quantities that impact its future dynamesd ultimately the strategy per-
formance. In our case, these are: for each ofkhaeeighbours, a binary value indicating
whether it has already got a copy of the frame; and for eachedfk” + 1 channels, a binary
value indicating whether it is “on” or “off”. This implies #t, in principle, the system state
consists of a vector af K + 1 binary elements.

Fortunately, the assumption of symmetry among the neigtsballows the relevant state
information to be considerably reduced. Accordingly, @ast of tracking the system state to
the granularity of every individual neighbour and chanoel, main idea is to focus on the
following probability distributions, henceforth refedr¢o as thestate distributions

e Py {k} is the distribution of the number of neighbouks that have overheard a copy
of the frame before slat

° Pl {r,d|k}, whered € {0, 1}, is the conditional probability, given thatneighbours
rel
have the frame, that exactlyout of them have relay channels in the “on” statelthe
direct channel is “off” { = 0) or “on” (d = 1), respectively, in slot;

o Pt {c|k} is the conditional probability, given thatneighbours have the frame, that
¢ out of theremaining X' — k neighbours have an interim channel in the “on” state in
slot:.

Indeed, we are not interested in the states of interim cHawhaeighbours that have already
received the frame, as they do not impact on the future sydigramics in any way. Simi-
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larly, the state of the relay channel of any neighbour noirygbssession of the frame does
not impact on anything else in the system; hence, at the mbthemeighbour eventually
overhears the frame, its relay channel state is still geetby the steady-state probability.
Therefore, it may be argued that the state distributionsddfabove are sufficient to cap-
ture all the relevant information for the future system dyies. Thus, the probability of the
system in slot to havek neighbour nodes with the framepf them to have relay channels
that are “on”,c of theremaining K’ — k neighbours to have interim channels that are “on”,
and the direct channel to be in statds P[Z-]{k}glm{r, d|k}£t[i]{c|k}' Henceforth the tuple
(k,r, c,d) is referred to as theystem state vectoAs will become apparent below, the de-
coupling of the system state into the above separate ditsibfunctions is undertaken to
facilitate the calculations involved.

Now the analysis proceeds to derive the target functioneétrategy optimisation problem.
To that end, first the conditional success probability in megie slot is computed, provided
that the system is in a particular stéter, ¢, d), and the strategy values (that is, retransmis-
sion probabilities of the source and neighbours)are;, in that slot. To be successful, the
slot must have one and only one transmission by a node (sounsgghbour) whose channel
to the destination is “on”; thus,

rTa(l — 1)t d=0
Poe(ry, malk, o d) 2 4 (1= 7)rr (1 — 7)1+ (7.19)
Ts(1 —7,)" d=1

Itis observed that the success probability in expressidrbjis unaffected by the state of in-
terim channels, which is why itis denotéd“<(r,, 7,, |k, r, d) rather thanP*“*(r,, 7, |k, 7, ¢, d).
Consequently, the total probability of success in slst

K

suc A suc
P2y 30 PG malkord) Bg{R}E frdlkh, (710
k=0 0<r<k
de{0,1}

and, finally, the expected frame latency (that is, the ogatndn target) is

0o i—1

Yoi-pye - TL (- Ppe). (7.17)

=1 Jj=1

The deceptively simple form of expression (7.17) may leatthéowrong conclusion that, in
order to minimise the expected frame latency, one must gifinpd the values of,;), 7,
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that maximise (7.16) for every slotseparately. Generally, this may not yield the optimal
uncoordinated strategy, since it ignores the impact of titategyy choice on the system state
distributions in future slots. For instance, the stratefjithe source in any slot affects the
number of neighbours that overhear the frame for the firs tmthat slot, and, consequently,
the future distribution ok. Due to this dependency, a straightforward minimisatiofrcf7)

is unfeasible. In the following, a heuristic solution apgeb is described and analysed, based
on an iterative greedy maximisation of (7.16) for each sidurn, ignoring the impact of the
strategy choice on the future dynamics.

7.3.2 The Proposed Heuristic Solution Method

The proposed heuristic solution approach operates in datlitesatively. First, the state
distributions are initialised before the first slot as falt

Pu{k =0} =1, Puy{k >0} =0;

Pl =0) = (1) (P = Prc

int[l

P {Tzo,dzl‘kzo}:Pss_sdu
]

rel[l

P {r=0,d=0k=0}=1- Py
]

rel[l

Indeed, before the first slot, the number of neighbours with ftame is obviously zero,
and the number of interim channels that are “on” during tret fransmission is distributed
binomially, with a parameter that is the interim channetgasly-state probability. Since
k = 0 with probability 1 during the first slot, it is not necessanyittitialise the interim and

relay state distributions for other possible valueg.of

After the initialisation, the solution method proceeds éach sloti (starting from: = 1)
iteratively. Thus, it is assumed that the system stateiligions for sloti are given; the
calculations for that slot then yield the strategy elements 7,.;, as well as the state distri-
butions for sloti + 1. More specifically, the following calculation steps arefpened in slot

7

1. the optimalrj, andr,, are solved numerically to maximise expression (7.16) (exce
for sloti = 1, wherer;, = 1 and7;; = 0 are required by definition);
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2. assuming that the slot nevertheless results in a faitheesystem state distributions
for sloti are revised posteriori(this is denoted by attaching a superscript@f to
the respective distributions);

3. finally, the state distributions for slat+ 1 are computed, accounting for the new
neighbours that overhear the frame in glahd the transitions in the channel states.

The need for aa posteriorirevision in calculation step 2, which may not be readily appt
is explained by the following example.

Example: Consider a network with onljx = 1 cooperating neighbouf, ;; = Py.sa =

0.5, Pygsn = 0.99, Pys, = 0.01, Pogna = 1, Ppna = 0, i.e. a direct channel that is
on” half the time, interim channel “on99% of the time, and relay channel that is always
perfect. Assuming the first transmission by the source, faiks neighbour has got the frame
at the start of the second slot with a probability/fj{k = 1} = 0.99. Therefore, clearly,
the optimal uncoordinated strategy in the second slot idléavahe neighbour to transmit
the frame uninterrupted{, = 0, 7, = 1); indeed, a simultaneous retransmission by the
source would far more likely cause a collision than resulaidelivery. However, if this
strategy is applied and the slot still ends up in a failurentthe distribution must be revised
a posteriorito P‘”’{k: = 1} = 0, as failure can only occur if the neighbour did not overhear
the frame after all. This implie$};; = 0 as well (as the source did not transmit in slot 2),
and, therefore, the optimal uncoordinated strategy inhind slot iSTs*[S] = 1 (the strategy of
the neighbour is immaterial). Clearly, ignoring thg@osteriorirevision step and attempting
to calculate the strategy in slot 3 independently of the @uie of slot 2 would result in a
wasted slot, for retransmission by a neighbour that canosgiply have the frame if the slot
is reached at all.

Similarly, consider the case df = 1, Pyysa = Pgpsa = 0.5, Pygsn = 1, Pypsn = 0,
Py na = 0.09, Py_,q = 0.01. Here, the interim channel is perfect, while the relay chan-
nel’s steady-state distribution is to be “0A0% of the time. Now, the probability of the
neighbour having the frame in the second slabig{k = 1} = 1; also,P {r=1,d =0

rel[g]
k—l}—Pl {r=1, d—1\k—1}—045wh|IeP {r=0, d—0|k;—1}—Pl {r=0,
rel[2] rel 2] rel[g]
= 1|k =1} = 0.05. Hence, again, the best strategy in this slot is a retrangmigy the
neighbour only. In this case, however, a failure in slot 2 wilt change the distribution of

P {k} aposteriori since itis known with certainty that the neighbour has thete. Rather,
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a failure implies that the relay channel must have been “aftér all, leading to a revision
of the relay state distribution tﬁ’lap{r =1,d=0k=1}=PP{r=1,d=1k =1} =0,
2]

rel[2 rel[g}
P {r =0,d=0lk =1} = P*{r =0,d = 1|k = 1} = 0.5. After accounting for a single
re [2] rel[9

Markov transition step, the relay channel has a probalmfitgnly 0.09 to be “on” by slot 3,
and it can be verified that the optimal value setting in sl& & = 1, 7,5 = 0.

Finally, it should be mentioned that if the direct channeaiapaeters are set d,, ,, = 0,
P, ¢ = 1, then the optimal strategy trivially becomes= 1, 7;; = 1 in every slot, for any
setting of the interim and relay channel parameters. Indédae direct channel is always
“off”, that is, there is no channel between the source andirti®n, then a simultaneous
transmission by the source can never interfere with thehheigr, yet it may save time if
the neighbour has not yet heard the frame. This case showsrihgeneral, the optimal
value setting may specify, andr, that are both greater than zero in the same slot. In fact,
the earlier work on memoryless channel model in the prevsagtion has shown that, even
for the special case of memoryless channels, the best pefmre that can be achieved if
the source and the cooperative neighbours avoid retratiisgn#imultaneously is strongly
suboptimal.

Now the analysis proceeds to elaborate the details of tloellegiion steps in slat, outlined
above. The implementation of step 1 is not considered arndurit is beyond the scope
of the current work to suggest a specific solution method Herrespective maximisation
problem. It is merely pointed out that, since expressiotg)is in general non-concave,
care must be taken to avoid choosit]g, 7,;, which only attain a local maximum.

In step 2, the revision of the state distributi@posterioriis achieved using Bayes’ formula,
that is, by scaling the probability of every possible statehe likelihood that the strategy
(72, ;) would have failed in that stafe.For convenience, we define, in a similar fashion
to (7.15),

Pz, mlk) = Y P(7y, 7|k, 7, d) (7.18)

0<r<k
de{0,1}

3Since there is no possible ambiguity, hencefeitiandr* are used to denote the strategy chosen in step 1

for slot, without explicitly mentioning the index
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and obtain

Pylk}(1 = P(7g, 7o 1k))

Pk} = >l n (7.19)
. S0 Pk H(1 — Poue(rr, 72|K'))
Pz {r,d|k}(1 — P*e(7r, 1* |k, 7, d))
Perfy diky = 2L 7.20
oy R = e T P o @) (7.20)

de{0,1}

Clearly, there is n@a posteriorirevision of the interim channel state distribution, as & ha
impact on the success probability in the slot.

Remark: The observant reader may notice that expressions (7.12p}(do not yield a per-
fectly precisea posteriorisystem state distribution, because, strictly speakirgrekision
should be performed on the entire history of the system,usttthe distributions of the cur-
rent slot. Indeed, a failure in sleimpacts on the posterioriprobabilities of transmission
by the source and neighbours in previous slots as well, anndgh that, indirectly, the state
distribution in the current slot — a second-order effect thagnored in (7.19)—(7.20). As
will be shown in Section 7.3.3 through comparison to simatatesults for a wide vari-
ety of scenarios, the approximation introduced by ignothregabove effect is negligible in
practice.

Finally, the analysis proceeds to consider calculatiop 3teamely, finding the system state
distributions that are in effect at the beginning of glat 1. This is the least straightforward
step, due to the various interactions between the numbesvwieighbours overhearing the
frame in slot and the channel state transitions, which require a detaildaareful consider-
ation. For simplicity, this analysis begins by assuming tieaghbours are unable to overhear
their peers’ transmissions, and can only overhear the ffemnethe original source. Subse-
guently, the impact of this assumption is considered argjaartially alleviated. Throughout
this subsectionk, 7, ¢, andd are used to denote the system state inislot, reserving, r,

¢, andd to denote the state variables in siot

7.3.2.1 The distribution Py, y{k}

A new neighbour will overhear the frame in sloif and only if the source has transmitted
in that slot, and the corresponding interim channel is “oftierefore, the probability of the
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system to havé frame copies in slat+ 1 if it had & of them in sloti can be defined:

) - P {k—k|k} k<k
My {k, k} = i A (7.21)
2P {0lk}+(1—7F) k=k<K

int[i]

v

and, consequently,

k
Pan{k} =Y PPk} - T{k, k. (7.22)
k=0

7.3.2.2 The distribution gw{ﬁ d|k}

To calculate the relay channel state distribution in $let 1, we distinguish between the
k “old” channels corresponding to nodes that already hadrdrad in slot; (whose state
distribution is given bx]jlip{r, d|k}), and thek — k “new” channels of nodes that obtained
the frame copy in slatfor the first time. As the state of these “new” channels is pedwlent
of the system’s history so far, they are still governed byrtbeady-state distribution; thus,
the number thereof that are “on” in slot 1 will be distributed binomially with a parameter
of P, na-

To capture the state transitions in the “old” channels, axiliany function (Ei{r, |k} is
defined, which is the probability to havérelay channels (out of the “old?) in the “on”
state after that number wasn the previous slot. This requires someut of ther channels
to remain “on”, plus’ — j additional channels to have a transition from “off” to “of’hus,

min(r,r’)
r ) .
H / = 1 _ P J P r—j
Old{r,r |k} | [OE, - (j)( ob-nd)’ (Pgbna)
j=max[0,r' —(k—r

k— . .
<r, N j) (Pogna)” (1 = Pogna)* """ 79 (7.23)

To combine this with the “new” channels, another auxiliargdtion Hl{r, 7|k, k) is defined,
which is the probability to haverelay channels (out df) in the “on” state after that number
wasr out of & in the previous slot:

min(?,k)

DTSR DR (Al

' =max|0,F— (k—k)]

]{7 A ’ 7. A /
,) . (Pss_nd)r_r (1 - Pss_nd)k_k_(r_r ) (724)

P

r
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Expression (7.24) is a conditional probability, given ttret number of frame copies in slot
wask. Summing the total probability and taking into account ttagestransition of the direct
channel, we finally obtain

k : k
. g {k, k -
P 0k =Y | — GALIL) {7k, k-
relfi+1) k=0 ZZ’:O My {k, k}) =™

{(1 - Pbg‘Sd)leﬁ){r’ 0|k }+ Pgb_sdPl?’]’{r, 1\k}} (7.25)

];, A~
P {f,w%}:Z( L) )

=0 E’;:o i {#, i}

> 0fr, ik, k} - [Pbg_sdPl“p{r, Ofk}+ (1 = Pyysa) P¥{r, 1\1@}} . (7.26)
re M re [Z]

rel
r=0

7.3.2.3 The distribution P [HH{(&U};}

From the assumption that neighbours do not overhear eaeltransmissions, it follows
that if the source transmitted in slgtall interim channels of neighbours that do not have the
frame by the end of that slot must be “off”; consequentlylat 6+ 1 each such channel has
a probability of P, ,,, to be “on”, and their total number is distributed binomialiyn the
other hand, if the source was silent, the number of neightwithout a frame copy does not
change, and the distribution of their interim channel statekes a single Markov transition.
Accordingly, an auxiliary functio%{c, é|l%} is defined, which is the probability éfinterim
channels (out ofS — k) to be “on” after that number wasin the previous slot (in a similar
manner to (7.23)):

min(c,¢é)
o c ) i
nfeit = Y (§)0 P (B
j=max[0,6—(K—k—c)]

~

(K —k— C) (Pbg_sn)é_j(l _ Pbg_sn>K—I%—c—(é—j) (7'27)

¢-j
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With the help of this auxiliary function, we obtain

k
P @y = | R p (IO, )+

ntfi41 o0
~ l;: A A~ A~
A =)Pfky > P {cR}TI{e ek} | /Pusn{R}, (7.28)
c=0 ¢

WhereP[iH}{l%} has been calculated in (7.22). Expression (7.28) obtamsatjuired con-
ditional probability ofé|l§: by dividing the total probability of moving into statek in slot

i + 1 (in brackets) by the probability of havirigcopies in that slot. The total probability in
the brackets is a sum of two terms. The first term correspanttgetcases where the source
transmitted in slof; thus, the interim channels of those neighbours that siithdt possess

a copy must have been “off” in slat The second term corresponds to the case where the
source was silent and no additional neighbours receivefidhee (thatisk = k), regardless

of the state of their interim channels. In each of these tethesauxiliary functiorllgt(-) is

then used to capture a single Markov transition of the intexfiannel states.

7.3.2.4 Extension to overhearing neighbours

The analysis so far has assumed that no neighbour is ableetbear its peers’ retransmis-
sions, and can only obtain a copy of a frame directly from theimal source. In principle,
our method could be extended to allow for inter-neighbowanetels of arbitrary quality, by
introducing the parameter3, ,,,, and Py, _,,, for neighbour-to-neighbour channels and con-
sidering the state distribution of channels from neighbawmith a frame copy to those still
without. Due to the complexity of this extension, we do notsue it comprehensively in
this chapter. Rather, only the opposite extreme case igdenesl, namely, where all inter-
neighbour channels are perfect (that is, always “on”), thalysis of which is relatively
simple. Our reasoning is that if the difference between tretegyy performance in the two
extreme cases is found to be small, then one may conjectirththperformance will remain
similar for all other non-extreme inter-neighbour chanpelameters as well. Our motiva-
tion comes from our previous work on the simple memorylessakl model, where it was
shown (albeit for the simpler case of memoryless channkeé)the inter-neighbour chan-
nel quality has only a minor impact on the overall perfornentthe cooperation strategy

118



(intuitively, the ability of a neighbour to overhear therfra from a peer, and not just from

the source, is balanced by the additional collisions thatpehen the source and another
neighbour transmit together). It can be seen in Sectio That, indeed, the same holds for
the two-state Markov channel model as well, in all the eviadmescenarios considered.

Clearly, overhearing among neighbours only impacts onuation step 3, as it has no ef-
fect on the probability of successful delivery in the slat.the case of always-“on” inter-
neighbour channels, a neighbour will overhear the framéhee (a) its interim channel is
“on” and the source transmitsy (b) another single neighbour transmits; however, both may
not occur simultaneously, as that results in a collisiomggaguently, the following changes
from the previous analysis are used.

The probability of moving fromk frame copies in slot to k copies in slot + 1 (expres-
sion (7.21)) now becomes

( ~
51— T;)kf’t {k — k|k}+
k(1 — 7P (K —klk}  k<k<K;

mt[l]

(1= 7m)F P {k— klk}+
m M

kT (1= 7P {K — k|k}+

znt[z]

Mk kY = 3 (1= 2 )krr(1 — 7). k<kb=r, (729
T;*Z.{jt[i]{olk} + (=) 1=+
TikTi(1— T;)k—lizit[i]{f( — klk}+
[1— (=) k(1= k=k<K;
1 k=k=K.

This alternative expression ol { £, l%} isthen usedinside expressions (7.22) and (7.25)—(7.26),
which by themselves remain otherwise unchanged.

The other change from the previous analysis relates to teanmchannel state distribution.
Unlike expression (7.28), where all relevant channels rhase been “off” in slot unless

the source was silent, the case of perfect inter-neighbbanmels allows a wider range
of possibilities, since a transmission by the source ovetoa interim channel can be
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destroyed by a simultaneous transmission by one or morélipeigs. Accordingly, in this
case, expression (7.28) is replaced by

k
> (=) B E, Tk kRO, 2l +
P i n

k
> rkTi(1 - T;)k_lP[‘;]p{k}i];[i]{K — kIRYIL{K — &, élk}+
k=0
(=)= 1= (1= m)F = k(= 7)1
K—k
PR P [,-]{C“%}% {c,élk}| /Pusy{k}. (7.30)

c=0
This expression is structured similarly to (7.28), exclpt the total probability in the brack-
ets now consists of three terms. The first term includes thesca which the source trans-
mitted in slot; while all neighbours were silent (and therefore the intesirannels of those
neighbours that still do not possess a copy were “off” in gJotThe second term corre-
sponds to a simultaneous transmission by the source antlyegae peer neighbour; thus,
the nodes that still do not have the frame are those whoseelgawere “on” in slot. The
third term considers the remaining possibilities, whereadditional neighbours obtain the
frame regardless of the state of their interim channelstherownords, either the source and
all neighbours were silent, or more than one neighbour tnéttesd simultaneously.

7.3.3 Evaluation of the Cooperation Strategies

As mentioned, it is generally accepted that the popular gtabe Markov fading channel
model is adequate in most practical scenarios [116, 12@]irgparticular with typical 802.11
channels [130, 132]. For the purpose of evaluating the aatipa strategy performance, we
follow the study in [132], which explored the correspondebetween a channel’s average
signal-to-noise ratio{ N R) and the Markov model parameters (average duration in “good
and “bad” states, which is readily convertedig, F,;), for various combinations of frame
size and transmission rate. Accordingly, the parametaregahre set based on the results
of [132] for IEEE 802.11 b/g channels with 1500-byte framassmitted all 1 Mbps. The
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averageS N R of a channel are set to &NV R[dB] = —20log L, whereL is the distance
between its endpoint nodes (this corresponds to free-gapagation).

Since atypical cooperative retransmission scenario atgeansists of a poor direct channel
with better interim and relay channels,, is set such that the direct channel I$38R,; =
21.5dB, which corresponds t6,, ., = 0.11 and P, s, = 0.99; thus, in this case, the direct
channel is “on” one-tenth of the time on average. For thehtmgrs, the channel parameters
corresponding to several possible locations are considassfollows:

o L., =L,g= %Lsd (mid-way between source and destination along the strérght

e L, =L,y = @Lsd (equidistant from source and destinati@f; from the straight
line);

e L, =L,y = @Lsd (equidistant from source and destinatidh; from the straight
line);

e L., = L,; = Ly (equidistant from source and destinati6e, from the straight line);

® Ly =1Ly, Log = @Lsd (triangle 0f30°, 60°, 90° with the right angle at the neigh-
bour, closer to the source);

o L, = @Lsd, Lpg = %Lsd (mirror image of above, closer to destination).

These scenarios, along with the corresponding channel Inpade@meters, are summarised
in Table 7.1. The evaluation results are shown in Fig 7.3.hEgaph shows the expected
latency as a function of the number of cooperative neighbélr For each scenario, the
performance of our strategy is evaluated for both of theingghbour channel quality ex-
tremes, that is, “always-off” and “always-on” (denotedhe figure as>,, = 0 andP,,, = 1,
respectively), as well as that of simple retransmissiores avdirect connection and over a
two-hop connection via one of the neighbofirs.

4For simple retransmissions, the expected latency of safidetelivery of a frame over a link with a two-

Py Py, < 1 )
-1+ = 4+1], 7.31
Pbg"’Pgb Pbg"’Pgb Pbg ( )

state Markov channel is

since% is the expected number of slots for the channel to turn “oit'Vifas “off” during the initial transmis-
g

sion.
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Table 7.1: Channel parameter settings for numerical etialuan the proposed uncoordi-

nated retransmission strategies.

Scenario| L, Lynq | Interim channel | Relay channel
SNR=27.5dB, | SNR=27.5dB,

1 sLed | 5Lsd | Pyoy = 023, | Poyow = 0.23,
Py = 0.02 Py = 0.02

SNR=26.3dB, | SNR=26.3dB,

2 Lt | YL | Pyyon 0.20, | Phyon 0.20,
Py = 0.04 Py = 0.04

SNR=24.5dB, | SNR=24.5dB,

3 | LLua|%Lu| Py, = 016, | Py = 0.6
Pyyon = 0.13 Py = 0.13

SNR=21.5dB, | SNR=21.5dB,

4 Bt | L | Ppyow = 011, | Pyyw = 0.11,
Py = 0.99 Py = 0.99

SNR=27.5dB, | SNR=22.7dB,

5 L | L | Pyaw = 023, Poyon = 0.13,
Py = 0.02 Pyysn = 0.44

SNR=22.7dB, | SNR=27.5dB,

6 | YLu| 3L | Py 0.13, | Pryon 0.23,
Py = 0.44 Py = 0.02
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Figure 7.3: Performance of uncoordinated cooperationegjya expected latency as a func-

tion of the number of cooperating neighbours.
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These results lead us to observe several important insighi, it should be noted that the
simulation results match the analytical results well, despome approximations made in
the analysis (recall the remark following expressions9¥-{7.20) in Section 7.3.2). Fur-
thermore, the difference in performance between the twer-m¢ighbour channel quality
extremes is indeed negligible, leading us to conjecturettieperformance will be similar
for any non-extreme setting as well.

Most importantly, in all scenarios, the cooperation stygtebtained via our heuristic method
(with a proper choice oK) achieves a substantially better latency performancelibénthe
direct connection and the two-hop routing alternativessdenarios 1 and 2, where the in-
terim and relay channels are of very good quality, two-haging already comes close to
the best possible latency, and one cooperative neighbtstsymore uncoordinated neigh-
bours merely increase the rate of collisions). As the imeaind relay channels become
worse, the optimal neighbour retransmission probabslitnerease, and, furthermore, it be-
comes better to involve a larger number of cooperative toeghs; this is similar to the effect
observed when the simple memoryless channel model was Tikad, the potential benefits
of uncoordinated, simultaneous cooperation by multipigmaours, which is the subject of
this chapter, are clearly demonstrated, especially fogless environments with low-quality
channels.

7.4 Summary

In this chapter, the problem of optimization for two uncdoeded MAC layer wireless co-
operative retransmission strategies in single-hop geltas been studied. They employ un-
coordinated probabilistic retransmission by neighbowmsrieearing the original frame to
minimise the expected frame latency. Two strategies hage peesented: (i) Strategy 1: the
cooperative neighbours retransmit exclusively while thgional sender is silent; (ii) Strat-
egy 2: both may have a non-zero transmission probabilitykaneously. Both strategies
have been analysed with a simple memoryless channel mokelbdst results for Strategy
1 have been analytically derived. For Strategy 2, a hearsgiproach has been considered
that combines a greedy maximisation of successful proipabileach slot with a Bayesian
re-estimation of the distribution of the number of neightsowith a copy the frame fol-
lowing each slot. It has been demonstrated that, in gen8taiegy 2 achieves a superior
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performance and considerably reduces the frame latency.

From the results with the memoryless channel model, Syatdtas been further analysed
with a more realistic two-state Markov fading channel modal similar but more com-
plex heuristic approach has been still used, which also cuesla greedy maximisation of
successful probability in each attempt with a Bayesiarsteyation of the system state prob-
ability distribution after each failure. It has been denoatgd that the strategy computed by
the proposed method, though perhaps not perfectly optstiblachieves a superior perfor-
mance and significantly reduces the expected frame deliggggcy compared to traditional
methods, including simple retransmission and two-hopimgut
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Chapter 8

Conclusion of This Thesis

8.1 Contributions of This Thesis

8.1.1 Contributions to IEEE 802.11 Network Performance Andysis

First, the details of the IEEE 802.11 network MAC layer ascksictions have been in-
troduced in Chapter 2, including CSMA/CA mechanism, IEER.2Q DCF, IEEE 802.11e
EDCA, and data-rate switching. This introduction has destrated the complexity of the
IEEE 802.11 network access mechanism and implies that aedyipredicting the perfor-
mance of IEEE 802.11 network is challenging.

Second, a literature review has been performed to studyxib8rey works on IEEE 802.11
network performance analysis. The literature review hasvshthat the majority of the
existing analytical models on IEEE 802.11 EDCA use Marko&icihmodels, and they have
some potential limitations. Also, the literature revievslradicated a lack of analytical work
on investigating the coexistence of DCF and EDCA statiors the impact of data-rate

switching.

Third, three Markov chain based analytical models are pegdo investigate the perfor-
mance of IEEE 802.11 network in this thesis. In Chapter 3,ratygéical model has been
proposed to analyse the saturated throughput of EDCA. Thyeased model overcomes a
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number of potential limitations of some exiting analytioabdels, and it shows better ac-
curacy. In Chapter 4, an analytical model has been propasedédstigate the performance
when DCF and EDCA stations coexist in the same base staticgrgbthe saturated through-
put has been obtained with the proposed model. The resulesihdicated that DCF may
have a priority similar to that of the best effort traffic in EB. In Chapter 5, an analytical
model has been proposed to investigate the impact of deawnatching mechanism on the
performance of DCF. A commonly used data-rate switchingmaeism has been considered
in this model, and the saturated throughput has been aualyidee results have indicated
that some threshold values exist for channel condition dsasedhe number of stations to
decide whether data-rate switching should be active or not.

8.1.2 Contributions to Wireless Cooperative Retransmissin

First, a literature review has been performed in ChapteriAvestigate the existing works
in this area. The result has shown a lack of uncoordinatedllised wireless cooperative
retransmission methods that considers the collision isaube MAC layer.

Second, two wireless cooperative retransmission steddgive been proposed in Chapter 8
to consider the collision issue from the MAC layer perspectiStrategy 1 where the coop-
erative neighbours retransmit exclusively while the eradisender is silent, and Strategy 2
where both may have a non-zero transmission probabilityiéameously. Both strategies
have been analysed with a simple memoryless channel motel been demonstrated that,
in general, Strategy 2 achieves a superior performance dgtlgrreducing latency. Then
Strategy 2 has been analysed with a more realistic two-statkov fading channel model,
where it has shown a superior performance compared toitraditmethods, including sim-
ple retransmission and two-hop routing.
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8.2 Future Work

8.2.1 Future Work on IEEE 802.11 Network Performance Analyss

The analytical models for the IEEE 802.11 network perforogaanalysis proposed in this
thesis all consider saturated traffic load and single-hopection (that is, any pair of stations
can be directly connected). The following future work carshggested to extend them to a
more practical network environment:

e The traffic load is non-saturated. In this case, some stations may have no queueing
traffic in some stages, and they will not join channel acceasgpetition. In this thesis,
only the saturated traffic load has been considered, bethesetwork performance
under such a scenario can be considered as a lower boundpriédgcted that the
network performance can be improved with the non-satutaddfit load. The Markov
chain models presented in this thesis can be easily extdndadding extra states to
model the post-backoff stabased by a station without traffic, similar to that in [35].

e Multiple data frame payload sizes are used.In this thesis, only a fixed data frame
payload size is used. In reality, this size may be variousargdr payload size can
result in that the channel will be occupied for a longer petio transmit it. For the
individual station, using a larger payload size impliest thdas some priority for
channel access over other stations using a smaller data siaeand the same backoff
parameters. For the overall network performance, a larggiopd size may result in
the performance degrade, especially when the network isusty congested. The
reason for such a degrade is that a larger payload size calhirea longer period for
the busy channel caused by a collision, and accordinglyhbarel bandwidth is less
efficiently utilised. The models in this thesis can be easibdified such that various
data frame sizes can be used.

e The impact of physical layers should be investigatedVarious physical layer tech-

After a station successfully transmits a frame or discardswill immediately start a new backoff stage
with the minimum contention windoWw'W,,.;,,. Such a backoff stage is defined as a post-backoff stagés|f th
station has no traffic after the backoff counter reaches ipetttis post-backoff stage, the backoff counter will

remain zero and the station may immediately start a trarssom®nce it has traffic.
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nologies have been developed for IEEE 802.11, such as IERELB8 [13], IEEE
802.11b [14], and IEEE 802.119g [15]. Accordingly, they magult in some differ-
ences on the physical layer, such as different set of da¢s taing supported and
different transmission coverage. However, the same CSMAI&sed DCF or EDCA
are used on the MAC layer. Therefore, the Markov chain model®CF and EDCA
presented in this thesis can be used independent of thecphlgsier technology being
used.

e Multi-hop scenario should be consideredIn this case, traffic should travel in a hop-
by-hop manner. These hops can be mutually affected. For@eathe traffic load at
an interim hop will depend on the performance of all otherdidy@cause its incoming
traffic is from the previous hops, and its ongoing traffic ishte next hops. Also, the
channel access of the interim hop will be affected by the obhhaccess activities of
its adjacent hops.

8.2.2 Future Work on Wireless Cooperative Retransmission

The wireless cooperative retransmission strategies getpim this thesis have been well in-
vestigated with a symmetric channel system. However, suchyanmetric channel system
may appear unrealistic in a real wireless cooperative conication environment. In a typ-
ical mobile communication system, it is more realistic tthet cooperative neighbours are
randomly distributed around the source and the destinaimhthe quality of their channels
is random accordingly. Therefore, such a random network-@mment will definitely be
included in our future work, and we are considering Poissaderdistribution model, which
is popularly used to model this randomness in this area [133}-

In addition to the above, the following future work can begested:

e A more realistic channel model should be usedVe have assumed that the chan-
nel is either “on” or “off” in our existing work. Moreover, whave assumed that a
deep fading channel condition is applied to the “off” statetsthat an unsuccessful
transmission has no impact on the receiver. Such assumspgi@atly simplify our
analysis, but they are not consistent with the facts thalcoessful transmissions may
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still possibly cause interference to the receiver in a séialradio channel environment.
Therefore, a more realistic channel model should be coresida the future work.

The impact of wireless cooperative retransmission on the @rall network per-
formance should be investigated.n wireless cooperative retransmission, the coop-
erative neighbours may help the delivery of traffic from tbearse to the destination.
However, the activities of these cooperative neighboungcaase negative impacts on
the overall network performance. For example, the cooperakighbours’s own traf-
fic may be delayed, or its cooperative transmission mayferemwith other traffic de-
livery activities. Therefore, a trade-off issue betweendkerall network performance
and the individual traffic delivery arises for wireless cemgdive retransmission. Such
an issue has been raised by some recent studies, such as[tt&8]i

Multi-hop scenario should be considered:When the source is far away from the
destination and the traffic delivery between them is quitpdssible (even with the
help of wireless cooperative neighbours), a practicabletiesm is to use multi-hop
approach. However, different from traditional multi-hageario, wireless cooperative
neighbours will participate in the traffic delivery betweadjacent hops. Thus, the
mutual impact of hops will be more complex because cooperateighbours also
become involved.
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