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Abstract—Video prediction refers to predicting and generating future video frames by observed a set of consecutive frames. Conventional video prediction methods continuously criticize the discrepancy between predicted and ground truth frames in a recursive generation process. As the prediction error accumulates recursively, these methods would easily become out of control and are often confined to the short-term horizon. In this paper, we introduce a retrospection process to rectify the prediction errors beyond criticizing the future prediction. The introduced retrospection process is designed to look back what have been learned from the past and rectify the prediction deficiencies. To this end, we build a retrospection network to reconstruct the past frames given the currently predicted frames. A retrospection loss is introduced to push the retrospection frames being consistent with the observed frames, so that the prediction error is alleviated. On the other hand, an auxiliary route is built by reversing the flow of time and executing a similar retrospection. These two routes interact with each other to boost the performance of retrospection network and enhance the understanding of dynamics across frames, especially for the long-term horizon. An adversarial loss is employed to generate more realistic results in both prediction and retrospection process. Extensive experiments on natural video dataset demonstrate the advantage of introducing retrospection process in long-term video prediction.

Index Terms—Video Prediction, Generative Adversarial Networks.

I. INTRODUCTION

VIDEO prediction refers to predicting future video frames by observing a sequence of video frames. Accurately predicting future frames is important in video coding, video completion, robotics, autonomous driving and intelligent agents that interact with their environment. For example, self-driving cars need to make a prediction of the passing vehicles. This prediction capability is also vital for autonomous systems in tasks of path planning and interaction with humans. In recent years, video prediction has attracted increasingly attention from the computer vision community and improved the performance based the deep neural networks and generative adversarial networks [1], [2], [3], [4].

To predict reasonable future frame in natural videos, different distance metrics have been introduced to measure the discrepancy between predicted frames and ground-truth frames, (e.g., Euclidean distance [5], [6], [7]), as well as the discrepancy between the distribution of predicted frames and ground-truth frames (e.g., KL distance [2], and Wasserstein distance [1]) by adopting the generative adversarial networks. For instance, [5], [6], [7] train predicted models by minimizing mean squared error (MSE) between the next ground-truth frame and the predicted next frame. Since there are many possible futures, the model with MSE tends to output an average over many possible images, and causes a blurry result. To achieve sharper and more realistic results, MCNET [2] combines adversarial loss [8] and MSE loss in the video prediction framework. DRNET [9] designs an adversarial training strategy to disentangle the motion and content representations, so that the video prediction is achieved by a combination of the extracted content features and the predicted motion features.

These existing methods often execute in a recursive manner by taking the newly generated frames as observations to generate subsequent frames. They usually produce high quality predictions for the first few steps. But the prediction would then dramatically degrade, and could even lead to totally missing of the video context or keeping a stationary frame. Looking at the future, these methods continuously criticize the discrepancy between predicted and ground truth frames in a recursive generation process without pause, and the prediction error would accumulate and gradually become difficult to control. In addition to criticizing the future prediction, we are better to retrospect what have been learned from the past and rectify any deficiencies. The proposed retrospection process is used to alleviate the prediction error accumulation between the predicted frames and the ground-truth frames. The introduced retrospection process provides an auxiliary loss to improve the quality of predicted frames. If the predictions are not accurate or in high quality, the retrospection network is hard to well reconstruct past frames. As a result, to minimize the difference between the retrospection frames and the original frames in the retrospection module, the predictive network is encouraged to produce high-quality predicted frames.

In this paper, we propose to achieve long-term video predictions by criticizing the future and retrospecting the past. Instead of taking video prediction as a single feed-forward process, we suggest that a qualified generator would also be able to predict videos in a backward manner. A new retrospection network is developed to reconstruct the past frames given the current predicted frames. During the prediction process, a prediction loss is employed to minimize
the discrepancy between the predicted and the ground-truth frames. After predicting in a few time steps, we pause the prediction process and look back to rectify the prediction deficiencies in a backward manner. A retrospection loss is introduced to minimize the distance between the retrospected frames and the original frames. Also, we build an auxiliary route to train the retrospection network, where retrospection network first generates a few past frames in backward, then pauses to check if the generated frames could predict the future accurately by the prediction network. Standard feed-forward prediction networks can be flexibly integrated with the proposed video retrospection network to improve the training stage of video generator. The retrospection operation will be dropped in the test, so that test efficiency can be preserved.

We conducted both qualitative and quantitative experiments on three natural video datasets, e.g., the KTH [10], Weizmann [11] and UCF-101 datasets [12]. Experiments demonstrate that the proposed algorithm can boost visual quality of generated videos and lead to more precise results in long-term prediction, which significantly outperforms prior arts.

II. RELATED WORK

Many deep learning techniques for video prediction have emerged recently. We review relevant studies related to video prediction using deep neural networks. Over the last few years, CNNs and recurrent neural networks (RNNs) have gained huge popularity and a number of studies [13], [14], [15], [16] applied CNNs and RNNs to predict future frames from an image sequence. The video prediction problem was initially studied at the patch level containing synthetic motions [17], [18], [19]. [20] adopted a discrete vector quantization approach to performing patch-level video prediction. However, predicting patches encounters the well-known aperture problem that causes blockiness as prediction advances in time.

In pixel level, a lot of works have emerged on video prediction since convolutional LSTM (Conv-LSTM) [21] has successfully been applied in a large variety of computer vision research area [22], [23], [24]. Several more studies [13], [25], [15] adopted convolutional LSTM to take spatial and temporal contexts into account. [26] proposed a video generation framework which utilized the Conv-LSTM to encode short-term and long-term spatial-temporal context for semantic video generation using captions. [27] combined the ConvLSTM into a deep generative model which modeled the factorization of the joint likelihood of inputs in the form of video data. [13], [25], [15] adopted convolutional LSTM to take spatial and temporal contexts into account. [26] proposed a video generation framework which utilized the Conv-LSTM to encode short-term and long-term spatial-temporal context for semantic video generation using captions. [27] combined the ConvLSTM into a deep generative model which modeled the factorization of the joint likelihood of inputs in the form of video data.

On the other hand, some methods managed to ease the task by introducing various prior knowledge. One popular hypothesis is that a video sequence could be decomposed as content and motion. By independently modeling the motion and content, MCNET [2] predicted the next frame by combining the predicted motion feature and the extracted content feature. DRNET [9] designed an adversarial training strategy to disentangle the motion and content representations. Another assumption is that the outcome of an event is stochastic as a consequence of the latent events, so different possible future for each sample of its latent variables can be predicted [28], [4] incorporated a two stream generation architecture to deal with high frequency and low-frequency video content separately so as to output structured prediction. [29] produced a mask that outlines the predicted foreground object to achieve a better quality of prediction.

Other methods exploited external labeled notation to facilitate future prediction. For example, [7] developed an action-conditioned video prediction framework that utilized action prior knowledge as well as previous appearance information to predict futures in the game. [1] utilized labeled optical flow to simultaneously solve both video prediction and optical flow estimation. [30] took advantage of the scene geometry and use the predicted depth for generating the next frame prediction. [31] made use of geometry-aware deep network model by accessing camera intrinsic parameters to predict next frames of cityscapes. The mentioned methods used annotations to facilitate video prediction, such as action annotations, optical flow, and skeleton information. The annotated labels are required manually annotations. Some of the labels such as optical flow can be estimated by algorithms, but the estimation error would decrease the quality of the generated frame.

Traditional video prediction networks are trained by minimizing mean square error (MSE) between predicted and ground truth frames [5], [6], [7]. However, since there are many possible futures, the model with MSE tends to output an average over many possible images and causes a blurry result. Generative adversarial networks (GANs) [8] is an implicit generative model, implemented by a two-player game: a generator and a discriminator. The generator aims to generate realistic images to fool the discriminator, while the discriminator aims to classify whether the images are real or fake. The idea of an adversarial loss that forces the generated images to be, in principle, indistinguishable from real images. This is particularly powerful for image generation tasks, as this is exactly the objective that much of computer graphics aims to optimize. After the invention of adversarial training, many studies applied this scheme to generate images in the context of image generation [32], [33], image-to-image translation [34], [35], [36], text-to-image generation [37], etc. In video prediction area, PredNET [38] and MCNET [39] proposed adversarial training with multi-scale convolutional networks to generate sharper predictions. [40] exploited spatial and motion constraints in addition to intensity and gradient losses. They computed optical flow through FlowNet [41] and the flow information is used to predict temporally consistent frames. [3] proposed a long-term prediction method in a hierarchical approach. On the other hand, stochastic video prediction methods have emerged that output samples of possible future distribution. The stochastic video prediction methods are a promising solution to obtain realistic and sharp future frames, e.g., SAVP [54] and SVG [55].
In this work, we observe that existing video prediction methods often execute in a single recursive manner, and the prediction error would accumulate over time. Therefore, we introduce a retrospection process to look back what has been learned and rectify the prediction deficiencies. CycleGAN [34] brings the translated images back to the original image. While the high-level idea is similar, we explore the retrospection idea in video prediction, and a novel formulation has been developed.

III. METHOD

Figure 1 illustrates our long-term video prediction model. Our model includes two direction mappings: prediction process and retrospection process. The prediction process aims to predict the subsequent frames while the retrospection process aims to reconstruct the observed frames in a reverse chronological order. Let $x_t \in \mathbb{R}^{w \times h \times c}$ denote the $t$-th frame in an input video, where $w$, $h$, and $c$ denote the width, height, and number of channels, respectively. Assuming that we have $T$ observed frames $\{x_1, \cdots, x_T\}$, the prediction frame at $(T + 1)$ time index is produced by a video prediction model $\hat{x}_{T+1}^G = G(x_{1:T})$. Then the subsequent frames are generated by observing the predicted frames recursively (see blue lines). That is to say, at $(T + k)$ time index, the prediction $\hat{x}_{T+k}$ is achieved by observing both the ground-truth frames $\{x_1, \cdots, x_T\}$ and predicted frames $\{\hat{x}_{T+1}^G, \cdots, \hat{x}_{T+k-1}^G\}$. We express the formula as:

$$\hat{x}_{T+k}^G = \begin{cases} G(x_{1:T}), & k = 1 \\ G([x_{1:T}, \hat{x}_{T+k-1}^G]), & 1 < k \leq K. \end{cases}$$

As a consequence, the quality of subsequent predictions relies on the accuracy of the previous predictions. In most of the time, the prediction deviation would accumulate and the quality of prediction frames would decrease dramatically. In our method, we introduce a retrospection process (e.g., green arrows in Figure 1) to further alleviate prediction deviation. In the retrospection process, the predicted frames are required to reconstruct the input frame in backward. The retrospection model $F$ is constructed to estimate the reconstruction frames $\tilde{x}_{T+k}^F = F(\hat{x}_{T+K:T+T+1})$ given the observed predicted frames $\{\hat{x}_{T+K}, \cdots, \hat{x}_{T+1}\}$ in a reverse chronology order. The preceding retrospection frames are generated recursively:

$$\hat{x}_t^F = \begin{cases} F(\hat{x}_{T+k+K:T+1}), & t = T \\ F([\hat{x}_{T+k+K:T+1}, \hat{x}_{T+t+1}^F]), & 1 \leq t < T, \end{cases}$$

where the $[\hat{x}_{T+k+K:T+1}, \hat{x}_{T+t+1}^F]$ indicates the concatenation of the predicted frames $\hat{x}_{T+k+K:T+1}^G$ and retrospections $\hat{x}_{T+t+1}^F$ in the channel of time.

The rest of this section organized as follow. We first briefly review the previous methods for predicting future frames. Then we introduce the proposed retrospection process in detail. Lastly, we summarize the full objective function of our model.

A. Preliminaries: Prediction Process

We first briefly review the previous video prediction model which only contains the prediction process. Normally, the video prediction model $G$ is trained to predict $K$ subsequent frames given $T$ observed frames as inputs. Let the training data set denote as $D = \{x_1^{(i)}, \cdots, x_T^{(i)}\}_{i=1}^N$ where $i$ indicates the index of videos. A prediction loss $L_{img}$ is usually adopted to minimize the distance between predicted frames and ground-truth. The function can be expressed as follow:

$$L_{img}(G) = L_p(x_{T+k}^G, \hat{x}_{T+k}^G) + L_{gdl}(x_{T+k}^G, \hat{x}_{T+k}^G),$$

where $L_p$ guides the model to match the average pixel values, and $L_{gdl}$ guides the model to match the gradients of pixel values between ground-truth and predicted frames:

$$L_p(y, z) = \sum_{k=1}^{K} ||y - z||_p^p,$$

$$L_{gdl}(y, z) = \sum_{i,j}^{h,w} \left[ ||y_{i,j} - y_{i-1,j}|| - ||z_{i,j} - z_{i-1,j}|| \right]^\lambda$$

$$+ \left[ ||y_{i,j-1} - y_{i,j}|| - ||z_{i,j-1} - z_{i,j}|| \right]^\lambda.$$  

The $x_{T+k}$ and $\hat{x}_{T+k}$ are the ground-truth and predicted frames at time $T + k$ respectively. Since training to generate average sequences would result in blurry generations [42], the additional adversarial loss $L_{GAN}$ is used to produce realistic visual outputs [2]:

$$L_{GAN}(G) = -\log D_g\left([x_{1:T}, \hat{x}_{T+1:T+K+k}^G]\right),$$

where $x_{1:T}$ is the concatenation of the input images, $\hat{x}_{T+1:T+K+k}^G$ is the concatenation of all predicted images along the time dimension, and $D_g(\cdot)$ is the discriminator in adversarial training. The discriminative loss for discriminator $D_g$ in adversarial training is defined by minimizing:

$$L_{GAN}(D_g) = -\log D_g\left([x_{1:T}, \hat{x}_{T+1:T+K+k}]\right)$$

$$-\log \left(1 - D_g\left([x_{1:T}, \hat{x}_{T+1:T+K+k}]\right)\right),$$

where $x_{T+1:T+K+k}$ is the concatenation of the ground-truth future images. $L_{GAN}$ and $L_{img}$ allow the model to criticize the quality of the prediction sequence, by comparing the predicted frames with the ground-truth.
B. Retrospection Process

As shown in left-bottom of Fig 2, our model consists of two routes: one is \( G \to F \), and the other is \( F \to G \). The route \( G \to F \) is designed to train the prediction network, and the auxiliary retrospection network is adopted to reconstruct the prediction network, and encourage the network to generate preceding frames recursively: by taking the observations to generate subsequent frames, while the retrospection process synthesizes frames by observing the predicted frames in a backward manner. The discriminative network uses an adversarial loss to distinguish between predicted and real frames.

1) Route \( G \to F \): In the route \( G \to F \), our proposed model consists of two generative networks: a forward prediction network \( G \) and a retrospection network \( F \). The forward network \( G \) is to perform predictions, which is similar to the previous work [2]; the retrospection network \( F \) is introduced to retrospect the past by observing current predictions in Equation 2. The retrospection loss \( L_{ret1} \) is introduced to minimize the distance between the retrospections \( \hat{x}_t^F \) and the original frames \( x_{1:T}^\top \):  

\[
L_{ret1}(F, G) = L_p \left(x_t, \hat{x}_t^F\right) + L_{gdl} \left(x_t, \hat{x}_t^F\right),
\]  

\[
t \in \{1: T\}.
\]

Notice that only one route \( G \to F \) cannot guarantee to alleviate the deviation of predicted frames. The retrospection network \( F \) can hardly be trained to reconstruct the exact original frames from noisy frames. As a result, another route \( F \to G \) is necessary to train the retrospection network by observing the ground-truth frames.

2) Route \( F \to G \): In order to train the retrospection network \( F \), the inverse route \( F \to G \) is built. In route \( F \to G \), we feed the inverse of frame sequence \( \{x_{T+K}, \cdots, x_T\} \) into the network, and encourage the network to generate preceding frames recursively:  

\[
x_t^F = \begin{cases} 
F(x_T+K:T+1), & t = T \\
F([\hat{x}^F_{T+K:T+1}, \hat{x}^F_{T:t+1}]), & 1 \leq t < T, \end{cases}
\]

where \( \hat{x}^F_{T:t+1} \) indicates the retrospection frames of network \( F \). A reconstruction loss is defined similar to Equation 3 to minimize the distance between retrospections \( \hat{x}^F_t \) and ground-truth frames \( x_t^\top \):

\[
L_{img}(F) = L_p \left(x_t, \hat{x}_t^F\right) + L_{gdl} \left(x_t, \hat{x}_t^F\right), \quad t \in \{1: T\}.
\]  

Similar to route \( G \to F \), the retrospections \( \hat{x}^F_{T:T} \) are required to capable of predicting the frames \( \hat{x}^F_{T+1:T+K} \) by...
The prediction network recursively:

$$\hat{x}_{t+k}^G = \begin{cases} G(\hat{x}_t^F), & k = 1 \\ G([\hat{x}_t^F, \hat{x}_{t+1}^G]), & 1 < k \leq K. \end{cases} \quad (11)$$

The retrospection loss $L_{ret2}$ is introduced to rectify the error between the predicted frames and original input frames:

$$L_{ret2}(F, G) = L_p(x_{t+k}, \hat{x}_{t+k}^G) + L_{gdl}(x_{t+k}, \hat{x}_{t+k}^G), \quad k \in \{1 : K\}, \quad (12)$$

where $\hat{x}_{t+k}^G$ indicates the reconstructed frames of network $G$.

In our model, the retrospection loss $L_{ret1}$ in Equation 8 is used to alleviate the accumulation error produced from forward video prediction model $G$, meanwhile $L_{ret2}$ in Equation 12 is used to alleviate the accumulation error produced from retrospection model $F$. We analyzed the function of the two-route model in Section V-C. In order to train the retrospection network, we introduce the adversarial loss to cheat the discriminator $D_f$ to classify the retrospection samples as real samples:

$$L_{GAN}(F) = -\log D_f([x_{T-K+1:t+1}, \hat{x}_1^F]). \quad (13)$$

The discriminator aims to distinguish between the real frames and the retrospected frames in a reverse chronological order. The adversarial loss of the discriminative network is defined by minimizing the function:

$$L_{GAN}(D_f) = -\log D_f([x_{T-K+1:t+1}, \hat{x}_1^F]) - \log (1 - D_f([x_{T-K+1:t+1}, \hat{x}_1^F])), \quad (14)$$

where $x_{T-K+1:t+1}$ indicates reversed ground-truth video sequence, while $\hat{x}_{T-K+1:t+1}^F$ denotes reversed generated frames of retrospection network $F$. Here we adopt a conditional GAN [43] that conditioned on the reversed ground-truth frames $x_{T-K+1:t+1}$.

C. Full Objective

Our full objective for generative models of two processes can be summarized as:

$$L(G, F) = \alpha_1 L_{img}(G) + \alpha_2 L_{img}(F) + \beta_1 L_{GAN}(G) + \beta_2 L_{GAN}(F) + \gamma_1 L_{ret1}(F, G) + \gamma_2 L_{ret2}(F, G) \quad (15)$$

where $\alpha_1$, $\alpha_2$, $\beta_1$, $\beta_2$, $\gamma_1$ and $\gamma_2$ control the relative importance. In our model, the predictions of network $G$ are required not only to minimize the discrepancy with the ground-truth frames, but also to be able to retrospect to the original frames. As a result, the objective of the prediction network $G$ is to solve:

$$\arg\min_G [L_{img}(G) + \beta_1 L_{GAN}(G) + \gamma_1 L_{ret1}(F, G)]. \quad (16)$$

The generative network with the image loss and adversarial loss would lead to the preliminary generation results. The introduced retrospection loss provides an auxiliary constraint to further enhance the quality of predicted frames. In addition, given a certain capacity of retrospective network, compared with a noisy input, high-quality predicted frames for the retrospection module tends to have a big chance to better reconstruct the past frames. That is to say, by minimizing the retrospection loss, the predicted frames would be further optimized to achieve higher quality. Meanwhile, the retrospection network is updated by observing the ground-truth frames in the route $F \rightarrow G$. The objective of retrospection network $F$ is to solve:

$$\arg\min_F [L_{img}(F) + \beta_2 L_{GAN}(F) + \gamma_2 L_{ret2}(F, G)]. \quad (17)$$

While the discriminative network is trained to minimize the loss function Equation 7 and Equation 14 in order to distinguish between the generated frames and real frames:

$$D_g^* = \arg\min_{D_g} L_{GAN}(D_g), \quad (18)$$

$$D_f^* = \arg\min_{D_f} L_{GAN}(D_f). \quad (19)$$

The detailed training procedure is shown in Algorithm 1.

IV. IMPLEMENTATION

A. Network Configuration

We designed the architecture for our prediction network $G$ and retrospection networks $F$ according to [2] which has shown impressive results for video prediction. The prediction network and retrospection network share the same architecture. While the prediction network aims to predict future frames, the retrospection network aims to generate fore-passed frames. As shown in Figure 2, each network contains a motion encoder, a content encoder, an LSTM module, a combination layer and a decoder. The motion encoder and content encoder contain a series of convolutional layers and max pooling layers. The decoder consists of a series of deconvolution layers and unpooling layers. The unpooling layer [44] is an up-sampling operation which can be viewed as an inverse of max pooling. We adopt tanh function in the output layer of decoder, and the ReLU function in the rest of layers.

In addition, a discriminative network is built to facilitate more realistic outputs. The forward and backward discriminative network $D_g$ and $D_f$ are shared the same architecture, which consist of a series of convolutional layers. The Batch Normalization [45] and leaky-Relu [46] are used after convolutional layers. At the last layer, the sigmoid function is used. Details are listed in Table III.

Motion Encoder: The motion encoder of the prediction network captures the temporal dynamics of the scenes’ components by recurrently observing the difference between frames $x_t$ and $x_{t-1}$. Correspondingly, in the retrospection network, the difference between the $x_{t+1}$ and $x_{t+2}$ is fed into its motion encoder. The outputs of motion feature are filtered by a series of convolutional layers. The architecture is similar to VGG16 [47] up to the third pooling layer, except that the consecutive $3 \times 3$ convolutions are replaced by single $5 \times 5$, $5 \times 5$, and $7 \times 7$ convolutions in each layer.

Content Encoder: The content encoder extracts important spatial features from a single frame, such as the spatial layout of the scene and salient objects in a video. In our experiment, it takes the last observed frames $x_t$ as input in the prediction process, while it takes the first predicted frames $\hat{x}_{t+1}$ as input.
Algorithm 1 Adversarial training of our proposed model.

Require: the set of training data \( \{ x_{1:T+K} \}_{i=1}^N \), margin \( m \).
1: for number of training iterations do
2: Sample minibatch of sequence frames \( x_{1:T+K} \).
3: Predict the subsequent frames \( \hat{x}_{T+1:T+K} \) by given the observed frames \( x_{1:T} \) in the prediction network \( G : x_{1:T} \rightarrow x_{T+1:T+K} \) in Equation 1.
4: Retrospect the preceding frames \( x_{1:T} \) by given the predicted frames \( \hat{x}_{T+1:T+K} \) in the retrospection network \( F : x_{T+1:T+K} \rightarrow \hat{x}_{F:T} \) in Equation 2.
5: Generate the preceding frames \( \hat{x}_{F:T} \) by given the ground-truth frames \( x_{T+K:T+1} \) in the retrospection network \( F : x_{T+K:T+1} \rightarrow \hat{x}_{F:T} \) in Equation 9.
6: Generate the subsequent frames \( \hat{x}_{G:T+1:T+K} \) by given the generated frames \( \hat{x}_{F:T} \) in the network \( G : \hat{x}_{F:T} \rightarrow \hat{x}_{G:T+1:T+K} \) in Equation 11.
7: if \( \log(1 - D_g([x_{1:T}, \hat{x}_{G:T+1:T+K}])) > m \) and \( \log(D_g(x_{1:T+K})) > m \) then:
8: Update discriminator \( D_g \) using Equation 18:
9: \( \Delta \theta_{D_g} \leftarrow \nabla \theta_{D_g} L_{GAN}(D_g). \)
10: end if
11: if \( \log(1 - D_g([x_{1:T}, \hat{x}_{G:T+1:T+K}])) < 1 - m \) and \( \log(D_g(x_{1:T+K})) < 1 - m \) then
12: Update prediction network \( G \) using Equation 16:
13: \( \Delta \theta_G \leftarrow \nabla \theta_G (\alpha_1 L_{img} + \beta_1 L_{GAN} + \gamma_1 L_{ret1}). \)
14: end if
15: if \( \log(1 - D_f([x_{T+K:T+1}, \hat{x}_{F:T}])) > m \) or \( \log(D_f(x_{T+K:1})) > m \) then
16: Update discriminator \( D_f \) using Equation 19:
17: \( \Delta \theta_{D_f} \leftarrow \nabla \theta_{D_f} L_{GAN}(D_f). \)
18: end if
19: if \( \log(1 - D_f([x_{T+K:T+1}, \hat{x}_{F:T}])) < 1 - m \) or \( \log(D_f(x_{T+K:1})) < 1 - m \) then
20: Update retrospection network \( F \) using Equation 17:
21: \( \Delta \theta_f \leftarrow \nabla \theta_f (\alpha_2 L_{img} + \beta_2 L_{GAN} + \gamma_2 L_{ret2}). \)
22: end if
23: end for

in the retrospection process. The content encoder is also built with the same architecture as VGG16 [47] up to the third pooling layer.

Decoder Module: The decoder is used to generate a pixel-level prediction of the next frames in the prediction process or the past frames in retrospection process. To reduce the information loss caused by pooling at the encoding phase, a residual connection [29] is adopted by taking the computed features from both the motion and content encoders. We employ deconvolution network [48] for the decoder module. The architecture of the decoder is the mirror of the content encoder. The output layer is passed through a tanh() activation function.

Discriminative Network: The discriminative network consists of 4 convolutional layers with kernel size \( 5 \times 5 \) and stride 2, whose output channels are 64, 128, 256, 512 respectively. From the second layer, each layer is followed by a batch normalization layer [49]. After that, each layer is followed by a leaky ReLU layer [50]. The final layer is a fully connected layer with 1 hidden unit followed by a sigmoid function, aims to predict the possibility of input’s label. Note that we concatenate the frames of both observation and prediction along the channel of time as the inputs.

The LSTM module predicts or retrospects the dynamics of frames in a chronological or reversed order recursively. We adopt a convolutional LSTM [21] as our LSTM module. The combination module is used to fuse the content representation and motion representation, which consists of 3 consecutive \( 3 \times 3 \) convolutions (256, 128, and 256 channels in each layer).

B. Training Strategy

All networks are trained by the Adam optimization [51] for 100,000 iterations with the learning rate of 0.0001, the exponential decay rate for the first moment of 0.5 and the exponential decay rate for the second moment estimates of 0.999. Following MCNET [2], we set a margin to balance the adversarial training of generative network and discriminative model. To stabilize training, we set a margin to balance the adversarial training of generative network and discriminative model. Following MCNET [2], the loss margin \( m \) is set to be 0.3.

Algorithm 1 shows the detailed training procedure. In the training procedure, the generative network \( G \) and retrospective network \( F \) are trained alternatively. The route \( G \rightarrow F \) is used to optimize the generative network \( G \), and route \( F \rightarrow G \) is used to optimize the retrospective network. During training each network, we assume that the other network has been optimized. For instance, the retrospective network \( F \) is well optimized to generated realistic and sharp frames by the \( L_{GAN}(F) \). As a result, as long as the retrospection is pixel-wise consistent to the input frames, the error of predicted frames could be rectified. Similar idea has been applied.
TABLE II
ARCHITECTURE OF THE PREDICTION AND RETROSPECTION NETWORK

<table>
<thead>
<tr>
<th>Module</th>
<th>Operation</th>
<th>Kernel</th>
<th>Stride</th>
<th>Padding</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Motion encoder</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Convolution</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td></td>
<td>64</td>
</tr>
<tr>
<td>MaxPooling</td>
<td>2</td>
<td>2</td>
<td>-</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Convolution</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td></td>
<td>128</td>
</tr>
<tr>
<td>MaxPooling</td>
<td>2</td>
<td>2</td>
<td>-</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Convolution</td>
<td>7</td>
<td>1</td>
<td>3</td>
<td></td>
<td>256</td>
</tr>
<tr>
<td>MaxPooling</td>
<td>2</td>
<td>2</td>
<td>-</td>
<td></td>
<td>-</td>
</tr>
</tbody>
</table>

| **Content Encoder** |           |        |        |         |          |
| Convolution | 3         | 1      | 1      |         | 64       |
| Convolution | 3         | 1      | 1      |         | 64       |
| MaxPooling | 2         | 2      | -      |         | -        |
| Convolution | 3         | 1      | 1      |         | 256      |
| Convolution | 3         | 1      | 1      |         | 256      |
| Convolution | 3         | 1      | 1      |         | 256      |
| MaxPooling | 2         | 2      | -      |         | -        |

| **Decoder** |           |        |        |         |          |
| Unpooling | 2         | 2      | -      |         | -        |
| Deconvolution | 3         | 1      | 1      |         | 256      |
| Deconvolution | 3         | 1      | 1      |         | 256      |
| Deconvolution | 3         | 1      | 1      |         | 256      |
| Unpooling | 2         | 2      | -      |         | -        |
| Deconvolution | 3         | 1      | 1      |         | 64       |
| Deconvolution | 3         | 1      | 1      |         | 64       |

in CycleGAN [34]. In CycleGAN [34], they train the two generative networks by two directions, and in each direction a cycle-consistent loss is adopted.

V. Experiments

In this section, we present experiments using our model for long-term video prediction. We first evaluate our model on the KTH [19] and Weizmann datasets [11]. We then proceed to evaluate on a more challenging dataset, UCF-101 [12]. We compare our model with MCNET [2], which achieves state-of-the-art performance on the KTH [19], Weizmann [11] and UCF101 datasets [12]. For all our experiments, we use $\lambda = 1$, and $p = 2$ in the loss function. We train our network by observing 10 frames and predicting 10 subsequent frames. For fairness, both the prediction process and retrospection process of our model adopted the same architecture with MCNET [2]. As the retrospection process would be discarded in the test phase, it costs the same test computation complexity. We demonstrate the quantitative comparison in terms of PSNR, SSIM. PSNR and SSIM are commonly used in previous works [2]. However, they are shallow functions, and not necessarily coincide with human perception. Recently, perceptual metrics are proposed by adopting the deep features in neural networks, such as LPIPS (Learned Perceptual Image Patch Similarity) [52] and FVD [53]. To partially mitigate the limitations of these metrics, we also evaluate on LPIPS, which have been shown to correspond better to human perceptual judgments. In addition, we used a person detection evaluation to test the quality of generation frames on person action dataset, with the idea that acceptable predictions should contain recognizable person. Meanwhile, we take two variants of our method for ablation study, details are presented in Section V-C.

A. KTH and Weizmann Action Datasets

1) Experimental setting: The KTH human action dataset [19] contains 6 categories of periodic motions on a simple background: running, jogging, walking, boxing, hand-clapping and hand-waving. Following MCNET [2], we used person 1-16 for training and 17-25 for testing, and also resize frames to $128 \times 128$ pixels. During the evaluation, to demonstrate the effectiveness of our proposed long-term model, we predicted 100 subsequent frames given the previous 10 frames as input. We also selected the walking, running, one-hand waving, and two-hands waving sequences from the Weizmann action dataset [11] to verify the networks’ generalization. Since most of the videos in the Weizmann dataset only contain around 70-80 frames, we test our model for the predictions of 70 time steps on the Weizmann dataset.

2) Results Analysis: Figure 5 presents qualitative results of long-term prediction by our network and MCNET on the KTH dataset. As expected, prediction results by our full objective preserve a better quality with time passing. Our method could achieve more satisfying results at 100-time steps, while MCNET’s results tend to collapse to meaningless noise (see the fourth column in each case at $t = 100$). In action of boxing, we notice that at $t = 40$, the output of MCNET appears some noisy pattern besides the person’s feet. With the increase of time step, the region of noise becomes larger and eventually dominates the whole images. In testing of hand-waving action, we find that MCNET is able to achieve a competitive result in the first several time steps. However, with the time passing, the prediction deviation is accumulated whose images appear noisier. Our method with retrospection loss, on the other hand, is able to output consistent high-quality results for a long time. The reason is that the proposed retrospection process is able to alleviate the prediction error accumulation.

Figure 3 summarizes the quantitative comparisons of our methods, MCNET and two variants of our model. In the KTH test set (Figure 3), our models and variants outperform the MCNET baseline in long-term video prediction. Although all four methods achieve comparable LPIPS score for the first 20 future frames, with the increase of time step, the margin between our method (blue line) and MCNET (red line) becomes more significant. One reason for this result is that the baseline method only considers the prediction recursively in the forward time steps, which is easy to accumulate the prediction error and leads to dramatic degradation of prediction performance. Also, we tested on unseen data of Weizmann dataset [11] by the pretrained model. Performance shown in Figure 4 reveals that our method outperforms MCNET especially on the long-term horizon.

3) Person Detection Evaluation: We used the person detection evaluation with the idea that acceptable predictions should contain recognizable person. Similar to [29], we used the pretrained Mask-RCNN\(^1\) as the person detector, and calculated

\[^1\]https://github.com/matterport/Mask_RCNN
TABLE III

<table>
<thead>
<tr>
<th>Operation</th>
<th>Kernel size</th>
<th>Stride</th>
<th>Padding</th>
<th>Feature maps</th>
<th>Normalization</th>
<th>Nonlinearity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discriminative</td>
<td>Convolution</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>64</td>
<td>-</td>
</tr>
<tr>
<td>Network</td>
<td>Convolution</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>128</td>
<td>Batch Normalization</td>
</tr>
<tr>
<td></td>
<td>Convolution</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>256</td>
<td>Batch Normalization</td>
</tr>
<tr>
<td></td>
<td>Convolution</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>512</td>
<td>Batch Normalization</td>
</tr>
<tr>
<td></td>
<td>Convolution</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>-</td>
</tr>
</tbody>
</table>

LeakyReLU: Slope 0.2

Fig. 3. Quantitative comparisons between different variants of our method and MCNET baseline in terms of PSNR, SSIM and LPIPS on the KTH dataset. "Ours" denotes our method (MCNET+Retrospection) with full objective. "Route F to G" represents Route $F \rightarrow G$ alone (Equation 20). "Route G to F" indicates Route $G \rightarrow F$ alone (Equation 21). Given 10 input frames, the models predict 100 frames recursively. [11]. For PSNR and SSIM, higher is better. For LPIPS, lower is better.

Fig. 4. Quantitative comparisons between our method and MCNET in terms of PSNR, SSIM on the Weizmann dataset.

the percentage of frames that a recognizable person is in the image. We record the person recognition rate of Mask-RCNN in Figure 6. The proposed method stays relatively constant over prediction time-steps. For longer-term predictions, e.g., at $t = 100$, more than 80% of our generated frames could be recognized as a person, while the performance of MCNET drops to only 65% of predictions can be recognized. The evaluation shows that the proposed method is better than the baselines on the long-term horizon.

B. UCF-101 Dataset

This section presents results on more challenging real-world videos dataset, the UCF-101 dataset [12]. Having collected from YouTube, the dataset contains 101 realistic human actions taken in a wild and exhibits various challenges, such as background clutter, occlusion, and complicated motion. The videos in 101 action categories are grouped into 25 groups, where each group consists of 4-7 videos of an action. We use group 1-7 for testing and group 8-25 for training. We employed the same network architecture as in the KTH dataset but resized frames to $240 \times 320$ pixels.

1) Results Analysis: Figure 9 show the quantitative comparisons between our network trained by full objective and MCNET. We test the official-released pre-trained model $(denoted$ as “MCNET”), which is trained to predict one future frame by observing four frames. However, we found that only predicting one future frame is easily to miss the motion pattern of the video and leads to stationary output. As a result, the performance in terms of PSRN, SSIM and LPIPS drops with the increase of time (see blue line).

For fairness, we also compare with the MCNET [2] which is trained to predict 10 frames by given 10 input frames (denoted as “MCNET-T10” in orange line). We observe that our model still outperforms the compared method and the gap becomes more significant with the increase of predicted time. Figure 8 presents qualitative comparisons between frames generated by our method, MCNET and MCNET-T10. We observe that the results of MCNET is becoming blur while ours are still recognizable (see details in the zoomed region). In addition, the quality of MCNET’s results falls dramatically with time passing, e.g., at $t = 100$ in the second row. Results of MCNET-T10 is better compared with MCNET, while we still could find some green noisy patches. Our method, on the other hand, could maintain structural outputs with reasonable dynamic.

2) Human Perceptual Study: We further evaluated our algorithm via a human study. We performed pairwise A/B tests deployed on a service similar to Mechanical Turk. We follow the experiment procedure in [3]. The participants are asked to select the more realistic video generated from our method and MCNET. Each pair contains two video predictions observed by the same input frames generated. We use the data sets of KTH, Weizmann and UCF101 [12]. In each data set, we collected comparisons of 100 generated videos, and presented each video to 10 human raters. The table in Figure 7 shows the video number of the most users preference. It demonstrates

2https://github.com/rubenvillegas/iclr2017mcnet
that most users prefer our results, which indicates that qualitative performance obtained by our proposed approaches are better than those obtained by existing methods.

C. Model Analysis

1) Ablation Study: We take two variants of our method for ablation study. The first variant is denoted as “Route $F \rightarrow G$”. We first train a retrospection network and prediction network
Fig. 8. Qualitative comparison on the UCF-101 dataset. MCNET [2] trained to predict 10 frames is denoted as “MCNET-T10”. The results are predicted by observing 10 previous frames. Our method less artifact and blur around the ambiguity region. The remarkable region is denoted in color and scaled.

Fig. 9. Quantitative comparisons between our model, MCNET [2] and MCNET trained by 10 input frame and 10 output frames (indicated by “MCNET-T10”). In the test phase, the models predict 100 frames recursively given 10 input frames.

Fig. 10. Quantitative comparisons between our method, SAVG, SVG w/o the retrospection process in terms of PSNR, SSIM and LPIPS.

by solving:

$$\arg \min_{G,F} \left[ \alpha_2 \mathcal{L}_{\text{img}}(F) + \beta_2 \mathcal{L}_{\text{GAN}}(F) + \gamma_2 \mathcal{L}_{\text{ret}}(F,G) \right].$$

(20)

The prediction is obtained by feeding the test frames to the trained prediction network.

The second variant is denoted as “route $G \rightarrow F$”. We simultaneously train the prediction and retrospection network by removing the auxiliary route $F \rightarrow G$:

$$\arg \min_{G,F} \left[ \alpha_1 \mathcal{L}_{\text{img}}(G) + \beta_1 \mathcal{L}_{\text{GAN}}(G) + \gamma_1 \mathcal{L}_{\text{ret}}(F,G) \right],$$

(21)

where $\alpha_1$, $\beta_2$ and $\gamma_1$ are set to be the same as the full objective function. Table IV presents results of ablation study on the KTH dataset. We observe that our model and its variants outperform the MCNET baseline which only has the prediction process. In “route $G \rightarrow F$”, the generative network was optimized by the prediction loss $\mathcal{L}_{\text{img}}(G)$, pixel adversarial loss $\mathcal{L}_{\text{GAN}}(G)$, and rectified by the retrospection loss $\mathcal{L}_{\text{ret}}(F,G)$. The retrospection loss enforces the predictions to reconstruct the original input. As a result, the performance is close to the two routes version. In our full model, an
auxiliary route “route $F \rightarrow G$”, is designed to reduce the accumulation error produced from $F$. In Figure 3, we observe that our method still outperforms the “route $G \rightarrow F$”, which indicates a better retrospective network $F$ is able to improve the accuracy of prediction. In “route $F \rightarrow G$”, the generative network $G$ only optimize the reconstruction loss: $\arg \min_G \mathcal{L}_{ret2}(F,G)$, whose aim is actually to generate the future frames $\{\hat{x}_{T+1}^G, \cdots, \hat{x}_{T+K}^G\}$ from the previous frames $\{\hat{x}_F^1, \cdots, \hat{x}_F^T\}$. That is to say, the generative network $G$ in this route does not get the benefit from the retrospective process. As the results shown in Figure 3, the performance of “route $F \rightarrow G$” is close to the baseline (MCNET). Overall, the proposed training strategy of two routes achieves the best result.

2) Parameter Selection: We discuss our parameter selection strategy and analyze the function for the newly introduced parameters. In our model, Route $G \rightarrow F$ and Route $F \rightarrow G$ are symmetrical, so we set $\alpha_1 = \alpha_2$, $\beta_1 = \beta_2$, and $\gamma_1 = \gamma_2$. This selection strategy is similar to CycleGAN [34], which uses the same parameters in the same functionality loss (e.g., cycle-consistent loss) of the two translation directions. In our model, $\alpha_1$ ($\alpha_2$) and $\beta_1$ ($\beta_2$) balance the importance of image reconstruction loss and adversarial loss. We follow MCNET [2] to set these hyper-parameters as $\alpha_1 = \alpha_2 = 1$ in all experiments, $\beta_1 = \beta_2 = 0.02$ on KTH dataset, and $\beta_1 = \beta_2 = 0.001$ on UCF101 dataset. We analyze the selection the newly introduced parameter of retrospection loss $\gamma_1$ and $\gamma_2$. When $\gamma_1(\gamma_2) = 0$, our model are equivalent to MCNET. Figure 12 shows results of $\gamma_1(\gamma_2) = \{0.1,1,2\}$. We found $\gamma_1(\gamma_2) = 0.1$ is too small, and the performance drops to be similar to MCNET. $\gamma_1(\gamma_2) = 2$ is too large, which means the model emphasizes too much on the auxiliary network and ignore the importance for producing the accurate prediction. In all, $\gamma_1(\gamma_2) = 1$ achieves the best performance, so we set $\gamma_1(\gamma_2) = 1$ in our model.

3) Adversarial Loss: We explore the contribution of the adversarial loss in our model. We analyze the results of the function without the adversarial loss. The function without adversarial loss can be expressed as follow:

$$\mathcal{L}_{no,adv}(G,F) = \alpha_1 \mathcal{L}_{img}(G) + \alpha_2 \mathcal{L}_{img}(F) + \gamma_1 \mathcal{L}_{ret1}(F,G) + \gamma_2 \mathcal{L}_{ret2}(F,G).$$

(22)

For fair comparison, we set $\alpha_1 = \alpha_2 = 1$ and $\gamma_1 = \gamma_2 = 1$, which are the same with our model. Results are demonstrated in Figure 5, which are denoted as “Ours-No Adv”. We observed that the prediction frames are blurry and hard to be recognized. We also test the person recognition rate. As shown in Figure 13, the model without adversarial loss results in dramatically decrease in terms of person recognition rate. At $t=[50,100]$, it turns out that only 34.5% generated frames could be recognized as person. In comparison, our method with adversarial losses produce 83.0% predictions with recognizable persons. The reason is that $\mathcal{L}_{img}$ guides the model to match the average pixel of all possible future frames. Training to generate average sequences, however, results in
somewhat blurry generations. The adversarial loss allows our model to predict realistic looking frames.

VI. RETROSPECTION FOR OTHER MODELS

In our paper, we applied the retrospective training procedure to MCNET, which is a simple framework and outputs deterministic future frames. However, accurately predicting future for long-term is challenging, since the ambiguous nature of the problem would cause the model to average together possible futures into a simple, blurry prediction. Recently, works for stochastic video prediction methods have emerged that output a sample of possible future distribution. The stochastic video prediction methods are a promising solution to obtain realistic and sharp future frames, e.g., SA VP [54] and SVG [55]. In this section, we compare our model to SAVP and SVG, and extend those methods by incorporating the proposed retrospective training procedure.

For a fair comparison, we train the SVG, SAVP model by using the same data and image size to our model. Specifically, we used person 1-16 for training and 17-25 for testing, and the image size is of 128 × 128. The model is trained by observing 10 frames and predicting 10 subsequent frames. The code is used from authors’ homepages3 4. In the test phase, we predicted 100 subsequent frames given the previous 10 frames as input. By incorporating the retrospection processing, we first train a retrospective generator $F$ by feeding the true future frames and encourage the network $F$ to generate preceding frames. Then we retrained the prediction network $G$ by adding the retrospection loss, so that the predicted future frames can be enhanced for the reconstruction of past frames.

Figure 5 demonstrates the qualitative comparison to our methods. Though SVG could output unblurred and realistic frames for a long-term horizon, we notice that after a few times step, the motion information in the SVG might be lost or incorrect. For instance, in the bottom row of Figure 8, the generated person keeps a fixed gesture after $t=30$. Figure 12 shows the comparisons between SVG and SAVP by incorporating the retrospection process (denoted as ‘SVG+retro’). We found that with the retrospection process, the motion information can be preserved. For instance, in the right cases of Figure 12, the generated person of ‘SVG+retro’ keeps hand-waving all the time. In constrast the person of SVG becomes the action of walking after $t=80$. The reason is that the introduced retrospection process tends to keep the action of prediction consistent with that in the past frames.

Results in Figure 10 shows the quantitative comparisons between our methods, SVG, and ‘SVG+retro’. We observe that our method outperforms the compared method in terms of PSNR, while we get a lower score in terms of perceptual metrics, SSIM and LPIPS. Since our methods are merely based on the deterministic prediction, our results can get close to the ground truth future frames. However, compared stochastic-based methods achieve more realistic frames in terms of human perception. As shown in the plot of ‘SVG+retro’ and ‘SAVP+retro’, the performance has been improved, which demonstrates that our method can improve the stochastic based video prediction method as well.

VII. CONCLUSION

We have proposed a long-term video prediction model via criticization and retrospection in the natural video. Our model consists of a prediction network and a retrospection network. The prediction network is used to generate future frames given a set of consecutive frames. The retrospection network aims to look back to rectify the prediction deficiencies. In addition to considering the discrepancy between the predicted frames and ground truth frames, we feed the predicted frames to the retrospection network to minimize the discrepancy between the retrospective frames and the observed frames. To optimize the prediction network and the retrospection network, an auxiliary route is built by reversing the flow of time and executing a similar retrospective. Our method is able to alleviate the accumulation deviation during recursive prediction process. Extensive experiments demonstrate the effectiveness of the proposed model on long-term video prediction.
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