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Abstract 
 

Glioblastoma is one of the most lethal tumours. However, current standard of care 

therapy is ineffective at eradicating the entire tumour cell population. This fractional 

killing occurs as glioblastoma cells possess great intertumour (patient-to-patient) and 

intratumour (cell-to-cell) heterogeneities, leading to tumour recurrence. 

  
Microtubules are required for proliferation and other integral cell processes, thus 

one proposed therapeutic approach to glioblastoma is the use of microtubule-targeting 

agents (MTAs). It is postulated that this ‘non-targeted’ approach would kill all tumour 

cells. However, while classical MTAs such as taxanes and Vinca alkaloids are clinically 

successful anti-cancer drugs and are effective at killing glioblastoma cells in vitro, the 

polarity and large molecular mass of these drugs render them useless for the treatment 

brain tumours, as they cannot cross the blood-brain barrier. Our laboratory has been 

developing small-molecule MTAs, based on the lead inhibitor CMPD1, which are able to 

cross the blood-brain barrier and effectively kill glioblastoma cells in vivo. While the 

drug development of small-molecule MTAs for glioblastoma therapy is commercial-in-

confidence, the overarching aim of this PhD candidature was to assess the translational 

potential of microtubule-targeting agents for glioblastoma therapy. 

 
We first questioned whether microtubule heterogeneity, resulting from numerous 

tubulin isoforms and their post-translational modifications impacts on sensitivity of 

glioblastoma cells to MTAs. Using a panel of 12 genetically diverse glioblastoma stem 

cell lines and per-division growth rate inhibition metrics, we established that total α- and 

β-tubulin levels impact on MTA sensitivity. The baseline levels of α- and β-tubulin were 

up to 40% lower in cells that were not effectively killed by MTAs. Further, low α/β-

tubulin expression was associated with higher degree of stemness. Importantly, we 

discovered that in every glioblastoma cell line, regardless of tubulin expression levels 

and sensitivity to MTA, a small subpopulation of cells survived MTA treatment via 

reversible non-mutational dormancy.  

 
The cells that survived the treatment, known as drug-tolerant persister (DTP) cells, 

resumed proliferation in ‘drug holidays’ and displayed the same sensitivity to MTAs as 

their treatment-naïve parental population. Hence, the drug-tolerant state is a survival 

mechanism mediated by reversible epigenetic processes, often via changes to the histone 

H3 subunit of the nucleosome. We used SWATH-MS, a technique emerging as a gold-

standard in large-scale proteomics, to assess changes in histone H3 post-translational 



 
 

 xi 

modifications in DTP cells and compared these to modifications in treatment-naïve 

parental cells. The analysis revealed that DTP cells exhibit a global decrease in histone 

lysine acetylation and an increase in histone lysine methylation, which is consistent with a 

genetically repressive chromatin state. Assessment of transcript levels of histone lysine 

methyltransferases (KMTs) and demethylases (KDMs) demonstrated more increases in 

KMT than KDM transcripts in DTP cells relative to their treatment-naïve parental 

counterparts, supporting SWATH-MS findings. 

 
A screen of a library of epigenetic probes and a series of pharmacological 

assays using disease-relevant cell models discovered that DTP cell recovery and return 

to a proliferative state was hampered when treated with CMPD1 in combination with 

inhibitors targeting KDM4 or KDM6. Taken together, the research presented in this thesis 

suggests that small-molecule MTA are promising drugs to treat glioblastoma patients. 

However, in order to achieve complete killing of all glioblastoma cells within a tumour 

population, MTAs must be combined with drugs targeting DTPs. It is hypothesised that 

KDM inhibitors prevent the demethylation of methylated lysine residues acquired in drug-

tolerant cells, and hence, prevent recovery.  

 
 Further, we identified KDM4 as a potential novel target in treatment-naïve 

glioblastoma cells. Given the lack of orthogonal and cell-permeable KDM4 inhibitors to 

validate KDM4 as a target, we established a high-throughput AlphaScreen KDM4 

inhibition assay to begin the drug discovery process. Using this assay, we screened a 

small chemical library and identified two hit molecules that offer excellent starting points 

for future hit-to-lead optimisation and the development of KDM4 inhibitors.  
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CHAPTER 1.  INTRODUCTION 

1. 1. Glioblastoma tumours

1. 1. 1. Diffuse gliomas

In addition to neurons, the Central Nervous System (CNS) is composed of glial cells such 

as astrocytes and oligodendrocytes.3 These glial cells play an integral role in supporting 

neuronal function in the CNS. Astrocytes, for instance, are dendritic star-shaped glial cells 

that maintain the extracellular environment by removing excess neurotransmitters from 

synapses, directing neuronal development and maintaining the integrity of the blood-

brain barrier (BBB).4 Oligodendrocytes, which are morphologically similar to astrocytes 

with fewer protuberances, myelinate neurons within the CNS and facilitate signal 

transduction.4 Glial cells, their progenitors or neural stem cells can give rise to a group 

of tumours known as gliomas, which are the most common primary CNS tumours. While 

many gliomas are benign brain tumours, diffuse gliomas are highly malignant and lethal.5 

Diffuse gliomas account for 1% of all cancer incidents worldwide but are 

associated with high morbidity and fatality rates.6 In other words, approximately 

100,000 people are diagnosed with diffuse glioma every year.7 Glioblastomas, the 

most aggressive diffuse gliomas, account for 78% of all diffuse glioma incidents.8 The 

World Health Organization (WHO) classifies diffuse gliomas into three grades of 

malignancy (WHO Grade II-IV), which are assigned based on proliferative potential, 

angiogenesis, necrosis, nuclear polyploidy and response to therapy.9, 10 Moreover, as of 

2016, the WHO categorises adult diffuse gliomas of oligodendroglial or astrocytic 

origins into five principal molecular subtypes, each with a distinct clinical course. Whereas 

the preceding WHO 2007 classifications of diffuse gliomas were based on 

histopathological characteristics alone,9 the 2016 counterparts aim to eliminate the 

resulting interobserver variability within clinicians and oncologists by incorporating 

genotypic as well as phenotypic characteristics of tumours.10 This new classification system 

allows for a more rigorous, accurate and reproducible diagnostic process.  

The five WHO 2016 clinical subtypes (Figure 1.1) of adult diffuse gliomas are 

based on whether the specific tumour morphology, i.e. oligodendroglial or astrocytic, 

exhibits: (i) mutations in isocitrate dehydrogenase (IDH1/IDH2) genes, (ii) the co-deletion 

of chromosome arms 1p and 19q (1p19q), (iii) mutations in the telomerase reverse 

transcriptase (TERT) promoter, and (iv) mutations in tumour suppressor gene, TP53.10-13 In 

all diffuse gliomas, a mutation in IDH is associated with higher median survival.11, 14 IDH 

mutations are associated with 1p19q co-deletion in oligodendrogliomas, and with TP53 
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mutations in astrocytoma (including glioblastoma), suggesting that a mutation in IDH is 

the preceding event in both situations.14, 15 Additionally, more recent evidence suggests 

a clinical value in assessing the status of TERT and its functional paralogue Alpha-

Thalassemia/mental Retardation syndrome X-linked (ATRX).16 Both TERT and ATRX are 

epigenetic enzymes that play a role in telomere length maintenance. Alterations in these 

two genes lead to a genetic lengthening of telomeres, which plays a central role in 

gliomagenesis17 and is associated with a five-fold increase in the risk of developing 

glioma.16, 18 

Figure 1.1 The WHO 2016 clinical classification system for adult diffuse gliomas. 
Diffuse glioma can have astrocytic or oligodendroglial morphology. To increase the accuracy of diagnosis, 
the WHO developed a classification system based on molecular characteristics such as the deletion of 
chromosome arms 1p and 19q, and mutations in IDH and TERT among other molecular aberrations. These 
molecular markers (IDH/1p19q/TERT) can be used in diagnosis, predicting response to therapy and 
prognosis. Kaplan-Meier survival curves show data from 1989-2012.19 Figure adapted from REF 12 (wt: 
wild-type; mut: mutation, amp: amplification; del: deletion). 
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Oligodendrogliomas 

The first subtype Oligodendroglioma, IDH-mutant includes both diffuse (WHO Grade II) 

and anaplastic oligodendroglioma (WHO Grade III), which tend to be the least 

aggressive, with a median survival of 17.5 years.20 Up to 80% of oligodendroglioma 

possess a co-deletion of 1p19q, while more than 95% will possess a promoter mutation 

in TERT. In rare cases, oligodendroglioma can express TERT wild-type, but these have a 

significantly poorer prognosis.13 As such, oligodendrogliomas are generally triple-

positive for the loss of IDH/1p19q/TERT promoter. The co-deletion of 1p19q, which is 

often accompanied by a mutation in IDH, is a unique diagnostic, therapy-predictive and 

prognostic biomarker used to distinguish oligodendroglioma from astrocytoma, and is 

associated with favourable prognosis.13 ATRX mutations are rare in oligodendroglioma 

(< 3%).16 Oligodendroglioma, IDH-mutant often harbour mutations in Capicua 

transcriptional repressor (CIC), Far Upstream element Binding Protein 1 (FUBP1) and 

NOTCH genes, which are all involved in regulating cell differentiation.21, 22 These 

molecular signatures are clinically useful when the morphological and genotypic 

observations are discordant, in which case, the molecular diagnosis takes precedence.  

Astrocytomas 

Diffuse (WHO Grade II) and anaplastic (WHO Grade III) astrocytomas are 

progressively more aggressive and are classified into Astrocytoma, IDH-mutant or 

Astrocytoma, IDH-wildtype subtypes, with median survivals of 9.3 and 1.9 years, 

respectively.20 Glioblastoma is the most malignant type of astrocytic glioma and accounts 

for almost 80% of all diffuse glioma diagnoses.23 Glioblastoma tumours (WHO grade 

IV) are classified into Glioblastoma, IDH-mutant and Glioblastoma, IDH-wildtype, with

median survivals of 3.6 and 1.2 years, respectively.10, 24 Glioblastoma remains to be one

of the most challenging and lethal cancers with a 5-year survival rate of 5%.20, 25

The majority of IDH wild-type astrocytomas and glioblastomas are associated 

with TERT mutations, while IDH-mutant tumours are more likely to be associated with ATRX 

mutations (Figure 1.1).11 There is, however, no clear association between TERT/ATRX status 

and survival in Astrocytoma, IDH-mutant and Glioblastoma, IDH-mutant.19 By contrast, 

Glioblastoma, IDH-wildtype tumours that have ATRX mutations and Astrocytoma, IDH-

wildtype tumours that lack TERT mutations were associated with better survival.19 These 

results show that characterisation of TERT and ATRX genes may be warranted for a more 

individualised treatment, assessment of histological features and IDH/1p19q status. 

Other critical molecular aberrations are outlined in Figure 1.1. 
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Other diffuse gliomas 

A sixth subtype, Diffuse glioma, Not Otherwise Specified, was added to allow for the 

classification of tumours for which IDH status cannot be thoroughly evaluated or if a 

diagnosis is inconclusive. This subtype also allows for the addition of other categories, if 

and when better diagnostic markers are implemented in the future.10, 12 Paediatric 

diffuse intrinsic pontine gliomas and adult diffuse gliomas occurring in midline locations, 

such as the spinal cord, brainstem, cerebellum and thalamus, are grouped into a seventh 

subtype, Diffuse midline glioma, H3K27M-mutant. Gain-of-function mutations in the 

histone H3 genes HIST1H3B, HIST1H3C, HIST1H3I and H3F31 resulting in a lysine-to-

methionine substitution at position 27 (K27M) characterise these tumours.10, 12  

1. 1. 2. Glioblastoma prevalence and risk factors

The risk of glioblastoma increases with age, with peak incidences in people aged over 

75 years.8 Glioblastoma, IDH-wildtype tumours tend to occur in older individuals with a 

median age at diagnosis 59 years, while Glioblastoma, IDH-mutant affect a younger 

demographic with a median age at diagnosis of 38 years (Figure 1.1).8  

The prevalence of glioblastoma varies across the sexes. Men have a 1.6-fold 

increased risk of developing glioblastoma compared to women.8 Survival data analysis 

revealed higher responsiveness to standard-of-care therapy in females compared to 

males.26 The molecular differences between males and females are not yet fully 

elucidated, but evidence suggests a sexually dimorphic inactivation of the retinoblastoma 

gene RB1 could underly the increased risk of in a subset of glioblastoma male patients.27 

Furthermore, glioblastoma prevalence varies across racial groups. Non-Hispanic 

Caucasian populations were 30-50% more likely to develop glioblastoma and had a 

lower 5-year survival rate compared to African, Asian, Pacific Islander and Hispanic 

populations.28  

The majority of glioblastomas occur sporadically and with no known cause, but 

5-10% are linked to familial history. In those cases, first-degree relatives of patients

diagnosed with glioblastoma were twice as likely to develop the disease themselves.29

Genome-wide association studies identified 11 heritable germline risk factors for

glioblastoma. These risk alleles contain single nucleotide polymorphisms in several

chromosome locations such as 5p15.33 TERT, 20q13.33 RTEL1 (Regulator of Telomere

Elongation helicase 1), 7p11.2 near EGFR, 7p11.2 EGFR, 9p21.3 CDKN2A/CDKN2B and
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17p13.1 TP53.11, 30 Although the protein products of most of the genes in those locations 

are implicated in glioblastoma signalling pathways (discussed in Section 1.2), whether 

these single-nucleotide polymorphisms contribute to phenotypic consequences is yet to be 

confirmed. Other genetic diseases such as Li-Fraumeni syndrome and neurofibromatosis 

can increase the risk of glioblastoma.31 

The only confirmed environmental risk factor is dose-dependent exposure to 

ionising radiation, such as that from atomic bombs32 or therapeutic irradiation during 

childhood used to treat infections or cancers.33 Ionising radiation used in therapy can 

increase the risk by up to 3 to 7-fold.34 The risk of glioblastoma is decreased in people 

with atopic diseases and allergies by up to 40%,35 implicating the role of the immune 

system in glioblastoma pathology. In conclusion, while both genetic and environmental 

factors may play a role in disease formation, the majority of glioblastomas occur with no 

causalities identified. 

1. 1. 3. Primary and secondary glioblastomas

Approximately 90-95% of glioblastomas are primary and arise de novo with no 

histological or clinical evidence of precursor lesions. The remaining 5-10% of 

glioblastomas are secondary, deriving from diffuse or anaplastic astrocytoma.36 This 

germline-like progression occurs as a result of the accumulation of oncogenic mutations. 

Primary and secondary glioblastoma are genetically distinct in other ways. There is a 

strong correlation between the status of IDH1/IDH2 and the origin of glioblastoma 

tumours with almost all primary tumours being IDH-wildtype, while most secondary 

tumours are IDH mutant. As such, secondary glioblastoma tumours are associated with a 

slightly better prognosis (Figure 1.1).10 

IDH1 (cytoplasmic) and IDH2 (mitochondrial) are proteins involved in the Krebs 

cycle, converting isocitrate into 2-oxoglutarate (2-OG). The reaction is coupled with the 

reduction of nicotinamide adenine dinucleotide phosphate (NADP+) to 

dihydronicotinamide adenine dinucleotide phosphate (NADPH). Mutations in IDH1 or 

IDH2 can disrupt these reactions, resulting in the conversion of isocitrate to R-2-

hydroxyglutarate (2-HG) and a net reduction of the antioxidant NADPH.37 IDH mutations 

can contribute to oncogenesis as 2-OG is a co-factor for many enzymes, including most 

of the histone lysine demethylases (KDMs) and Ten-Eleven Translocation proteins (TETs). 

KDMs and TETs play an essential role in epigenetic regulation as they demethylate 

histones and DNA, respectively. Further, 2-HG competes with 2-OG for binding sites on 

KDMs and TETs, inhibiting those proteins. These inhibitions contribute to global 
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hypermethylation of the genome and the formation of Glioma CpG Island Methylator 

(G-CIMP) phenotype, which can impact on glioblastoma response to standard-of-care 

therapy (discussed below).38  

While IDH-mutant oligodendrogliomas or astrocytomas can progress to 

secondary glioblastomas, IDH mutations are not sufficient to initiate gliomagenesis on 

their own. The acquired mutations past this point will determine the type and progression 

of the disease. While PIK3CA/R1, CDK4/6, CDKN2A/B and RB1 gene alterations are 

typical of primary and secondary glioblastomas, the former is characterised by EGFR 

amplification, PTEN mutation and MDM2 amplification and the latter is characterised by 

a higher frequency of TP53 mutations as outlined in Figure 1.1.11, 14, 15, 30, 39 Moreover, 

while all glioblastomas exhibit loss of heterozygosity at chromosome 10, only primary 

glioblastomas exhibit gain of chromosome 7.10 In summary, primary and secondary 

glioblastomas have distinct pathologies and, therefore, require different treatment 

courses. 

1. 1. 4. Standard-of-care therapy

Glioblastoma cells proliferate diffusely into the brain parenchyma, rendering complete 

surgical elimination impossible.40 The current standard-of-care treatment post-surgery, 

known as the Stupp protocol, involves treatment with concomitant radiation and 

chemotherapy with temozolomide for six weeks, followed by six cycles of adjuvant 

temozolomide treatment.25, 41 This protocol increase the median survival from 12 to 15 

months compared to radiotherapy alone.41 Recently, low-intensity tumour-treating fields, 

a new therapeutic modality applied to the entire scalp, has been shown to improve 

patient survival from 15 months to 21 months, in combination with the Stupp protocol.42 

Low-intensity tumour-treating fields are approved for the treatment of both new and 

recurrent glioblastomas.43  

The G-CIMP phenotype is a result of an epigenetic reprogramming that impacts 

on overall patient survival and treatment outcomes. Hypermethylation of CpG islands 

containing the O6-methylguanine-DNA methyltransferase (MGMT) promoter region 

causes repression of gene and decrease in protein expression. MGMT is a DNA-damage 

repair protein, and its inactivation has important implications in glioblastoma. The DNA-

alkylating agent temozolomide is the standard-of-care therapeutic in glioblastoma; 

however, MGMT can repair temozolomide-induced DNA double-strand breaks. Thus, 

MGMT promoter methylation is associated with better prognosis, survival and increased 

sensitivity to temozolomide.41, 44 Studies have demonstrated a link between IDH mutation 
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and MGMT promoter methylation, though the two are not mutually inclusive and can 

independently have favourable outcomes on prognosis.45 Approximately 40% of 

Glioblastoma, IDH-wildtype (primary) and 90% of Glioblastoma, IDH-mutant (secondary) 

express MGMT promoter methylation (Figure 1.1).46, 47 MGMT methylation status remains 

an important predictor of response to chemotherapy with temozolomide. In particular, 

patients aged over 65 with no MGMT promoter methylation do not show benefit from 

treatment with temozolomide and radiotherapy compared to radiotherapy alone. 

Therefore, these patients are treated with radiation only.41, 44, 48 MGMT status is one 

example that highlights the genetic and epigenetic heterogeneity of glioblastoma 

tumours and the need for personalised treatment regimens. 

1. 2. Molecular alterations in glioblastoma

In 2008, glioblastoma was the first tumour to be systematically investigated by The 

Cancer Genome Atlas (TCGA) Research Network.49 Extensive genetic sequence analyses 

of 91 glioblastoma tumours revealed three fundamental pathway alterations: (i) the 

over-activation of Receptor Tyrosine Kinase (RTK) pathways, (ii) the inactivation of the 

tumour suppressor p53 pathway and (iii) the inactivation of tumour suppressor 

retinoblastoma (Rb) pathways (Figure 1.2).49, 50  

1. 2. 1. Up-regulation of proliferative signals

RTKs control proliferation, invasion, angiogenesis and survival. Consequentially, RTK 

signalling dysregulation is a common hallmark of all human cancers, including 

glioblastomas.51 Up to 90% of all glioblastomas exhibit up-regulation of RTK 

signalling.49, 50 When RTKs are activated by growth factors, they dimerise and auto-

phosphorylate, leading to the activation of the small G-protein RAS. RAS, in turn, 

activates BRAF and the Mitogen-Activated Protein Kinase (MAPK) pathways, which 

control the cell cycle by regulating Cyclin-Dependent Kinases (CDKs) (Figure 1.2). 

Moreover, RAS activates protein kinase B (Akt1), which in turn stimulates cell proliferation 

and survival pathways. Neurofibromin 1 (NF1) and phosphatase and tensin homologue 

(PTEN), regulate these pathways by inhibiting RAS and PI3K, respectively.52  
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Figure 1.2 Key molecular pathway alterations in glioblastoma. 
Next-generation sequencing and genome-wide association studies identified fundamental molecular 
pathway aberrations that initiate and drive glioblastoma pathology.49, 50 These include the up-regulation 
of proliferative RTK−PI3K−AKT and RTK−RAS−BRAF pathways and the downregulation of tumour-
suppressing Rb and p53 pathways. The percentages shown reflect the proportion of glioblastomas that 
exhibit alterations in these genes. Activating genetic alterations are shown in blue while inactivating 
alterations are shown in maroon. Deeper shades indicate more frequent alterations than lighter shades. 

Gain-of-function mutations or amplifications in RTKs such as Epidermal Growth 

Factor Receptor (EGFR), Platelet-Derived Growth Factor Receptor (PDGFR), Hepatocyte 

Growth Factor Receptor (HGFR or c-MET) and Fibroblast Growth Factor Receptor (FGFR) 

contribute to glioblastoma pathology. The EGFR gene exhibits rearrangements, focal-

amplification or activating mutations in 57% of all glioblastomas (Figure 1.2).49, 50 In nearly 

half of those cases, the EGFRvIII mutant is expressed. EGFRvIII is a result of an in-frame 

deletion of exons 2-7, which code for the extracellular domain. The lack of the 

extracellular domain makes the receptor constitutively active and, in turn, results in the 

overactivation of RAS and PI3K.53 As such, EGFRvIII-positive tumours are associated with 

poorer clinical outcomes than EGFR wild-type tumours.54 This could be in part due to the 

ability of EGFRvIII to stimulate the growth of EGFR wild-type cells through paracrine 

signalling, further propagating the tumour.53 EGFRvIII aids in the transformation of neural 

stem cells and astrocytes into malignant cells.55, 56 These findings stimulated research 

interest in EGFR- and EGFRvIII-targeted therapies for glioblastoma and other gliomas.  
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Alterations in other RTKs may also contribute to glioblastoma pathology but occur 

at much lower frequencies (Figure 1.2). Up to 10% of glioblastomas exhibit focal 

amplification of PDGFRA gene.50 A small percentage of glioblastomas display 

alterations in FGFR (3.2%) and MET (1.6%), which encode for FGFR and c-Met, 

respectively.49, 50 Furthermore, the negative regulators of RTK pathways, PTEN and NF1, 

exhibit gene deletion, gene mutation or epigenetic inhibition in up to 25% and 10% in 

glioblastomas respectively. 38 Loss-of-function in PTEN plays a significant role in PI3K-

pathway up-regulation and resistance to RTK inhibitors, as cells expressing this 

phenotype can bypass RTK-mediated activation of the pathway.57 Likewise, NF1 

negatively regulates RAS. Hence, alterations in the NF1 gene can contribute to aberrant 

activation of the MAPK pathway.58 PI3K gain-of-function is a result of alterations in 

PIK3CA and PIK3R1 which encode for p110⍺ subunit and p85⍺ subunit of PI3K, 

respectively. These alterations in PI3K transpire in 25% of glioblastomas.50, 59 RAS or 

BRAF gain-of-function mutations are much less common and occur in 1-2% 

glioblastomas.50, 59 RAS or BRAF gain-of-function mutations are much less common and 

occur in 1-2% glioblastomas.50 

1. 2. 2. Dysregulation of the cell cycle

Intricate control over the cell cycle is orchestrated by regulatory proteins that mediate 

proliferation and quiescence. The loss or gain of these regulatory proteins may render 

the cell cycle vulnerable to over-stimulation by RTK signalling pathways (Figure 1.2). The 

protein retinoblastoma (Rb), a negative regulator of the cell cycle, prevents the transition 

from G0/G1 phases to S-phase by binding to E2F transcription factors.60 In normal 

physiology, Rb is hyperphosphorylated and inhibited by cyclin D-CDK4/6 complexes to 

allow for cell cycle progression. Inactivating alterations to the encoding RB1 gene 

occasionally occur in glioblastomas (7.8%), promoting uncontrolled progression through 

the cell cycle.50, 60 Likewise, gain-of-function alterations in CDK4 (14%), CDK6 (1.6%) 

and CCND2 (2%), the genes encoding for CDK4, CDK6 and Cyclin-D, respectively, lead 

to the hyperphosphorylation of Rb, allowing the release of E2F transcription factors and 

cell cycle progression. Rb hyperphosphorylation can also occur due to loss-of-function 

alterations in CDK-inhibitor proteins p16INK4a, p14INK4b and p18INK4c. Alteration in the 

encoding genes CDK2NA and CDKN2B are present 61% of glioblastomas, while 

alterations in CDKN2C are far less common and occur in 6% of glioblastomas.50 Although 

Rb mutations are not common in and of themselves, dysregulation of the Rb pathways 

occurs in 79% of all glioblastomas.49, 50 
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1. 2. 3. Evasion of antiproliferative and apoptotic signals

The tumour suppressor protein p53 is considered as ‘the guardian of the genome’.61 P53 

is expressed during cellular stress to control G0/G1 arrest, senescence, DNA repair and 

apoptosis in cells displaying genomic instability.62, 63 TP53 loss-of-function occurs in 35% 

of glioblastomas; it is an early event in gliomagenesis, and particularly in secondary 

glioblastomas.64 One of the most well-characterised targets of p53 is the CDKN1A gene, 

which encodes for the protein p21Cip1, an important CDK2 inhibitor.65 While CDKN1A 

mutations do not occur in glioblastoma, p53 loss-of-function alterations undermine 

p21Cip1, preventing G0/G1 arrest and allowing progression through the cell cycle.  

The Mouse Double Minute homologs 2 and 4 genes (MDM2 and MDM4) encode 

for Mdm2 and Mdm4, two proteins which regulate p53. Both proteins bind to and 

inactivate p53. Mdm2 also possesses E3 ubiquitin ligase activity and can tag p53 for 

proteasomal degradation, whereas Mdm4 lacks this intrinsic activity.66 Hence, gain-of-

function alterations in MDM2 and MDM4 result in a decrease in p53 activity or p53 

levels, making cells susceptible to cell cycle aberration. Amplification of MDM2 and 

MDM4 occur in 7% of glioblastomas.50 Furthermore, the alternate reading frame product 

of the CDKN2A gene, p14ARF, is a negative regulator of Mdm2. Deletions of this gene 

are frequent in glioblastoma (58%), ultimately leading to p53 loss (Figure 1.2).50 

Approximately 86% of all glioblastomas exhibit dysregulation in the proteins involved 

in p53 pathways.49, 50  

1. 2. 4. Kinase-targeted therapy

Since abnormalities in kinase signalling largely contribute to glioblastoma pathology 

(Figure 1.2), and as kinases are druggable protein targets, numerous kinase inhibitors were 

developed and trialled for the treatment of glioblastoma. Despite the numerous clinical 

trials, the Stupp protocol remains as the standard-of-care therapy since 2005. The 

repeated failure of kinase therapy in improving survival outcomes emphasises the urgent 

need for more efficacious therapeutics. Selected kinase therapies trialled for the 

treatment of glioblastoma are summarised in Table 1.1. 
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Table 1.1 Glioblastoma clinical trials of failed kinase-targeted therapeutics. 
TMZ: temozolomide; RT: radiotherapy. 

Target Drug Stage Study Design Results REF 

EGFR 

Erlotinib 

Phase II 
Non-progressive glioblastoma 
(n = 43); treatment following 

RT 

Marginal benefit, particularly in 
patients who developed a rash 

as an adverse effect 
67

Phase II 

Newly diagnosed 
glioblastoma (n = 65); 

treatment + TMZ/RT, followed 
by treatment dose-escalation 

Longer survival compared to 
historical controls 

68

Gefitinib Phase II 
Newly diagnosed 

glioblastoma (n = 96); 
treatment following RT 

No survival benefit compared to 
historical controls 

69

Afatinib Phase II 
Recurrent glioblastoma (n = 

112); treatment ± TMZ/RT or 
TMZ alone 

Longer median progression-free 
survival in EGFRvIII+ tumours vs. 
EGFRvIII– tumours, but limited 

overall efficacy 

70

Cetuximab Phase II Recurrent high-grade glioma 
(n = 55), monotherapy Limited anti-tumour activity 71

VEGF Bevacizumab Meta-
analysis 

4 glioblastoma clinical0trials 
(n = 607) 

Moderate increase in 
progression-free survival in 

combination with chemotherapy 
compared to monotherapy; no 

change in overall survival 

72

RTKs 

Imatinib 

Phase II Recurrent glioblastoma (n = 
51), monotherapy Limited anti-tumour activity 73

Phase III 
Progressive glioblastoma pre-
treated with TMZ (n = 240); 
hydroxyurea ± treatment 

Treatment did not increase in 
progression-free survival 

74

Sunitinib Phase II Recurrent glioblastoma (n = 
6); monotherapy 

Low overall response rate: trial 
terminated due to lack of 

efficacy 
75

Dasatinib 

Phase II Recurrent glioblastoma (n = 
187); TMZ/RT ± treatment 

Treatment did not improve 
radio-sensitivity, trial terminated 
before progressing to Phase II 

76

Phase I/II 
Newly diagnosed 

glioblastoma (n = 50); RT ± 
treatment 

Treatment did not improve 
radio-sensitivity compared to RT 

only: trial terminated before 
progressing to Phase II 

77

c-MET Cabozantinib Phase II 
Refractory or recurrent 
glioblastoma patients  

(n = 152); monotherapy 

Limited anti-tumour activity in 
recurrent glioblastoma patients 
naïve to antiangiogenic therapy 

78

PI3K 

Buparlisib Phase II Recurrent glioblastoma (n = 
50); monotherapy 

Minimal effect of progression-
free and overall survival 

79

Sonolisib Phase II Recurrent glioblastoma (n = 
33); monotherapy Low overall response rate 59

Since approximately 57% of glioblastomas exhibit gain-of-function alterations 

in EGFR signalling, small-molecule EGFR inhibitors were extensively investigated in 

preclinical and clinical trials. Erlotinib and gefitinib are first-generation EGFR inhibitors 

that reversibly bind to the adenosine triphosphate (ATP) binding pocket, preventing 

receptor autophosphorylation. Erlotinib and gefitinib both inhibited proliferation of 

glioblastoma cells in vitro and the extent of inhibition positively correlated with levels of 
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EGFR expression.80-82 Tumour-initiating glioblastoma stem cells were sensitive to erlotinib 

in vitro, but only in PTEN and PIK3CA/PIK3R1 wild-type tumours.82 Furthermore, patient-

derived xenografts showed a reduction of tumour burden in mouse models,83 expressing 

PTEN wild-type.84 In agreement with patient xenograft efficacy, Phase II trials of erlotinib 

monotherapy following irradiation showed only a marginal benefit for non-progressive 

recurrent glioblastoma.67 Treatment of primary glioblastoma patients with erlotinib in 

combination with temozolomide and radiotherapy (Phase II) showed an increase in 

median survival.68 The authors of the study proposed that erlotinib may be beneficial 

only in patients that lack PTEN and PI3K mutations, and only in combination with the Stupp 

protocol. However, these findings were not clinically translatable. Likewise, gefitinib 

inhibited glioblastoma cell proliferation and migration in vitro,81, 82 and enhanced 

median survival in vivo in intracranial glioblastoma xenograft mouse models.  However, 

Phase II clinical trials demonstrated no benefit for glioblastoma patient survival when 

treated with gefitinib following radiotherapy.69  

Afatinib, a second-generation pan-EGFR inhibitor, blocks EGFR isoforms and the 

EGFRvIII mutant. Unlike the aforementioned EGFR inhibitors, afatinib irreversibly binds to 

the adenosine triphosphate (ATP) pocket and is, therefore, much more potent. Afatinib 

inhibited glioblastoma proliferation and migration in vitro predominantly via the 

inhibition of EGFRvIII-cMET heterodimerisation, resulting in a decrease in stem cell 

markers like the octamer-binding transcription factor 4 (OCT4).85 Moreover, co-

administration of afatinib and temozolomide decreased tumour growth and progression 

in mouse models in vivo compared to monotherapy with either drug.85 However, Phase 

I/II clinical trials of afatinib showed no improvement in recurrent glioblastoma patients. 

Nonetheless, afatinib prolonged the median progression-free survival for patients with 

EGFRvIII-positive tumours compared to patients with EGFRvIII-negative tumours.70  

In addition to small-molecule inhibitors, monoclonal antibody therapy targeting 

RTKs have been developed and trialled. Cetuximab is a monoclonal antibody binds to 

EGFR, which prevents binding of the ligand EGF to its receptor. Cetuximab demonstrated 

in vitro and in vivo efficacy. However, it had limited anti-tumour activity in patients with 

recurrent glioblastoma in Phase II trials.71, 86 Bevacizumab, a monoclonal antibody that 

sequesters Vascular Endothelial Growth Factor (VEGF), is approved for the treatment of 

recurrent glioblastoma in combination with the DNA-alkylating nitrosourea drug 

lomustine.87, 88 By sequestering VEGF, bevacizumab prevents it from binding to its 

receptor VEGFR, an RTK that stimulates angiogenesis. Nonetheless, bevacizumab has 

limited efficacy, partly due to glioblastoma cells adapting to relying on proangiogenic 

signalling pathways that circumvent VEGF-targeted therapy (Table 1.1).72, 89 
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Given the redundancy of RTK signalling, several non-selective RTK inhibitors were 

also trialled. Imatinib inhibits PDGFR and other kinases such as Abelson Murine Leukaemia 

viral oncogene homologue 1 (c-Abl). Imatinib increased radio-sensitivity of glioblastoma 

cells both in vitro and in vivo;90, 91 however, it exhibited limited anti-tumour activity as a 

monotherapy in Phase II recurrent glioblastoma trials.73 Phase III trials testing the efficacy 

of imatinib in combination with hydroxyurea or alone found no improvement in 

glioblastoma progression-free survival.74 Sunitinib, a dual PDGFR and VEGFR inhibitor, 

induced apoptosis in glioblastoma cell in vitro,92 and increased survival in glioblastoma 

mouse models both as monotherapy and in combination with radiotherapy.93 However, 

Phase II trials on recurrent glioblastoma demonstrated that sunitinib exhibits limited 

efficacy both as monotherapy, or in combination with temozolomide and irradiation.75,

94 Dasatinib inhibits PDGFR and other RTKs such as the sarcoma proto-oncogene kinases 

(c-Src). Dasatinib repressed glioblastoma cell viability and motility in vitro and tumour 

growth in vivo.95 In Phase II trials for newly diagnosed and recurrent glioblastomas, 

treatment with dasatinib following temozolomide and irradiation had no improvement in 

clinical outcomes compared to temozolomide and irradiation alone.76, 77 Cabozantinib is 

a c-Met and VEGFR dual-inhibitor, shown to induce apoptosis in endothelial and 

glioblastoma cells in vivo.96 A recent Phase II trial indicated that cabozantinib has limited 

activity in the treatment of recurrent glioblastoma in patients naïve to bevacizumab.96   

As inhibition of RTKs has seen limited success in glioblastoma, inhibitors of 

downstream kinases such as PI3K have also been trialled. Buparlisib is a PI3K inhibitor 

that reduced glioblastoma cell growth both in vitro and in vivo.97, 98 However, buparlisib 

only showed minimal effect on progression-free survival and clinical outcome in a Phase 

II trial, which was reasoned to be a result of the incomplete inhibition of PI3K within 

tumour tissues.79 Sonolisib is a more potent inhibitor of PI3K and also inhibited 

angiogenesis and invasion of glioblastoma cells in vitro and extended survival of 

glioblastoma mice models in vivo.99, 100 Despite these encouraging results, a Phase II trial 

of sonolisib demonstrated that the drug is inefficacious in recurrent glioblastoma.101 

In conclusion, although EGFR and other kinases are crucial for glioblastoma 

proliferation and survival, kinase-targeted therapies have repeatedly seen a limited 

improvement of patient survival at best, and only within specific subgroups of patients. 

This failure is, in part, attributed to the ability of tumour cells to maintain RTK-signalling 

through reliance on other redundant RTKs not inhibited by the drug, the up-regulation of 

downstream signal-transduction proteins, or the downregulation of tumour suppressors 

that negatively regulate RTK signalling.102-105 RTK-targeted therapy has also failed due 
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to the functional redundancy and compensatory capacity of several RTKs, the expression 

of constitutively active EGFRvIII-mutants which circumvents EGFR inhibition, or the presence 

of dormant cells that do not rely on RTK signalling for survival.106  

1. 3. Challenges in glioblastoma therapy

As a result of the mutations that occur at different frequencies in glioblastomas (Figure 

1.2), the molecular signatures of glioblastoma tumours vary significantly across patients 

(intertumour heterogeneity).107 The existence of subpopulations of cells that acquire 

distinct molecular aberrations and varying degrees of stemness and differentiation 

(intratumour heterogeneity) further complicates treatment standardisation.108 This tumour 

heterogeneity poses significant challenges to molecularly-targeted treatment of 

glioblastoma as some populations may possess innate resistance or develop adaptive 

resistance to therapy.109, 110 

1. 3. 1. Intertumour heterogeneity

Integrated genomic analysis of glioblastoma tumours by the TCGA identified three 

clinically relevant transcriptomic subtypes of glioblastoma characterised by unique 

molecular signatures: proneural, classical and mesenchymal subtypes. These signatures are 

supported on a transcript and protein levels (Table 1.2). 39, 111, 112 The glioblastoma 

molecular subtypes are not to be confused with the clinical classification system used in 

diagnosing diffuse gliomas (Figure 1.1).  

Proneural glioblastoma is typified by PDGFRA gene amplification, TP53 

inactivating mutations and PI3KCA/PIK3R1 activating mutations, as well as the 

expression of oligodendroglial and proneuronal markers oligodendrocyte transcription 

factor 2 (OLIG2) and sex-determining region Y-box 2 (SOX2). Tumours of this subtype 

tend to occur in a younger demographic and resemble secondary glioblastoma.39 The 

classical subtype carries the most common aberrations in glioblastoma such as EGFR 

amplification or truncation (EGFRvIII), chromosome 7 amplification, chromosome 10 loss, 

and CDKN2A deletions while lacking alterations in TP53, NF1 and IDH1. Finally, the 

mesenchymal subtype is typified by the expression of epithelial-to-mesenchymal 

transition marker chitinase-3-like 1 glycoprotein (CHI3L1), as well as mutations/deletions 

in NF1 and MET overexpression. This subtype is associated with higher levels of 

inflammation and necrosis.39 Other common aberrations in each subtype are listed in 

Table 1.2.39, 111, 112  
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Glioblastoma subtypes are predictive of clinical outcomes. The proneural subtype 

is associated with better overall survival compared to the other two subtypes.39 However, 

in terms of response to standard-of-care therapy, glioblastomas of the classical and 

mesenchymal subtypes had favourable clinical outcome while the proneural subtype did 

not benefit from treatment.39 Importantly, MGMT promoter methylation was a 

favourable prognostic and therapeutic marker regardless of glioblastoma subtype, 

particularly in older patients.39, 48, 111, 112  

Table 1.2 The molecular subtypes of glioblastoma and their molecular signatures. 
mut: mutation; amp: amplification; del: deletion. 

Subtype Proneural Classical Mesenchymal 

Signature OLIG2 
SOX2 

EGFR, EGFRvIII 
AKT1 

CHI3L1 
MET 

Mutations 

IDH1 mut 
TP53 mut 

PIK3CA/PIK3R1 mut 
PDGFRA amp 

PTEN mut/loss 
CDKN2A/CDKN2B del 
Chromosome 7 gain 
Chromosome 10 loss 

NF1 mut/del 
TP53 mut/loss 
PTEN mut/loss 

Clinical features Treatment non-
responsive 

Clinical outcome 
improved with TMZ + 

radiation 

Clinical outcome 
improved with TMZ + 

radiation 

1. 3. 2. Intratumour heterogeneity

Although the three transcriptional subtypes have aided understanding of the disease, this 

classification was based on average gene expression within each patient biopsy sample. 

Realistically, however, a single glioblastoma tumour consists of several cell types, such as 

differentiated cancer cells, cancer stem cells, tumour-associated macrophages, 

endothelial cells and will include varying subpopulations of cells that represent each of 

the three different subtypes.107 Tumours with higher degrees of heterogeneity are 

associated with poorer prognosis and resistance to chemo- and radiotherapy.113, 114 Cell 

subpopulations expressing the EGFRvIII mutant are present in 50% of patients,108 and 

mediate resistance to EGFR inhibitors and upregulation of DNA double-strand break 

repair machinery. Thus, these subpopulations making tumours resistant to targeted RTK 

therapy and chemotherapeutic DNA damaging agents like temozolomide.102, 115 

Furthermore, varying RTK types and expression levels across cell subpopulations 

contribute to the continuous failure of selective RTK-targeted therapy in clinical trials.102 

Cancer cell phenotypes also vary depending on the spatial location of the cells within 

the tumour and the local microenvironment and tumour cells subvert the activity of 

neighbouring healthy cells to potentiate disease progression.116 Moreover, 
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subpopulations within the same tumour possess varying levels of stem cell and 

differentiation markers, hence, varying sensitivity to therapy across the entire cell 

population.117 

1. 3. 3. Glioblastoma stem cells

Intertumour heterogeneity is potentiated and maintained by cancer stem cells. 

Glioblastoma stem cells (GSCs) arise from neural stem cells or from differentiated 

neoplastic cells that, through genetic perturbations, acquire stem-like developmental and 

survival programs.118 GSCs are characterised by a high expression of stem cell markers, 

tumour-initiating potential, self-renewal capacity and genetic instability.118-120 GSCs 

initiate tumours and recapitulate tumour heterogeneity in mice models,119 and evidence 

suggests they initiate glioblastoma tumours in patients.121 GSCs differentiate into several 

cell types while maintaining their stem cell pool through asymmetric division.122, 123  

GSCs maintain a permissive epigenetic landscape that results in the low and 

fluctuating expression of a large number of genes. The epigenetic permissiveness of 

GSCs makes them highly adaptable and enhance intratumour heterogeneity.114, 117 As a 

result of this epigenetic plasticity, GSCs drive angiogenesis,124, 125 invasion,126 

chemoresistance,127, 128 radio-resistance,129 and tumour recurrence.128 In other words, the 

multipotency of GSCs allows them to undergo constant, non-hierarchal and reversible 

transcriptional fluctuations, which equip them with the ability to adapt to an array of 

stimuli or stressors such as cell-to-cell interactions, endocrine and paracrine signals, 

genetic mutations, microenvironmental niches or therapeutic intervention.108  

The adaptability of GSCs gave rise to the theory of ‘attractor states.’ Attractor 

states are defined as forces or events that drive GSCs in a constant dynamic flux towards 

a specific lineage of differentiation (Figure 1.3).110, 117 Such forces or events include 

genetic mutations, changes in the microenvironment or exposure to radiation and anti-

cancer drugs. As GSCs differentiate, they lose their transcriptional diversity and start 

expressing fewer genes.130 Within each microenvironmental niche, GSCs give rise to 

diverse subpopulations of progenitor and differentiated cells.117 These populations 

respond differently to treatment interventions, with some cells being less sensitive than 

others. The limited efficacy of kinase therapy is attributed to the differences in sensitivity 

to treatment across the whole cell population.131  
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Figure 1.3 GSCs adapt to stressful stimuli by occupying different attractor states. 
GSCs sit atop a cellular hierarchy, are epigenetically unstable and adapt to different attractor states, 
such as hypoxia or the presence of endothelial cells. Therefore, GSCs will differentiate into cell types 
adapted to suit a microenvironmental niche. GSCs also reconstruct their microenvironment to support and 
propagate the tumour. This plasticity results in a redundant tumour network that can endure failure due to 
irradiation or single-agent therapy, like temozolomide or EGFR inhibitors. Current treatments eliminate 
cells in some, but not all, attractor states. The surviving cells drive the formation of refractory tumours. 
Figure adapted from REF110. 

Microenvironmental niches as drivers of attractor states 

Attractor states are exemplified in the three major tumour microenvironments in 

glioblastoma tumours: the perivascular niche, the necrotic core and the invasive edge.132 

The perivascular niche is a rich source of nutrients and oxygen for the tumour and is 

remodelled by the interplay of tumour-associated macrophages, endothelial cells and 

glioblastoma cells. The tumour core is necrotic, hypoxic and isolated from 

microvasculature. The invasive edge of the tumour penetrates the brain parenchyma as 

the tumour grows.110, 132 Each microenvironmental niche provides attractor states that 

promote GSC survival. In turn, GSCs influence other stromal cells within each niche to 

promote tumour propagation.  

The perivascular niche provides attractor states that promote GSC proliferation, 

stemness, invasion and secretion of proangiogenic factors. Tumour-associated 

macrophages secrete cytokines that promote the proliferation of GSCs in the perivascular 

niche.133, 134 Endothelial cells maintain GSC stemness via the developmental NOTCH 

signalling pathway,133, 134 and promote GSC invasion by inducing the expression of 

matrix metalloproteases (MMPs) – proteins that break down the extracellular matrix.134 

The presence of endothelial cells stimulates the secretion of the proangiogenic VEGF from 
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GSCs. VEGF, in turn, stimulates endothelial cell proliferation, migration and 

permeability.135 Moreover, GSCs in the perivascular region differentiate into pericyte-

like cells, which form and stabilise vasculature for the tumour mass.124  

The core of the tumour generates attractor states that drive GSC dormancy, 

survival and stemness. Hypoxia drives the epigenetic reprogramming of GSCs, enhancing 

survival in oxygen-low and nutrient-deprived environments and the switch to energy-

efficient mesenchymal pathways.132 The hypoxia-inducible factors HIF-1⍺ and HIF-2⍺ 

primarily drive the mesenchymal switch.136 HIF-1⍺ stimulates VEGF gene transcription in 

hypoxic cells, driving angiogenesis and recapitulating a new perivascular niche.137 On 

the other hand, HIF-2⍺ is constitutively activated in hypoxia to maintain cancer cell 

stemness, by inducing the expression of OCT4 and SOX2.138, 139 138, 139 Furthermore, 

hypoxia supports radio-resistance as low oxygen levels result in less free radicals, and 

a failure of radiation to induce double-strand DNA breaks.140 

The invasive edge of the tumour offers attractor states that drive GSC migration, 

invasion and stemness. GSCs in this niche maintain stemness upregulating Akt signalling.141 

They also express a range of MMPs and have enhanced migratory and invasive 

capacities.142 Extracellular vesicles released by tumour cells stimulate the secretion of 

MMP14 from normal microglia; MMP14, in turn, activates MMP2 released from tumour 

cells, enabling tumour cells to degrade the extracellular matrix and invade other brain 

regions.116 Complete surgical resection of the tumour is impossible, as GSCs and other 

tumour cells migrate along vasculature and into the brain parenchyma.40 

Glioblastoma stem cell dormancy and tolerance to therapy 

Even after the multimodal standard-of-care therapy, some glioblastoma cells will lay 

dormant in one or several attractor states that make them less susceptible to treatment, 

thereby increasing the potential for tumour relapse (Figure 1.3). Cell dormancy describes 

a period in which a cell remains in a quiescent state, also known as G0 cell cycle arrest.143 

Controversy existed surrounding whether dormant cells pre-exist within the tumour 

population or if their emergence is treatment-induced, with evidence supporting both 

arguments.  

Dormant GSCs have been shown to exist within treatment-naïve tumours and 

contribute to treatment failure. Dormant and slow-cycling cancer cell populations with 

stem-like properties predominantly exist within the cores of growing, treatment-naïve 

tumours, where contextual cues on which cells initially depended, such as oxygen or 
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growth factors (e.g. EGF, FGF), are absent.106, 144, 145 The hypoxic, nutrient- and growth 

factor-deficient attractor states induce cell dormancy and enable cells to evade the 

immune system. Dormant cells within the tumour core also contribute to the failure of 

irradiation and treatment with temozolomide, both of which target rapidly dividing 

cells.131, 138, 146 This type of clonal selection of cells in response to therapy is Darwinian 

in nature. 

On the other hand, in response to stressful stimuli, such as chemo- or radiotherapy, 

cancer cells may phenotypically switch to a dormant state using non-Darwinian epigenetic 

mechanisms.143 The DNA-damage induced by radiation instigates a proneural-to-

mesenchymal switch in GSCs, making them dormant and allowing them to escape 

therapy. This phenomenon is known as radiation-tolerance.147 Likewise, treatment with 

temozolomide induces the expression of stem cell markers in GSCs, resulting in de-

differentiation and a phenotypic switch to slow-cycling or quiescence states. This 

phenomenon is a form ‘drug tolerance’, wherein cells use non-mutational mechanisms to 

induce a phenotypic switch that allows them to survive anti-cancer therapy.143 

Bioinformatic analysis of 136 biopsies of glioblastoma patient treated with radiation 

and temozolomide revealed a differential expression of 383 genes correlating to overall 

patient survival. Glioblastoma tumours enriched for genes involved in dormancy and 

stemness were associated with shorter patient survival.148 Therefore, understanding the 

mechanisms by which these cells survive and enter dormancy is integral to developing a 

cure for glioblastoma.  

Hence, both radiotherapy and chemotherapy not only select for cells with a high 

apoptotic threshold within one or several attractor states but can also act as attractor 

states themselves, prompting a compensatory phenotypic shift in tumour 

subpopulations.110 In any case, dormant cells pose a significant threat for tumour 

reawakening, metastasis and recurrence.149 

Epigenetic mechanisms regulate glioblastoma stem cell dormancy 

The remodelling of chromatin coordinates the phenotypic oscillation between quiescence 

and proliferation amongst tumour cells in response to contextual environmental cues. 

Chromatin remodelling is a form of epigenetic control of gene expression. Patient 

biopsies revealed that cells in the perivascular niche possess proneural features and 

remodel their chromatin using the gene-repressive Polycomb Repressive Complex 2 

(PRC2).150 As a result, the perivascular niche contains fast-cycling proliferative GSCs that 

depend on anaerobic glycolysis.146 By contrast, GSCs in the tumour core are 
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mesenchymal and remodel their chromatin employing PRC1, a Polycomb complex 

involved in DNA repair and survival.150 Phenotypically, this makes GSCs slow-cycling and 

dormant and dependent on non-anaerobic metabolism (lipid oxidation and oxidative 

phosphorylation).146 Dual inhibition of the upregulated components of PRC1 and PRC2 

eradicated GSCs and prevented tumour sphere formation in vitro, suggesting the need 

for novel therapeutic approaches that target both proliferative and dormant cells.150 

As aforementioned, cell dormancy is temozolomide-induced.128 Tolerance to 

other drugs is also mediated by a phenotypic switch to a dormant state. For example, 

upon surviving prolonged treatment with the PDGFR/c-Src dual-inhibitor dasatinib, GSCs 

exhibited the downregulation of the histone lysine demethylase KMT6A, which is part of 

the PRC2 complex, and the upregulation of the histone lysine demethylases KDM6A/B. 

These enzymes methylate and demethylate the gene-repressive lysine 27 on histone H3, 

respectively, thereby remodelling chromatin.106 This results in a phenotypic switch to a 

reliance on quiescent NOTCH-signalling proteins compared to their untreated 

counterparts, which predominantly expressed proliferative RTK-signalling proteins.106 

These cells are examples of drug-tolerant persisters (DTPs), a name given to a 

subpopulation of cells able to survive high selective pressures created by anti-cancer 

drugs. Upon drug removal, these dormant cells begin to recover and return to a 

proliferative state.151 Recovered cells repopulate the tumour and exhibit similar 

sensitivity to treatment as the primary tumour upon re-exposure.106, 144 Hence, the 

reversibility of dormancy and drug-tolerant states suggest that epigenetic mechanisms, 

and not irreversible genetic mutations, promote survival and treatment evasion.143  

In summary, GSCs can use epigenetic mechanisms to induce cell dormancy in 

response to internal or external stressors and this property is attributed to their permissive 

epigenetic landscape. The chromatin-remodelling mechanisms conferring drug-tolerant 

phenotypes vary in response to different treatments and in different cancers.106, 144, 145,

152-155 Hence, complete pharmacological eradication of glioblastoma tumours requires

elucidation of the drug-specific epigenetic mechanisms that mediate cell dormancy. In this

dissertation, epigenetic mechanisms in the context of GSC drug tolerance are

investigated (Chapters 4-5)

1. 3. 4. The blood-brain barrier

Treatment of glioblastoma is challenged by the presence of highly adaptable stem cells 

and by the heterogeneity of cellular phenotypes to which they give rise. While cancer 

stem cells and tumour heterogeneity pose similar challenges in many tumour types, the 
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drugs used for the treatment of glioblastoma and other brain tumours face another 

'barrier’ for efficacy. The blood-brain barrier (BBB) is a specialised tight-junction 

neurovascular unit, formed by endothelial cells, pericytes and astrocytes. The BBB 

regulates the homeostasis in the CNS while protecting the brain from toxins and other 

harmful molecules in the systemic circulation. As well as pertaining physical properties 

that obstruct large and polar compounds, the BBB is equipped with efflux transporters, 

such as the Multi-Drug Resistant 1 (MDR1) protein, that reduce the bioavailability of drugs 

within the brain. While glioblastoma tumours increase the permeability in some regions 

of the BBB, the changes in permeability are heterogeneous, resulting in varying and 

suboptimal drug delivery to the tumour site.156 Moreover, both glioblastoma cells and 

the supporting endothelial cells express higher levels of efflux transporters than their 

healthy counterparts, further reducing drug bioavailability at the tumour site.157  

In conclusion, intertumour and intratumour heterogeneity, the presence of highly 

versatile cancer stem cells and the blood-brain barrier all contribute to the limited 

efficacy of kinase targeted therapy seen in clinical trials. The identification of 

therapeutics that can cross the BBB, while maintaining therapeutic concentrations, remains 

a challenge. As a result, increased research interest is directed towards the development 

of BBB-permeable non-targeted chemotherapeutics for the treatment of glioblastoma.158 

While targeted therapy relies on the inhibition of oncoproteins, non-targeted therapy 

aims to inhibit critical cellular functions in cancer cells, namely cell division, angiogenesis 

and invasion, regardless of their genetic background. Non-targeted chemotherapeutic 

drugs include DNA-alkylating agents like temozolomide or Microtubule Targeting Agents 

(MTAs) like vinblastine and paclitaxel. MTAs were the first class of drugs developed for 

anti-cancer therapy and yet remain as some of the most clinically successful drugs to date 

for the treatment of a variety of cancers.159, 160 However, most MTAs have high molecular 

masses and low lipophilicity and are, therefore, examples of drugs rendered useless for 

the treatment of brain tumours as they cannot permeate the BBB.156, 158, 161 This 

dissertation assesses small-molecule brain permeable MTAs in patient-derived 

glioblastoma cell models. Therefore, subsequent sections will discuss microtubule biology 

and the clinical potential of MTAs for the treatment of glioblastoma.  

1. 4. Microtubules and microtubule-targeting agents

Microtubules are polymers of α/β-tubulin heterodimers and are a vital component of the 

eukaryotic cytoskeleton. Microtubules are essential for cell viability as they are involved 

in fundamental functions such as signal transduction, motility, cargo transport, cellular 
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architecture and cell division.162 MTAs are generally more toxic to cancer cells than 

normal cells, and microtubules are, therefore, attractive targets for anti-cancer drug 

development. Particularly, anti-cancer MTAs disrupt the dynamics of spindle microtubules 

during mitosis, resulting in the cell’s inability to separate duplicated chromosomes and 

ultimately leading to cell death by the activation of apoptotic pathways.163, 164 

Microtubules carry out their functions by relying on their highly dynamic nature, which 

enables them to depolymerise and repolymerise rapidly, and an understanding of this 

property is needed for studying MTA mechanisms of action. 

1. 4. 1. Microtubule formation and dynamics

In cells, microtubule formation begins with the de novo nucleation of α/β-tubulin 

heterodimers in Microtubule Organising Centres (MTOCs) – cellular structures responsible 

for the spatial and temporal control of microtubule assembly. The most well-characterised 

MTOC is known as the centrosome, which is an organelle that initiates and controls cell 

division. Additional MTOCs are present in other parts of the cell, such as the Golgi 

apparatus and in the basal bodies of epithelial cells that possess cilia and flagella.165 

MTOCs contain hundreds of γ-tubulin Ring Complex (γ-TuRC), each consisting of γ-tubulin 

and other capping proteins.162, 166 The γ-TuRCs initiate the process of microtubule 

nucleation and support microtubule elongation, thereby allowing MTOCs to radiate 

numerous microtubules within the cytoplasm and perform different functions. For example, 

the microtubule network growing out of centrosomes during mitosis aid in bipolar spindle 

formation and coordinate alignment and separation of duplicated chromosomes.162 

The γ-TuRC stabilises microtubule nucleation and elongation (Figure 1.4). Within 

each γ-TuRC, thirteen γ-tubulin molecules are bound to capping proteins and are 

arranged to form a single-turn helix to constitute a structural base for the microtubule 

lattice.167 The γ-tubulins then bind to incoming α/β-tubulin heterodimers or protofilaments 

(single-chains of α/β-tubulin dimers) in the cytoplasm. The γ-TuRC stabilises lateral 

interactions between tubulin heterodimers, which are not otherwise thermodynamically 

favoured. At critical concentrations of soluble heterodimers, at which soluble tubulin 

heterodimers are in equilibrium with the growing microtubule ends, elongation of the 

microtubule rapidly ensues.162, 168 The ‘minimal stable microtubule seed’ is the short 

tubular structure that can exhibit rapid and thermodynamically favourable 

polymerisation.167 The final microtubule lattice is hollow, consists of thirteen 

protofilaments and spans a diameter of approximately 25 nm.169 The protofilaments 

within the microtubule exhibit homotypic interactions, with the exception of the two 
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protofilaments at the microtubule lattice seam, where β-tubulin from one protofilament 

binds to α-tubulin on the neighbouring protofilament (Figure 1.4).170  

The γ-TuRC plays another role in stabilising microtubules. By binding to and 

anchoring α-tubulin subunits, the γ-TuRC subjects the highly dynamic β-tubulin subunits to 

the cytoplasm. As such, microtubules are structurally polar, with the ends exposing β-

tubulin growing at much faster rates than the ends that are bound to γ-TuRCs or (if 

released from the γ-TuRC) expose α-tubulin. The fast-growing end is known as the ‘plus-

end’ while the slow-growing end is the ‘minus-end’.171 The polarity of microtubules is 

integral for the functions of kinesins and dyneins, families of proteins that generally 

transport cargo towards the plus-end and minus-end of the microtubule, respectively.172,

173

Tubulin polymerisation is GTP-dependent (Figure 1.5a). Both the α-tubulin and β-

tubulin subunits within soluble heterodimers can bind to GTP. However, only β-tubulin can 

hydrolyse its GTP molecule to generate guanosine diphosphate (GDP), while GTP bound 

to α-tubulin is unexchangeable and non-hydrolysable. β-tubulin-mediated GTP 

hydrolysis occurs after the heterodimer joins a growing protofilament. The time lag 

between docking and hydrolysis induces a conformational change, resulting in the 

heterodimer to slightly curve as it joins the microtubule shaft.174, 175 The GTP molecules 

on ‘curved’ β-tubulin subunits stabilise the growing plus-end, creating what is known as 

the ‘GTP cap’ and as β-tubulin hydrolyses GTP, the dimer undergoes a ‘curved-to-

straight’ conformational transition and incorporates into the growing shaft of the 

microtubule. Consequently, GDP-bound α/β-tubulin heterodimers compose the 

microtubule shaft.174, 175 
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Figure 1.4 Microtubule nucleation and elongation. 
The γ-TuRC stabilises the thermodynamically unfavourable nucleation of microtubules. Heterodimers and 
protofilaments of α/β-tubulin bind to γ-tubulin, gradually forming the shaft of a 13-protofilament 
microtubule lattice, approximately 25 nm in diameter. Once a minimal stable microtubule seed is formed, 
rapid elongation ensues. The protofilaments exhibit homotypic interactions within the microtubule, except 
for the two protofilaments joining at the seam, where heterotypic interactions between α-tubulin and β-
tubulin occur. 

Microtubules undergo a complex, dynamic chain of reactions and utilise two non-

equilibrium dynamic processes known as ‘treadmilling’ and ‘dynamic instability’. 

Following elongation, the microtubule exhibits phases of net growth (growing phase), no 

net growth (stationary phase) or net loss (shrinking phase) of α/β-tubulin heterodimers. 

The term ‘dynamic instability’ refers to the ability of microtubules to oscillate between 

periods of shrinkage (catastrophe) and growth (rescue) (Figure 1.5a).160 A stochastic loss 

of the GTP cap causes catastrophe events, with protofilaments peeling off the microtubule 

shaft and dissociating into GDP-bound oligomers and dimers. 134, 143 Recent studies 

suggest that rescue events may be regulated by remnant ‘GTP-islands’ that were 

preserved during microtubule growth and not converted to GDP. As the microtubule 

depolymerises during a catastrophe event, GTP-bound dimers in those islands can 

instigate re-polymerisation.176 Treadmilling occurs after the release of the formed 

microtubule from γ-TuRC and results from a net growth of the plus-end that is greater 

than or equal than the net shrinkage at the minus-end (Figure 1.5b).177 This is regulated by 

microtubule-associated proteins.178 Both treadmilling and dynamic instability are 

essential for microtubules to carry out their various functions and MTAs act by inhibiting 

those properties. 
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Figure 1.5 Microtubule dynamics. 
(a) The ⍺/β-tubulin heterodimer non-covalently polymerise into microtubules with fast-growing (plus) and
slow-growing (minus) ends. This polymerisation reaction is dependent on β-tubulin’s ability to hydrolyse
GTP to GDP, shortly after the heterodimer docks on the growing protofilament. The GTP molecules on ⍺-
tubulin act as a stabilising cap (GTP cap). Moreover, microtubules exhibit two modes of polymerisation
dynamics. The first mode is dynamic instability, which probably occurs due to a loss or gain of the GTP
cap, enabling the microtubule to oscillate between periods of shrinkage (catastrophe) and growth (rescue).
(b) In contrast, the second mode is treadmilling, where a net gain of heterodimers at the plus end and a
net loss of heterodimers at the minus end enables the microtubule to grow in one direction.160

1. 4. 2. Microtubule-targeting agent binding domains

A plethora of MTA compounds can inhibit microtubule function. At lower concentrations, 

all MTAs inhibit microtubule dynamics (namely, dynamic instability and treadmilling), 

thereby inhibiting mitosis in proliferative cells, without affecting the microtubule mass 

within cells.163, 164 Following MTA treatment, microtubules spend more time in the 

stationary phase and less time in the growing and shrinking phases (Figure 1.5).179 

However, at higher concentrations, MTAs act via one of two distinct mechanisms: either 

by stabilising or by destabilising microtubules, resulting in the increase or decrease of 

total microtubule mass, respectively. As such, MTAs are broadly classified as destabilising 

agents or stabilising agents.  

There are six MTA-binding sites on the tubulin heterodimer. Stabilisers bind to the 

taxanes- or laulimalide-binding sites, while destabilisers bind to the colchicine-, vinca-, 

maytansine- or pironetin-binding sites (Figure 1.6a).169 Ultimately, both stabilising and 

destabilising MTAs lead to mitotic arrest as cells fail to form mitotic spindle microtubules, 

resulting in apoptosis in proliferating cells.160 
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Stabilising agents such as taxanes (e.g., paclitaxel, docetaxel) and epothilones 

(e.g., ixabepilone) bind to the taxane-binding site in β-tubulin (Figure 1.6b). As the tubulin 

heterodimer polymerises, the M-loops motifs of both ⍺- and β-tubulin proteins become 

more structured and stable, facilitating incorporation in the microtubule shaft. However, 

taxane site agents restructure this disordered M-loop on β-tubulin of soluble dimers into 

a stable short helix, facilitating premature heterodimer incorporation into the microtubule. 

Taxane site MTAs are then incorporated into the microtubule lumen, stabilising the 

microtubule and preventing depolymerisation.180 In contrast, laulimalide site stabilisers 

bind to β-tubulin on the outer surface of polymerised microtubules. The laulimalide-

domain is situated near the protofilament lateral interface, and so, stabilisers binding to 

this site act as a clamp that strengthens inter-protofilament interactions.181 

Figure 1.6 Binding sites in tubulin and microtubules. 
(a) Molecular model of tubulin binding sites for 6 major MTA drug classes. Data from PDB files: 1SA0
(colchicine), 1Z2B (colchicine/vinblastine), 1JFF (paclitaxel), 4O4H (laulimalide), 4TV8 (maytansine) and
5FNV (pironetin). Model was created using PyMOL (Schrödinger). (b) A cross-sectional view of microtubule
showing taxanes- and laulimalide-binding sites of stabilising agents, which occur on the lumen and outer
surface of microtubules, respectively. (c) Simplified schematic of binding sites of destabilising agents on
soluble tubulin and microtubules.

Colchicine-site destabilising agents that bind on β-tubulin near the intradimer 

interface, preventing the curved-to-straight conformational transition and decelerating 

microtubule polymerisation.182 Pironetin-site MTAs similarly impede microtubule 
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polymerisation by binding to ⍺-tubulin on soluble heterodimers. Alternatively, they inhibit 

polymerisation at the minus-end of the microtubule by binding to polymerised ⍺-

tubulin.183 Vinca-site MTAs bind to β-tubulin on the plus-ends of the microtubule between 

two longitudinal heterodimers, creating a ‘wedge’ between them. Moreover, they can 

create the same wedge in protofilaments and oligomers, creating assembly-incompetent 

ring-like complexes.184 Lastly, maytansine-site MTAs bind to β-tubulin on both soluble 

heterodimers and microtubules, inhibiting longitudinal interactions at the inter-dimer 

interface (Figure 1.6c).185 

1. 4. 3. Microtubule-targeting agents in cancer therapy

MTAs have various clinical applications, mainly in the treatment of cancers (Table 1.3). In 

addition to having antimitotic effects on tumour cells, many MTAs are also antiangiogenic, 

making them cytotoxic to cancer cells.160, 164 However, the large molecular mass and 

polarity of those drugs render them unable to permeate the BBB. Thus, clinically used 

MTAs are unrealistic candidates for CNS tumour therapy. The immunosuppression and 

neurotoxicity of MTAs and the acquired resistance in recurrent tumours have limited the 

success of these drugs.186 Therefore, hundreds of naturally-occurring and semi-

synthetically compounds are tested each year to reduce toxicity and drug resistance. 

Taxanes are efficacious in the treatment of numerous tumours (Table 1.3).160 

Paclitaxel, a naturally occurring compound in Pacific yew trees, is approved in the 

treatment of breast, lung and ovarian cancers and off-label for many other tumours.187 

Docetaxel, a semisynthetic analogue, is approved for the treatment of breast and lung 

cancer. Both paclitaxel and docetaxel are associated with high levels of resistance and 

toxicity. Taxanes are generally potent substrates for efflux proteins, and their polarity 

further exacerbates their low bioavailability. Neutropoenia (low neutrophil counts in the 

blood) and neuropathy are the principal adverse effects of paclitaxel and docetaxel.187-

189 Cabazitaxel is a second-generation taxane approved for the treatment of prostate 

cancers. Neutropoenia is common with cabazitaxel treatment, but neuropathy is rare, 

and other side effects are relatively mild to moderate.187 Ixabepilone is the only 

epothilone-derived compound approved for the treatment of refractory cancers that 

have become resistant to taxanes.190, 191 Ixabepilone is associated with less severe side-

effects, and efflux proteins do not significantly reduce its bioavailability.192 Taxane-site 

MTAs retain their place as the first-line treatment for a variety of tumours. 



28 

Vinca alkaloids are highly effective against lymphatic and haematological 

cancers as well as solid tumours like breast and lung cancers and account for 60% of all 

cancer drugs currently in use (Table 1.3).193 The first-generation Vinca alkaloids vinblastine 

and vincristine, isolated from the Madagascar periwinkle plant, Catharanthus roseus, are 

associated with peripheral neuropathy, neutropoenia and myelosuppression.160 The 

second-generation vinorelbine is used in the treatment of a wide variety of tumours due 

to its potent antiproliferative activity and lower toxicity than first-generation Vinca 

alkaloids.194 A third-generation drug, vinflunine, is used for the treatment of metastatic 

or advance urethral cancers and exhibits superior anti-tumour activity than other Vinca 

alkaloids. As such, vinflunine is currently being trialled for a variety of other tumours.195 

Eribulin mesylate, a macrolide that binds to the Vinca-site, is approved for the treatment 

of advanced and metastatic breast cancers and liposarcomas.196, 197 

Only one maytansine site MTA drug-conjugate, trastuzumab emtansine, is 

approved for the treatment of metastatic breast cancer.198 Trastuzumab is a monoclonal 

antibody that targets a member of the EGFR family of RTKs, ERBB2. In addition to 

inhibiting MAPK and PI3K pathways, trastuzumab stimulates the endocytosis of antibody-

bound ERBB2, localising the MTA emtansine (or mertansine in its free form) in ERBB2-

positive cancer cells and increases median survival by 5 months compared with standard-

of-care therapy.199, 200 The principal adverse effects associated with trastuzumab 

emtansine are neutropoenia, anaemia and peripheral neuropathy, although they are less 

frequent and severe in comparison with other MTAs.198, 200 

Almost all small-molecule MTAs bind to the colchicine binding pocket on β-tubulin. 

Small-molecule MTAs such as colchicine and nocodazole have had limited clinical success 

owing to their severe toxicity. Colchicine is occasionally used in the treatment of gout.201 

Tivantinib, a well-tolerated and orally bioavailable small-molecule, was initially thought 

to be a selective c-Met inhibitor. However, further characterisation found that tivantinib 

exerts its cytotoxic effect mainly by destabilising microtubule dynamics.202 Tivantinib 

failed as a second-line of treatment for hepatocellular carcinoma overexpressing c-Met 

in Phase III clinical trials, despite showing promise in Phase II.203, 204 As newer generation 

MTAs have exhibited better anti-cancer activity and less toxicity, research interest is 

directed towards the development of novel, less toxic MTAs, including BBB-permeable 

small-molecule MTAs for the treatment of CNS tumours.205, 206  
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Table 1.3 Clinical uses and adverse effects of MTAs. 

Binding 
domain Drug Clinical applications Possible adverse effects REFs 

Taxane 

Paclitaxel Breast, ovarian, lung 
and many other cancers 

Peripheral neuropathy, 
myelosuppression, neutropoenia, fatal 

urinary tract infections, myalgia 
187

Docetaxel 
Breast, lung, prostate, 

stomach, head and neck 
cancers 

Neutropoenia, leucopoenia, 
thrombocytopenia, anaemia, 

neuropathy, life-threatening allergic 
reactions 

187, 188

Cabazitaxel Hormone-resistant 
prostate cancer 

Neutropoenia, leucopoenia, 
thrombocytopenia, anaemia, 

myelosuppression 
187, 207

Ixabepilone 
Paclitaxel-resistant 

breast and endometrial 
cancers  

Neutropoenia, leucopoenia, 
thrombocytopenia, anaemia, 

myelosuppression 
190-192

Vinca 

Vinblastine 
Lymphoma, breast, 
testicular, bladder, 
prostate cancers 

Myelosuppression, neutropoenia, bone 
pain 

193

Vincristine Lymphoma, leukaemia, 
testicular cancer 

Myelosuppression, neuropathy, severe 
constipation 

193

Vinorelbine Breast and lung cancers Neutropoenia, anaemia, leucopoenia, 
thrombocytopenia, neuromyopathy 

193

Vinflunine Urethral cancer Neutropoenia, anaemia, leucopoenia, 
thrombocytopenia, myalgia 

193

Eribulin 
mesylate 

Metastatic breast 
cancer, liposarcoma 

Neutropoenia, anaemia, peripheral 
neuropathy 

196, 197

Maytansine Trastuzumab 
emtansine Metastatic breast cancer Peripheral neuropathy, 

thrombocytopenia, anaemia 
198

Colchicine Colchicine Gout, Familial 
Mediterranean Fever 

Myelosuppression, high toxicity in 
normal cells 

160

Microtubule-targeting agents trialled in glioblastoma therapy 

Several MTA compounds were trialled for the treatment of glioblastoma and other brain 

tumours. In Phase I/II trials patupilone, an epothilone analogue, was well-tolerated and 

had minimal side-effects in recurrent glioblastoma patients. Furthermore, patupilone 

accumulated in tumour cells and benefited the progression-free survival of two out of 

nine patients.208 Another BBB-permeable epothilone analogue, sagopilone, inhibited 

tumour growth and metastasis in glioblastoma mouse models.209 However, in Phase II 

trials, sagopilone had no anti-cancer activity and did not improve progression-free 

survival. Further, it has caused severe neuropathy in almost half of the patients in the 

trial.210 Some of the most promising MTAs currently in clinical development are 

combretastatin A-4 derivates – colchicine-site binders that are activated upon exposure 

to light. This property can be utilised to mediate spatiotemporal control over the 

activation of these drugs within the tumour and, therefore, limit the adverse side-effects 
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associated with MTAs.211 Verubulin, which also binds to the colchicine site, was trialled in 

combination with carboplatin for the treatment of new and recurrent glioblastoma in 

Phase I trials.212 Phase II trials demonstrated that it is well-tolerated with moderate 

activity and acceptable toxicity in patients with recurrent glioblastoma.213 

Figure 1.7 Small-molecule MTAs for the treatment of brain cancers. 
(a) MTAs come in a range of molecular sizes, and this can alter their ability to cross membranes. CNS active
drugs generally have a molecular weight < 400 g/mol. (b) Small-molecule inhibitors such as CMPD1, which
can cross the BBB (formed by endothelial cells, pericytes and astrocytic end-feet), are currently being
investigated for their potential treatment of gliomas and other CNS tumours.

Preclinical studies for the BBB-permeable CMPD1 and its analogues are 

underway in our laboratory (Figure 1.7). CMPD1 exhibited selective toxicity to 

glioblastoma cell lines over normal human astrocytes in vitro.214 Furthermore, we have 

shown that CMPD1 and its analogues can be caged with photolabile protecting groups. 

These chemical groups are cleaved after irradiation.215 Hence, we provide a proof-of-

concept that small-molecule MTAs can be localised to the tumour site, in a fashion 
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analogous to combretastatin derivatives. Intriguingly, GSCs of the classical and 

mesenchymal subtype were more sensitive to CMPD1 treatment than the proneural 

subtypes,216 raising the possibility of the pre-existence or emergence of MTA-tolerant 

cells to varying degrees in different tumours. Therefore, elucidation of MTA mechanisms 

of action and resistance in preclinical studies is necessary prior to progressing with clinical 

trials. 

1. 4. 4. The tubulin code in cancer

Microtubular structures and functions are intricately coordinated by various molecular 

signatures present on tubulin dimers known as the ‘tubulin code’. The tubulin code arises 

from the presence of eight ⍺- and nine β-tubulin isoforms and a multitude of post-

translational modifications (PTMs) that can occur on them and controls microtubule 

dynamics, physical properties and binding-affinity to microtubule-associated proteins.217 

Different elements of the tubulin code crosstalk to optimise microtubule dynamics in a cell 

type-dependent and function-dependent manner. Indeed, the tubulin code plays a vital 

role in fine-tuning cilia and flagella function, muscular function, neural function and cell-

cycle control.217 In diseases such as cancer, the tubulin code may modulate oncogenic 

signals, tumour aggressiveness, response to chemotherapy and anti-cancer MTA 

efficacy.218 However, the role of the tubulin code in cancer and other diseases 

pathologies is yet to be completely elucidated. 

Tubulin isoforms 

While the tubulin isoforms have highly structured and conserved cores, their C-terminal 

tails are exceedingly variable (Figure 1.8a, Table 1.4).217, 219  These differences in tubulin 

tails impart distinct functions within the isoforms, as evident by cells possessing isoform-

dependent specialised microtubule structures and by differential isoform expression 

throughout developmental stages.220 For example, the normal marginal band in 

mammalian platelets, which is essential for platelet structure and function, is made of 

microtubules constituting of ⍺IV- and βI-tubulins. Deletions of or mutations in either of the 

genes encoding these isoforms results in a dysfunctional marginal band and hence, 

bleeding disorders.221, 222  

Tubulin isoforms can also regulate microtubule dynamics. Microtubules containing 

βII-tubulin were more resistant to depolymerisation and less dynamic than those 

containing βIII-tubulin.223, 224 In addition, isoforms are tissue-specific. For instance, βIII-
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tubulin and βIVa-tubulin are predominantly found in the CNS and βIII-tubulin is a well-

established marker of neural differentiation.201, 225 Functionally, βIII-tubulin is thought to 

increase the dynamic instability of neural microtubules, which is necessary for axonal 

regeneration.223  

Table 1.4 Known functions of tubulin isoforms in normal tissue and cancer. 

Tubulin 
isoform Gene Name Tissue-specific 

expression Aberrations in cancer REFs 

⍺Ia, ⍺Ib, ⍺Ic 
TUBA1A, 
TUBA1B, 
TUBA1C 

All tissue-types 

High ⍺Ia associated with paclitaxel-
resistance and poorer prognosis in 

hepatocellular carcinoma and mantle cell 
lymphoma 

226-228

⍺IIIc, ⍺IIId, ⍺IIIe 
TUBA3C, 
TUBA3D, 
TUBA3E 

Testis - 229, 230

⍺IVa TUBA4A All tissue-types - 230

⍺VIII TUBA8 

Mainly cardiac 
and skeletal 
muscle; low 

expression in testis 
and brain 

- 231

βI TUBB 
Spleen, thymus 
and developing 

brain 

Higher βI linked with taxane-resistance in 
ovarian and breast cancers 

232-234

βIIa, βIIb TUBB2A, 
TUBB2B 

Central and 
peripheral 

nervous system 

Lower βIIa/b linked with taxane-resistance 
and correlates with advanced-stage 

ovarian and breast cancer 
232, 235, 236

βIII TUBB3 Neurons 

Higher βIII linked with taxane-resistance in 
ovarian, breast, gastric, prostate, uterine 
and lung cancers; Higher βIII linked with 

better cabazitaxel efficacy in breast cancer 
cell line 

189, 232, 233, 

237-242

βIVa TUBB4 Central nervous 
system 

Higher βIVa linked with taxane-resistance in 
ovarian cancers 

232, 233

βIVb TUBB2C Ciliated cells 

Lower βIVb linked with taxane-resistance in 
breast cancer cell line but correlated with 
increased sensitivity to vinca alkaloids in 

pancreatic and lung cancer cell lines 

232, 243-245

βV TUBB6 

Breast, lung, skin, 
all muscle cells 
and secretory 
epithelial cells 

Higher βV linked with better response to 
taxanes in lung cancers but correlated with 

malignancy grade of serous ovarian 
sarcomas 

232, 246-249

βVI TUBB1 Hematopoietic 
cells - 232

βVIII TUBB8 Oocytes and 
embryos - 250

Tubulin isotypes may mediate response to microenvironmental stressors. 

Comparative structural analysis of β-tubulin isoforms demonstrated that the cysteine 

C239 residue present in βIII-, βV- and βVI-tubulin is more readily oxidised than the serine 
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S239 residue found in other β-isoforms. Oxidation of cysteine C239 inhibits microtubule 

polymerisation and stability, suggesting that these isoforms may mediate cellular 

response to stimuli such oxidative stress and hypoxia.251 Indeed, hypoxic cores of 

glioblastoma tumours are marked for higher expression of βIII-tubulin.252 However, the 

mechanisms through which βIII-tubulin might contribute to cancer pathology are not 

entirely elucidated. Several studies propose βIII-tubulin as a downstream target of RTK 

signalling arms (Figure 1.2) that may mediate oncogenic signal transduction.253-255 

A growing body of evidence suggests that specific tubulin isoforms may be 

involved in disease pathology and metastasis within specific cancers.227, 233, 237, 246, 247 In 

some cancers, the extent of increase in tubulin isoform expression correlates with tumour 

aggressiveness and poor clinical outcomes.201, 233 In particular, βIII-tubulin expression 

increases in a range of ovarian, lung, uterine, prostate and brain tumours (including 

glioblastoma) and as such, is the most well-characterised isoform.218 Numerous studies 

have reported that increased βIII-tubulin expression is associated with poorer clinical 

outcomes in breast, ovarian and gastric cancers.233, 237, 238, 240 Additionally, βI, βII and 

βIV-tubulin have altered expression in ovarian, breast and lung tumours (Table 1.4).233-238,

240, 243 βV-tubulin is highly upregulated in serous ovarian sarcoma, even though it is 

generally not expressed in normal fallopian tube epithelia.248, 249  

Tubulin isoforms may confer resistance to various MTAs (Table 1.4). In this context, 

the less dynamic ⍺-tubulin isoforms are not well-characterised, as only one study suggests 

that ⍺I-tubulin may confer resistance to paclitaxel.227 High expression of βIII-tubulin is 

associated with paclitaxel-resistant ovarian cancer, with subsequent studies showing βIII-

tubulin-mediated resistance to taxanes and vinca alkaloids in a wide range of cancers.218 

In vitro studies found that microtubules from heterogenous tubulin fractions were seven-

fold more sensitive to paclitaxel treatment than microtubules from containing only βIII-

tubulin isoform.256 This points to the dynamic nature of βIII-tubulin and suggests that it 

impedes the effect of the stabilising agent paclitaxel on microtubules. In contrast, βIII-

tubulin protein expression more than doubled in a colchicine-resistant breast cancer cell 

line, which was paradoxically more sensitive to paclitaxel.257 Another study showed that 

both βII- and βIII-tubulin confer resistance to laulimalide but not paclitaxel or vinblastine 

in human ovarian carcinoma cell lines.258 βV-tubulin expression positively correlated with 

response to taxane treatment in non-small cell lung cancers.246, 247 These contradictory 

findings and widely variable tubulin profiles across different cancers suggest that tubulin 

isoforms modulate sensitivity to various MTAs in a differential manner. 
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Figure 1.8 Microtubule heterogeneity directs microtubule properties and functions. 
The tubulin heterodimer exhibits high levels of molecular diversity. In addition to the presence of (a) 8 ⍺- 
and 9 β-tubulin isoforms,259 (b) several post-translational modifications (PTMs) can occur on the cores or 
tails of tubulin subunits and together, these form the tubulin code. (c) Tubulin isoforms and PTMs control 
microtubule dynamics (stability/instability) and mechanical properties (flexibility/rigidity). (d) 
Polyglutamylation levels exert differential control on the activity of microtubule-associated proteins such 
as spastin, kinesin-1 and kinesin-2. 

Tubulin post-translational modifications 

Both the unstructured tubulin C-terminal tails and the structured tubulin code are 

susceptible to PTMs (Figure 1.8b). PTMs can regulate microtubule dynamics and overall 

mechanical structure. For instance, acetylation on lysine residue K40 in ⍺-tubulin in the 

inner lumen of microtubule protofilaments prevents the interaction between K40 and 

histidine H238 ⍺-tubulin on adjacent protofilaments.260 Consequently, K40 acetylation 

facilitates inter-protofilament sliding, making the microtubules more flexible and less 

resistant to breakage.217 K40 is acetylated on microtubules by ⍺-tubulin 

acetyltransferase 1 (ATAT1)261 and deacetylated on soluble tubulin heterodimers by 

histone deacetylase 6 (HDAC6)262 and Sirtuin 2.263 Additionally, polyamination of 

glutamine side chains, by transglutaminases on both ⍺- and β-tubulin incorporated into 

microtubules, stabilises microtubules, making them more resistant to depolymerisation.260,

264 Other modifications that occur on soluble tubulin heterodimers can conversely slow 
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down tubulin incorporation and thus favour depolymerisation. These include 

phosphorylation of serine S172 on β-tubulin by CDK1265 or dual-specificity tyrosine-

regulated kinase 1A (DYRK1A)266 or acetylation of K252 on β-tubulin by San 

acetyltransferase.267 No deaminases, phosphatases or deacetylases are known to 

reverse these PTMs.217  

Other PTMs regulate binding to microtubule-associated proteins and can, 

therefore, indirectly influence microtubule dynamics or mechanical properties. The C-

terminal tyrosine of ⍺-tubulin in microtubules is cleaved by the enzymes vasohibin 1 and 

2.268, 269 This detyrosination is reversed by the enzyme Tubulin Tyrosine Ligase (TTL), 

which acts predominantly on soluble heterodimers.270 Cytosolic carboxypeptidases 

irreversible detyrosinated microtubules by cleaving the penultimate and antepenultimate 

glutamates, yielding Δ2 and Δ3 ⍺-tubulin, respectively.271, 272 Detyrosination may 

indirectly slow down microtubule dynamics by reducing the binding of dynactin subunit 1 

or cytoplasmic linker protein 170 (CLIP170), two proteins that localise to and track the 

plus-ends of the microtubule, inhibiting microtubule catastrophe.273 Conversely, the KIF2A 

and mitotic centromere-associated kinesin (MCAK), two proteins of the kinesis-13 

subfamily of enzymes that catalyse microtubule depolymerisation and are integral for 

mitosis, require tyrosinated tubulin to function. Therefore, detyrosination also renders 

microtubules less susceptible to depolymerisation by kinesin-13 proteins, stabilising 

microtubules.274 A summary of the components of the tubulin code known to influence 

microtubular properties is shown in Figure 1.8c. 

Polyglutamylation (polyE) can occur on both ⍺- and β-tubulin. Addition of 

glutamyl groups is catalysed by TTL-like enzymes (TTLL), acting preferentially on 

microtubules.275-277 Cytosolic carboxypeptidases deglutamylate both soluble and 

polymerised tubulin, offering constant control of polyE patterns on polymerised 

microtubules.278-280 Tubulin polyglutamylation, much like polyamination, provides gradual 

control over microtubules, with chain lengths mediating distinct functions. However, unlike 

polyamination chains, the length of which correlates to the degree of induced microtubule 

stability, polyE chains exert biphasic control over microtubules. Spastin, a microtubule-

severing enzyme, is initially activated by moderate levels of polyglutamylation.281, 282 

Nevertheless, past a certain threshold, polyE begins to inhibit spastin activity, and hence, 

microtubule severing. This mechanism enables cells to control total microtubule mass.282 

Similarly, polyE patterns offer differential control over the motor proteins kinesin-1 and 

kinesin-2, two families of proteins that transport cargo towards the plus-ends of 
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microtubules. Moderate polyE levels are needed to activate kinesin-2, whereas higher 

levels are needed for kinesin-1 activity (Figure 1.8d).283, 284 

The effects of tubulin PTMs on cancer pathology and MTA efficacy are not well-

investigated. Table 1.5 summarises known aberrations in tubulin PTMs in some cancers. For 

example, an increase in HDAC6 (and hence, decrease in ⍺-tubulin K40 acetylation) 

correlated with better prognosis in breast cancer and an increase in sensitivity to anti-

cancer endocrine treatment.285 Irregularities of the tyrosination-detyrosination cycle have 

been reported in multiple cancers due to suppression or dysregulation of TTL and were 

all generally associated with higher malignancy grades, poor prognosis and poor clinical 

outcomes.286 In agreement, a recent study found that VASH-1 expression positively and 

significantly correlates with bladder cancer stage, pathological grade and metastasis.287 

Together, these data suggest that an increase in ⍺-tubulin detyrosination may negatively 

impact on patient outcomes. Increases in tubulin polyE are associated with paclitaxel-

resistant breast cancer cell lines.288 

Table 1.5 Known aberrations of tubulin PTMs in cancer. 

Tubulin PTM Alteration Cancer Outcome REFs 

⍺-K40(Ac) HDAC6 up-
regulation Breast cancer Correlates with improved prognosis 285

Tyrosination/ 
Detyrosination 

TTL down-
regulation 

Several non-
epithelial tumours 

Decrease in tyrosination augments 
tumour progression 

286

TTL down-
regulation 

Breast cancer cell 
line 

Increased detyrosination and polyE on 
⍺-tubulin 

289

TTL down-
regulation Prostate cancer Correlates with aggressiveness and 

metastasis 
290, 291

Differential TTL 
expression Neuroblastoma Correlates with worse prognosis and 

clinical outcome 
292

Glutamylation Overall increase 
in polyE 

Breast cancer cell 
line Associated with taxane-resistance 288

While significant advances in deciphering the functions of tubulin code have been 

made over the last decade, the functions of many of its components remain unclear. 

Furthermore, based on current literature, there is evidence to suggest that the tubulin 

code can impact on MTA efficacy in a cancer type- and drug class-dependent related 

manner. For this reason, we investigated the tubulin code in glioblastoma stem cell models 

to aid in the assessment and development of CMPD1 as an MTA for the treatment of 

glioblastoma. 



37 

1. 5. Thesis aims

The research summarised in the preceding sections suggests that efficacious targeting of 

glioblastoma tumours requires brain permeable chemotherapy able to target tumour 

cells regardless of their genetic background. MTAs offer this non-targeted approach. In 

2014, our laboratory discovered that the small-molecule inhibitor CMPD1, developed 

initially as an inhibitor of MAPK-activated protein kinase 2 (MK2), exerted its potent 

cytotoxic effects via the inhibition of microtubule dynamics, independently of MK2.214 

Owing to its small size and favourable molecular properties, CMPD1 was a prime 

candidate for the development of anti-cancer treatment for CNS malignancies. Since 

then, hit-to-lead optimisation of CMPD1 led to the development of BBB-permeable 

MTAs.216 The most advanced analogue is in preclinical development with commercial 

partners, and hence, all data related to this drug candidate are commercial-in-

confidence. This PhD dissertation studies the efficacy of CMPD1 and other MTAs in 

patient-derived glioblastoma cell lines, and the mechanisms through which these cells 

survive high concentrations of MTAs. 

The overarching aim of this PhD candidature was to investigate the efficacy of 

CMPD1 in disease-relevant glioblastoma models in order to establish the therapeutic 

potential of a novel class of MTAs based on the CMPD1 pharmacophore. The principal 

aim was to investigate whether the tubulin code of glioblastoma stem cells impacts on 

MTA efficacy (Chapter 3). These studies, published in ACS Pharmacology and 

Translational Science (2019),1 identified that a subpopulation of glioblastoma tolerant 

persisters survive MTA treatment via non-mutational dormancy. Given that non-mutational 

dormancy and drug tolerance are driven largely by epigenetic chromatin remodelling, 

the subsequent studies aimed to investigate global histone modification marks in MTA-

tolerant cells using mass spectrometry (Chapter 4) and identify druggable epigenetic 

targets to eradicate MTA-tolerant glioblastoma cells (Chapter 5). In parallel, as KDM4 

enzymes were highly upregulated in DTPs, and due to the lack of potent KDM4 inhibitors, 

a high throughput KDM4 inhibitor screening assay was developed using AlphaScreen 

technology (Chapter 6). 

Additionally, the work completed during this PhD candidature contributed to the 

finding that MTAs induce unique cell morphological ‘shrinkages,’ a characteristic that can 

guide the identification of microtubules as drug targets or off-targets (published in 

Pharmacological Research, 2018).293 A colchicine-binding assay was developed to 

confirm that CMPD1 and its analogue bind to the colchicine-binding domain of tubulin 

while analogues caged with photolabile protecting groups do not (published in ACS 
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Medicinal Chemistry Letters, 2017).215 Lastly, having established a high throughput 

biochemical DYRK1A kinase inhibition assay during my Honours project (2014),294, 295 I 

screened newly synthesised novel heterocyclic biphenolic analogues (published in 

Bioorganic & Medicinal Chemistry, 2018)296 and flexible azaindole analogues (published 

in Australian Journal of Chemistry, 2018)297 for DYRK1A inhibition. Published manuscripts 

containing this work are presented in Chapter 7. 
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Chapter 2 

Materials and Methods 
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CHAPTER 2.  MATERIALS AND METHODS 

2. 1. Experimental models and materials

2. 1. 1. Glioblastoma cell line models

Standard glioblastoma cell lines. 

A172, U251 and U87 glioblastoma cell lines were obtained from the European 

Collection of Cell Cultures (EACC, Salisbury, UK) through Cell Bank Australia in 2014. 

Cells were cultured in DMEM supplemented with Foetal Bovine Serum (FBS, 10 % v/v) 

and Antibiotic-Antimycotic solution (both Life Technologies, CA, USA) at 37 ºC and 5 % 

CO2. All cell cultures were routinely tested for mycoplasma infection, and the cumulative 

length of culturing did not exceed 20 passages.  

Glioblastoma stem cell (GSC) lines. 

GSC lines were derived from glioblastoma patient specimens. Characterisation of these 

cell lines includes RNA sequencing, mutational profiling, subtype assignment and 

proteomic data which are available online at https://www.qimrberghofer.edu.au/our-

research/commercialisation/q-cell/. Table 2.1 outlines the genotypes of these cell lines. 

GSC lines were cultured in KnockOut DMEM/F-12 basal medium supplemented with 

StemPro NSC SFM supplement, GlutaMAX-ICTS (2 nM), EGF (20 ng/mL), FGF-β (10 

ng/mL) and Antibiotic-Antimycotic solution (all Life Technologies) as adherent cells on 

flasks coated with MatriGel Matrix (Corning Life Sciences, MA, USA). The protocols were 

approved by the Human Ethics Committee of The University of Sydney (HREC2013/131) 

and the Human Ethics Committee of the Royal Brisbane & Women’s Hospital (RBWH 

2004/161). All cell cultures were routinely tested for mycoplasma infection, and the 

cumulative length of culturing did not exceed 15 passages.  

https://www.qimrberghofer.edu.au/our-research/commercialisation/q-cell/
https://www.qimrberghofer.edu.au/our-research/commercialisation/q-cell/


Table 2.1 Pathway alterations of GSC lines. 

Single nucleotide variants, intragenic deletions and gene copy number changes in genes in pathways frequently affected by genomic changes in glioblastoma detected in the 
primary glioblastoma cell lines. SNVs shown in bold are homozygous, otherwise heterozygous. Blanks indicate wild type genes. Adapted from Q-cell 
(https://www.qimrberghofer.edu.au/our-research/commercialisation/q-cell/).  

Classical Mesenchymal Proneural 
Pathway Gene WK1 PB1 HW1 SB2b RN1 FPW1 RKI1 MN1 JK2 SJH1 MMK1 BAH1 

RTK 

EGFR A289V A289V 
H304Y vIII 

MET C800F T992I E168D H289R 

EPHA2 V589M 
R721Q 

PI3K 

PIK3CA H1047Y Y1021H 
PIK3R1 

PIK3C2G X1446S A2T P129T 
PIK3C2A T1415A 

PTEN R130* Spl jnct R130Q F56V V133I 

MAPK NF1 Spl jnct Spl jnct 
MYC 

P53 TP53 R110L G105C 
MDM2 W329C 

RB1 CDKN2A 
CDKN2B 

Chromatin 
modifiers 

IDH1 V178I Y183C 
ATRX D808G 
SETD2 E670K T451A R472H 
ACVR1 
H3F3A 

HIST1H3B 
HIST1H3C 

MGMT promoter methylation No No Yes Yes No No Yes No No No No Yes 
Patient Gender (M/F) M M F M M M F F M M F F 

Homozygous deletion Heterozygous deletion Amplification Gain 

https://www.qimrberghofer.edu.au/our-research/commercialisation/q-cell/
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2. 1. 2. Reagents and chemicals

Table 2.2 Key resources. 

REAGENT or RESOURCE SOURCE IDENTIFIER 

Experimental Models: Glioblastoma Cell Lines 

A172 ECACC 88062428 

U87 ECACC 89081402 

U251 ECACC 09063001 

BAH1 QMRI Berghofer QIMR-B001 

FPW1 QMRI Berghofer QIMR-B002 

HW1 QMRI Berghofer QIMR-B003 

JK2 QMRI Berghofer QIMR-B004 

MMK1 QMRI Berghofer QIMR-B005 

MN1 QMRI Berghofer QIMR-B006 

PB1 QMRI Berghofer QIMR-B007 

RKI1 QMRI Berghofer QIMR-B008 

RN1 QMRI Berghofer QIMR-B009 

SB2b QMRI Berghofer QIMR-B010 

SJH1 QMRI Berghofer QIMR-B011 

WK1 QMRI Berghofer QIMR-B012 

Antibodies 

Total α-tubulin Cell Signaling Technology Cat# 2144, RRID: AB_2210548 

Total β-tubulin Abcam Cat# ab6046, RRID: AB_2210370 

Total γ-tubulin Cell Signaling Technology Cat# 5886, RRID: AB_10836184 

βI-tubulin Abcam Cat# ab179511 

βII-tubulin Abcam Cat# ab179512 

βIII-tubulin Abcam Cat# ab18207, RRID: AB_444319 

βIV-tubulin Abcam Cat# ab11315, RRID: AB_297919 

Tyrosinated α-tubulin MerckMillipore Cat# ABT171 

Detyrosinated α-tubulin MerckMillipore Cat# AB3201; RRID: AB_177350 

Δ2 α-tubulin MerckMillipore Cat# AB3202; RRID: AB_177351 

Acetyl K40 α-tubulin Abcam Cat# ab179484 

Phospho-S172 βIII-tubulin Abcam Cat# ab76286; RRID: AB_1523210 

Polyglutamylate α/β-tubulin Adipogen Cat# AG-20B-0020; RRID: AB_2490210 

Nestin R&D Systems Cat# MAB1259; AB_2251304 

SOX2 R&D Systems Cat# AF2018; RRID: AB_355110 

Hsp90 R&D Systems Cat# MAB3286; RRID: AB_2121072 

β-actin Abcam Cat# ab8227; RRID: AB_2305186 

GAPDH Cell Signaling Technology Cat# 97166; RRID: AB_2756824 

H3K4(Me3) Abcam Cat# ab12209; RRID: AB_442957 

H3K9(Me1) Abcam Cat# ab9045; RRID: AB_306963 

H3K9(Me2) Abcam Cat# ab1220; RRID: AB_449854 

H3K9(Me3) Abcam Cat# ab8898; RRID: AB_306848 

H3K27(Me1) Cell Signaling Technology Cat# 84932; RRID: AB_2800043 

H3K27(Me2) Abcam Cat# 24684; RRID: AB_448222 

H3K27(Me3) Cell Signaling Technology Cat# 9733; RRID: AB_2616029 

H3K36(Me1) Abcam Cat# ab9048; RRID: AB_306964 

H3K36(Me2) Abcam Cat# ab9049; RRID: AB_1280939 

H3K36(Me3) Abcam Cat# ab9050; RRID: AB_306966 

Total Histone H3 Cell Signaling Technology Cat# 4499; RRID: AB_10544537 

Cleaved H3 (Thr22) Cell Signaling Technology Cat# 12576; RRID: AB_2797961 

Histone 3.1/3.2 Abcam Cat# ab176840, RRID: AB_2715502 
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Histone 3.3 MerckMillipore Cat# ABE154, RRID: AB_2811170 

KDM4A Novus Biologicals Cat# NBP1-49602, RRID: AB_10011703 

KDM4D Novus Biologicals Cat# NBP1-03357, RRID: AB_1521485 

KDM4E MerckMillipore Cat# ABE1081 

CTSL1 R&D Systems Cat# AF952; RRID: AB_355737 

Rabbit IgG, HRP-linked Cell Signaling Technology Cat# 7074; RRID: AB_2099233 

Mouse IgG, HRP-linked Cell Signaling Technology Cat# 7076; RRID: AB_330924 

Mouse IgG, Alexa Fluor488 Life Technologies Cat# A10680; RRID: AB_2534062 

Rabbit IgG, AlexaFluor594 Life Technologies Cat# A11012; RRID: AB_141359 

FITC-conjugated CD243 (MDR1) ThermoFisher Scientific Cat# 11-2439-41, RRID: AB_11220073 

PE-eFluor610-conjugated p-Erk1/2 ThermoFisher Scientific Cat# 61-9109-41, RRID: AB_2574675 

APC-conjugated p-p38 MAPK ThermoFisher Scientific Cat# 17-9078-42; RRID: AB_2573290 
Anti-Rabbit Detection Module for Jess, Wes, 
Peggy Sue or Sally Sue ProteinSimple Cat# DM-001 

Anti-Mouse Detection Module for Jess, Wes, 
Peggy Sue or Sally Sue ProteinSimple Cat# DM-002 

Chemicals, Peptides, and Recombinant Proteins 

CMPD1 Santa Cruz Cat# Sc-203138, CAS: 41179-33-3 

Colchicine Tocris Cat# 1364, CAS: 64-86-8 

Nocodazole Tocris Cat# 1228, CAS: 31430-18-9 

Tivantinib Selleckchem Cat# S2753, CAS: 905854-02-6 

Paclitaxel Tocris Cat# 1097, CAS: 33069-62-4 

Vinblastine Tocris Cat# 1256, CAS:143-67-9 

Ixabepilone AdooQ Bioscience Cat# A11449; CAS: 219989-84-1 

Verapamil Sigma-Aldrich Cat# V4629; CAS: 152-11-4 

MK571 Sigma-Aldrich Cat# M7571; CAS: 115103-85-0 

CP-100356 Sigma-Aldrich Cat# PZ0171; CAS: 142715-48-8 

Elacridar Tocris Cat# 4646; CAS: 143851-98-3 

Zosuquidar Tocris Cat# 5456; CAS: 167465-36-3 
SCG Probe Set (inhibitors of epigenetic 
readers, writers and erasers) Cayman Chemicals Cat# 17748 

CPI-169 Cayman Chemicals Cat# 18299; CAS: 1450655-76-1 

CPI-1205 AdooQ Bioscience Cat# A16357; CAS: 1621862-70-1 

EPZ6438 (Tazemetostat) Cayman Chemicals Cat# 16174; CAS: 1403254-99-8 

GSK126 Cayman Chemicals Cat# 15415; CAS: 1346574-57-9 

CTSL1inhibitor I MerckMillipore Cat# 219421; CAS: 108005-94-3 

QC6352 MedChemExpress Cat# HY-104048; CAS: 1851373-36-8 

IOX1 Sigma-Aldrich Cat# SML0067; CAS: 5852-78-8 

Antibiotic/antimycotic 100X Life Technologies Cat# 15240112 

Foetal bovine serum InterPath Cat# SFBS-f 

Bovine serum albumin Sigma-Aldrich Cat# A7030, CAS: 9048-6-8 

Nuclear-ID Red DNA stain Enzo Lifesciences Cat# ENZ-52406 

Prolong Gold Antifade Mountant with DAPI Life Technologies Cat# P36935 

Dako Fluorescence Mounting Medium Agilent Cat# S3023 

Fixation buffer BioLegend Cat# 420801 

Vybrant DyeCycle Violet ThermoFisher Scientific Cat# V35003 

H3K9Me2-biotin peptide AnaSpec Cat# AS-64359 

H3K9Me3-biotin peptide AnaSpec Cat# AS-64360 

Ammonium Iron (III) Sulphate Sigma-Aldrich Cat# 221260; CAS: 7783-83-7 

L-Ascorbic Acid Sigma-Aldrich Cat# A5960; CAS: 50-81-7 

2-oxoglutarate (2-OG) Sigma-Aldrich Cat# 75892; CAS: 305-72-6 

Streptavidin-HRP GeneTex Cat# GTX30949 

Critical Commercial Assays 

Pierce BCA protein assay kit ThermoFisher Scientific Cat# 23225 
SimplyBlue SafeStain (Coomassie G-250 
solution) ThermoFisher Scientific Cat# LC6060 
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Amido Black Staining Solution Sigma-Aldrich Cat# A8181 
Immobilin Western HRP Substrate Luminol 
Peroxidase MerckMillipore Cat# WBKLS0500 

CellTitre-Blue Promega Cat# G808B 
LIVE/DEAD™ Fixable Near-IR Dead Cell 
Stain kit ThermoFisher Scientific Cat# L10119 

RNeasy mini kit Qiagen Cat# 74104 
Applied Biosystems High-Capacity cDNA 
Reverse Transcription kit Life Technologies Cat# 4368814 

KAPA SYBR FAST Universal 2X qPCR Master 
Mix Kapa Biosystems Cat# KK4602 

12-230 kDa Wes Separation Module ProteinSimple Cat# SM-W004 

Tubulin Polymerisation Assay Kit Cytoskeleton Cat# BK006P 
Subcellular Fractionation Kit for Cultured 
Cells ThermoFisher Scientific Cat# 78840 

Histone Extraction Kit Abcam Cat# ab113476 

AlphaScreen General IgG Detection Kit PerkinElmer Cat# 6760617 

Oligonucleotides (All validated QuaniTect Primer Assays) 

Hs_NR2F1_1_SG Qiagen Cat# QT00089355 

Hs_BHLHE41_1_SG (DEC2) Integrated DNA Technologies Fwd: 5’-GGTTAGCGGAGCAATGCGCA-3’ 
Rev: 5’-AACCGGCATTTGGGGAACCGTC-3’ 

Hs_CDKN1A_1_SG (p21Cip1) Qiagen Cat# QT00005803 

Hs_CDKN1B_2_SG (p27Kip1) Integrated DNA Technologies Fwd: 5’-CTGATGCTGTTGCTCGGTTA-3’ 
Rev: 5’-TGCAGACTCTGGGACATCTG-3’ 

Hs_KDM1A_1_SG Qiagen Cat# QT00099442 

Hs_KDM1B_1_SG Qiagen Cat# QT01153572 

Hs_KDM2A_1_SG Qiagen Cat# QT00020888 

Hs_KDM2B_1_SG Qiagen Cat# QT00087640 

Hs_KDM3A_1_SG Qiagen Cat# QT00088879 

Hs_KDM3B_1_SG Qiagen Cat# QT00085617 

Hs_JMJD1C_1_SG (KDM3C) Qiagen Cat# QT00066976 

Hs_KDM4A_1_SG Qiagen Cat# QT00028399 

Hs_KDM4B_1_SG Qiagen Cat# QT00060949 

Hs_KDM4C_1_SG Qiagen Cat# QT00027440 

Hs_KDM4D_1_SG Qiagen Cat# QT00232190 

Hs_KDM4D_2_SG Qiagen Cat# QT01680609 

Hs_KDM4E_1_SG Qiagen Cat# QT00244671 

Hs_KDM4E_2_SG Qiagen Cat# QT01841994 

Hs_KDM4E_3_SG Qiagen Cat# QT01862308 

Hs_KDM5A_1_SG Qiagen Cat# QT00013265 

Hs_KDM5B_1_SG Qiagen Cat# QT00060648 

Hs_KDM5C_1_SG Qiagen Cat# QT00041503 

Hs_KDM5D_1_SG Qiagen Cat# QT00014070 

Hs_KDM6A_1_SG Qiagen Cat# QT00094654 

Hs_KDM6B_1_SG Qiagen Cat# QT00098742 

 Hs_KDM7A_1_SG Qiagen Cat# QT00038654 

Hs_PHF8_1_SG (KDM7B) Qiagen Cat# QT00023485 

Hs_PHF2_1_SG (KDM7C) Qiagen Cat# QT00044555 

Hs_KDM8_1_SG Qiagen Cat# QT00026999 

Hs_SUV39H1_1_SG (KMT1A) Qiagen Cat# QT00091042 

Hs_SUV39H2_1_SG (KMT1B) Qiagen Cat# QT00094311 

Hs_EHMT2_1_SG (KMT1C) Qiagen Cat# QT00088627 

Hs_EHMT1_1_SG (KMT1D) Qiagen Cat# QT00084602 

Hs_SETDB1_1_SG (KMT1E) Qiagen Cat# QT00086142 

Hs_SETDB2_1_SG (KMT1F) Qiagen Cat# QT00067494 

Hs_KMT2A_2_SG Qiagen Cat# QT00247464 

Hs_KMT2B_1_SG Qiagen Cat# QT00015778 

Hs_KMT2C_1_SG Qiagen Cat# QT00029316 
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Hs_KMT2D_2_SG Qiagen Cat# QT01762096 

Hs_KMT2E_1_SG Qiagen Cat# QT00053900 

Hs_KIAA0339_1_SG (KMT2F) Qiagen Cat# QT00042427 

Hs_KIAA1076_1_SG (KMT2G) Qiagen Cat# QT01016799 

Hs_ASH1L_1_SG (KMT2H) Qiagen Cat# QT00083335 

Hs_HYPB_1_SG (KMT3A) Qiagen Cat# QT00087416 

Hs_NSD1_1_SG (KMT3B) Qiagen Cat# QT00035476 

Hs_SMYD2_1_SG (KMT3C) Qiagen Cat# QT00011886 

Hs_SMYD1_1_SG (KMT3D) Qiagen Cat# QT00080031 

Hs_SMYD3_1_SG (KMT3E) Qiagen Cat# QT00089950 

Hs_WHSC1_1_SG (KMT3F) Qiagen Cat# QT00018998 

Hs_WHSC1L_1_SG (KMT3G) Qiagen Cat# QT00008162 

Hs_DOTL1_1_SG (KMT4) Qiagen Cat# QT00074032 

Hs_EZH2_1_SG (KMT6A) Qiagen Cat# QT00054614 

Hs_EZH1_1_SG (KMT6B) Qiagen Cat# QT00030275 

Hs_SET7_1_SG (KMT7) Qiagen Cat# QT00079282 

Hs_PRDM2_1_SG (KMT8A) Qiagen Cat# QT00055300 

Hs_PRDM9_1_SG (KMT8B) Qiagen Cat# QT01023631 

Hs_PRDM6_1_SG (KMT8C) Qiagen Cat# QT01173774 

Hs_PRDM8_2_SG (KMT8D) Qiagen Cat# QT01665062 

Hs_MSD1_1_SG (KMT8E) Qiagen Cat# QT00211169 

Hs_PRDM16_1_SG (KMT8F) Qiagen Cat# QT00016975 

Hs_EEF1A_1_SG Qiagen Cat# QT00999894 

Hs_RRNA18S_1_SG Qiagen Cat# QT00199367 

Hs_ACTB_1_SG Qiagen Cat# QT00095431 

Hs_GAPDH_1_SG Qiagen Cat# QT00079247 

Key Software and Algorithms 

Prism v8.0 GraphPad https://www.graphpad.com/scientific-
software/prism/ 

ImageLab v6.0.1 Bio-Rad 
http://www.bio-rad.com/en-
au/product/image-lab-
software?ID=KRE6P5E8Z 

IncuCyte IC S3 v2018A Essen Bioscience 
https://www.essenbioscience.com/en/prod
ucts/software/incucyte-s3-software-
v2018a/ 

“Cell calculator ++” doubling time calculator Doubling-time.com 
http://www.doubling-
time.com/compute_more.php (Roth, V. 
2006) 

GRcalculator REFs 298, 299 http://www.grcalculator.org/grtutorial/Ho
me.html 

FlowJo v10.3 FlowJo https://www.flowjo.com/solutions/flowjo/d
ownloads 

Compass for Simple Westerns ProteinSimple https://www.proteinsimple.com/compass/d
ownloads/ 

Fiji (ImageJ) ImageJ https://imagej.net/Fiji/Downloads 

Skyline MacCoss Lab Software https://skyline.ms/ 

CalcuSyn v.2.0 BioSoft http://www.biosoft.com/w/calcusyn.htm 

PyMOL Schrödinger https://pymol.org 
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2. 2. Immunoblots

2. 2. 1. Tubulin code analysis

For tubulin code analysis, whole-cell lysates were prepared by adding 1 mL RIPA buffer 

to a T175 flask of unsynchronised cells at 80-90% confluency. Protein concentrations 

were determined with Pierce BCA assay kit (ThermoFisher Scientific), following 

manufacturer’s instructions. Samples were prepared with Bolt LDS loading buffer and 

Bolt sample reducing agent (Life Technologies) and heated at 95 °C for 5 min. For all 

tubulin immunoblots in Figure 3.1, 5 μg of total protein were resolved (2 h, 95 V) on 4-

12% Bolt Bis-Tris gels and transferred onto PVDF membranes using iBlot 2, P3 (20 V) for 

7 min (all Life Technologies).  

30 μg of total protein was loaded for SOX2 and 1 μg of total protein was 

loaded for α- and β-tubulin immunoblots in Figure 3.5e, while other conditions remained 

unchanged. Membranes were blocked with 5% BSA in TBST, incubated with primary 

antibody in 5% BSA in TBST overnight at 4 °C, and with secondary antibody for 1 h at 

room temperature. All primary antibodies were used at concentrations recommended by 

the manufacturers. Membranes were washed in TBST 3 times (10 min) both before and 

after the addition of secondary antibody. All secondary antibody preparations were in 

5% skim milk in TBST, with the exception for anti-tyrosinated α-tubulin and anti-phospho-

βIII tubulin, which were prepared in 5% BSA, as the casein in the skim milk can interfere 

with the antigen-recognising regions of those antibodies. Detection was performed with 

Immobilon Western HRP Substrate Luminol-Peroxidase kit (MerckMillipore) and the 

ChemiDoc MP Imaging System (Bio-Rad). Densitometry quantification was done in 

ImageLab software (Bio-Rad).  

2. 2. 2. Histone code analysis

Histones were extracted from sample using the Histone extraction kit (Abcam) as per 

manufacturer’s instructions. Protein concentrations were determined with Pierce BCA 

assay kit (ThermoFisher Scientific), following manufacturer’s instructions. For all histone 

immunoblots in Figure 4.17-Figure 4.19, 1 μg of histone extracts were resolved (30 min, 200 

V) on 12% Bolt Bis-Tris gels and transferred onto nitrocellulose membranes using iBlot 2,

P4 (15 V) for 7 min (all Life Technologies). Nitrocellulose membranes were used as their
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smaller pore size is better suited for the transfer of histone proteins (~11-17 kDa).300  

Other conditions remained unchanged.  

 
Whole-cell lysates from treatment-naïve parental and DTP cells were used to 

analyse changes in histone modifying-enzymes (Figure 5.7, Figure 5.18). Protein 

concentrations were determined with Pierce BCA assay kit (ThermoFisher Scientific), 

following manufacturer’s instructions. 30 μg of protein were resolved (30 min, 200 V) on 

4-12% Bolt Bis-Tris gels and transferred onto PVDF membranes using iBlot 2, P3 (20 V) 

for 7 min (all Life Technologies). Membranes were probed with KDM4D, KDM4E, CTSL1 

or GAPDH1 antibodies. Other conditions remained unchanged. 

 

2. 3. Capillary immunoassay 

Total cell lysates (WK1, RN1, JK2 and RKI1) at 1 µg/µL (⍺-tubulin) and 0.25 µg/µL (β-

tubulin) were analysed using the automated capillary electrophoresis, Wes 

(ProteinSimple) as per manufacturer’s instructions. Wes Separation Capillary Cartridges 

for 12-230 kDa (ProteinSimple) were used. The same primary antibodies as used in 

immunoblotting were used for the capillary immunoassay at 1:50 dilution (⍺-tubulin) and 

1:1,000 dilution (β-tubulin). Signals were detected with Anti-Rabbit Detection Module for 

Jess, Wes, Peggy Sue or Sally Sue (ProteinSimple) and were quantified using Compass 

software (ProteinSimple).  

 

2. 4. Cell-based assays  

2. 4. 1. CellTitre-Blue viability assay 

All cell lines were plated in 96-well plates at a density of 2,000 cells/well, except PB1 

cells, which were seeded at 8,000 cells/well. Drug-tolerant persister (DTP) cells were 

seeded at 8,000 cell/well. Cells were treated with DMSO or test compounds at an 8-

point dilution row for 5 days. CellTitre-Blue (Promega) was added (1:10) to each well 

and incubated at 37 °C for 2-4 h. Fluorescence was measured with a Tecan M200 PRO+ 

microplate reader (Tecan) at (Ex/Em 530/590). Data were normalised to DMSO-treated 

controls (set as 1). Relative IC50, Emax, h, AUC and per-division GR50, GRmax, hGR, and 

GRAOC metrics were calculated from viability data and proliferation rates using the 

GRcalculator online tool.298, 299 Graphs were recreated from the GRcalculator online tool 

using Prism v8.0 (GraphPad). For combination studies, the Chou-Talalay theorem301 was 

used to calculate combination indices in the CalcuSyn software (BioSoft). 
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2. 4. 2. Proliferation rate assay

The proliferation rate of glioblastoma cells was determined using IncuCyte Live-Cell 

Imaging platform (Essen Bioscience). Cells were seeded at 500, 1000, 2000 and 4000 

cells/well. Proliferation was monitored by analysing the occupied area (% confluence) 

of cell images over 7 days using the IncuCyte IC S3 2018A software (Essen Bioscience). 

Population doubling times were computed with several time points, from different initial 

cell densities, on doubling-time.com using the “cell calculator++” tool (Roth V., 2006).  

2. 4. 3. DTP generation and expansion

WK1, FPW1 and RKI1 cells (1.5 × 104 cells/cm2) were plated and treated the next day 

with colchicine (500 nM), CMPD1 (25 μM) or tivantinib (25 μM) for 14 days. These 

concentrations were chosen as they were 25× the average observed GR50 concentrations 

in viability assays.  Fresh media containing drug was added every 3 days. At Day 14, 

drug-tolerant persisters were allowed to recover in drug-free media. Cells were 

monitored every 3 days until they regained their morphology and expansion started 

when cells resembled their parental cell line. Images were taken using Zeiss Axio Vert.A1 

microscope using the ZEN 2 – blue edition software (Zeiss).  

2. 4. 4. Nuclear-ID DNA Red staining

WK1, RN1, JK2, FPW1 and RKI1 (1 × 105) were seeded on Matrigel-coated black 

imaging 12-well plates (Eppendorf) and treated with MTA (500 nM colchicine or 25 μM 

CMPD1) ± efflux pump inhibitors or epigenetic probes for 14 days. Fresh media 

containing drugs was added every 3 days. Untreated (Day 0) and treated (Day 14) 

cells were stained with Nuclear-ID red stain (Enzo Lifesciences) at 1:1,000 dilution in 

StemPro media. Cells were incubated with the stain for 30 min prior to washing with 

Phosphate Buffered Saline (PBS) three times and covered with Fluorescence Mounting 

Medium (Dako), diluted 1:10 in PBS. Images were taken using Zeiss Axio Scope.A1 and 

ZEN 2 – blue edition software (Zeiss). Fiji was used to quantify stained cells.  

2. 4. 5. Immunofluorescence imaging

WK1 and RKI1 cells (8 × 103) were seeded onto glass coverslips coated with MatriGel 

for 24 hours, then treated with colchicine (5 - 500 nM) for 5 days. For nestin, α/β-tubulin 
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analysis, WK1, RN1, JK2 and RKI1 cells (1 × 105). Cells were fixed with ice-cold 

paraformaldehyde (4%) solution for 20 min at RT and blocked in 5% bovine serum 

albumin in PBS for 20 min. Cells were incubated with anti-nestin (1:25, R&D Systems), 

anti-α-tubulin (1:10, Cell Signaling Technology) and anti-β-tubulin (1:200, Abcam). 

Secondary antibodies were Alexa488-conjugated anti-mouse IgG (against nestin) and 

Alexa594-conjugated anti-rabbit IgG (against β-tubulin) (Life Technologies). Cell nuclei 

were counterstained using Prolong Gold Mounting Media with DAPI (Life Technologies). 

Images were acquired under 40X objectives on a Zeiss Axio Scope.A1 microscope using 

ZEN 2 – blue edition software (Zeiss). Images were processed using Fiji. 

2. 4. 6. Clonogenic outgrowth assays

RKI1 or FPW1 cells were seeded in 6-well plates (4000 cells/well) and treated with 

vehicle (DMSO) or inhibitors (single agents or in combination) for 14 days. Cells were 

allowed to recover in drug-free media for an additional 14 days. On Day 28, the 

colonies were washed three times with PBS, then incubated with a fix/stain solution of 

methanol (50%) and toluidine blue (1%) for 2 h at 4 °C. Colonies were counted using the 

ImageJ software and normalized to untreated controls (set as 100%). 

2. 5. Quantitative Polymerised Chain Reaction

Reverse-Transcriptase Quantitative Polymerised Chain Reaction (RT-qPCR) was carried 

out according to standard protocols. RKI1 cells were treated with colchicine (500 nM) or 

CMPD1 (25 μM) for 14 days. Fresh media containing drug was added every 3 days. 

Cells were lysed at Day 0 (untreated) and Day 14. RNeasy mini kit (Qiagen) was used 

to isolate RNA from cell lysates as per manufacturer’s instructions. cDNA was generated 

using Applied Biosystems High-Capacity cDNA Reverse Transcription kit (Life 

Technologies) as per manufacturer’s instructions. qRT-PCR was performed using primers 

listed in Table 2.2 (Quantitect validated primers, Qiagen) with KAPA SYBR FAST Universal 

2× qPCR Master Mix (Kapa Biosystems). RT-PCR was run on LightCycler 480 (Roche). The 

cycling condition were as follows: 10 min at 95 °C followed by 45 cycles, each consisting 

of 10 s at 95 °C and 30 s at 60 °C. Samples were run in triplicate. Threshold cycles (CT) 

were calculated using the LightCycler® 480 software. Relative quantification using the 

comparative CT method was used to analyse to the data output. The ACTB1, GAPDH, 

EEF1A and 18S rRNA primers were used as loading controls. Values were expressed as 

fold change over corresponding values for the control by the 2-ΔΔCT method. 
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2. 6. Sequential Window Acquisition of All Theoretical Fragment Ion

Spectra Mass Spectrometry (SWATH-MS) 

2. 6. 1. Sample preparation

All solvents, acids and bases used were HPLC-grade (Sigma-Aldrich). All reactions were 

carried out in Protein-LoBind Eppendorf tubes. A summary of the workflow is illustrated in 

Figure 2.1.  

Cell fractionation 

The Sub-Cellular Fractionation Kit (ThermoFisher Scientific) was used to obtain chromatin-

bound fractions from snap-frozen FPW1 and RKI1 cell pellets as per manufacturer’s 

instructions. The samples were then supplemented with 50 mM sodium bicarbonate, 1X 

Protease Inhibitor Cocktail (Roche), 1 mM PMSF, 1 mM sodium orthovanadate and 10 

mM sodium butyrate (All Sigma-Aldrich). Protein concentration was measured using Pierce 

BCA Protein Assay (ThermoFisher Scientific).  

Protein precipitation 

Proteins were precipitated using standard ice-cold methanol: chloroform (HPLC grade, 

Sigma-Aldrich) precipitation technique. Samples were then air-dried and resubstituted to 

~ 2.5 mg/mL in 50 mM sodium bicarbonate. The pH was adjusted to 8.0 using ammonium 

hydroxide and formic acid solutions (HPLC grade, Sigma-Aldrich). Samples were 

sonicated using a SonoPlus Mini20 (Bandelin) for 3 times (15 s) at 90% amplitude.  

Protein derivatisation and digestion 

Histones were propionylated before and after digestion with trypsin (as per the method 

described in REF302). Briefly, 1-part propionylation reagent (1:3 propionic anhydride: 

acetonitrile) (HPLC grade, Sigma-Aldrich) was added to 4-part of samples, and the pH 

was adjusted to 8.0 using ammonium hydroxide solution (1 M). Samples were incubated 

at room temperature for 15 min then vacuum-dried at ambient temperature. Samples 

were then reduced with 10 mM DL-dithiothreitol (DTT) for 30 min at 37 °C, then alkylated 

with 100 mM 2-iodoacetamide at room temperature in the dark. The pH was adjusted 

to 8.0 by dropping a few ammonium bicarbonate crystals into the solution as needed. 2 

μg of trypsin (Sigma-Aldrich) were added per 100 μg of protein, and samples were 

incubated overnight at 37 °C. The trypsinisation reaction was stopped by freezing 
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samples at -80 °C. Samples were freeze-dried and then reconstituted in 100 mM 

ammonium bicarbonate. Finally, this was followed by another round of propionylation as 

described above. 

Figure 2.1 Histone SWATH mass spectrometry workflow. 
FPW1 or RKI1 were harvested at Day 0 (Untreated) or Day 14 following treatment with CMPD1 (25 μM). 
Cells were then fractionated to the chromatin-bound fraction was collected. Histones are then subjected to 
propionyl labelling and digested by trypsin, which will be able to C-terminally cleave arginine residues 
but not modified or labelled lysine residues. Newley generated N-termini are subjected to further 
propionylation. Each sample was injected 4 times: the first injection is acquired using the DDA method for 
library generation, while DIA injection was performed in triplicates. Peptides were identified using Mascot 
search engine while spectral libraries generation and peak selection were performed in Skyline. All histone 
peptides were verified manually using MS1 spectra. 

Sample desalting 

Samples were acidified with 1% trifluoroacetic acid (TFA). Samples were then desalted 

using Oasis HLB Sep-Pak columns (Waters) equilibrated with methanol and acetonitrile. 

The columns were then washed 3 times with 0.1% TFA prior to addition to the samples. 
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Samples were transferred into the columns and washed 3 times with 5% acetonitrile and 

0.1% TFA before the addition of the elution buffer (50% acetonitrile and 0.1% TFA). 

Samples were then vacuum dried at ambient temperature overnight. 

2. 6. 2. Nano-liquid chromatography and electrospray ionisation tandem mass

spectrometry 

For LC/MS-MS, 1 μg of propionylated histones in loading buffer (3% acetonitrile, 0.1% 

TFA) was injected onto a 30 cm × 75 μm inner diameter column packed in-house with 

1.9 μm C18AQ particles (Dr Maisch GmbH, HPLC) using a Dionex Ultimate 3000 

nanoflow UHPLC. Peptides were separated using a linear gradient of 5–35% buffer B 

over 120 min at 300 nL/min at 55 °C (buffer A consisted of 0.1% (v/v) formic acid; 

while buffer B was 80% (v/v) acetonitrile and 0.1% (v/v) formic acid). All MS analyses 

were performed using a Q-Exactive HFX mass spectrometer. For Data-Dependent 

Acquisition (DDA): after each full-scan MS1 (R = 120,000 at 200 m/z, 300–1600 m/z; 

3 × 106 AGC; 110 ms max injection time), up to 10 most abundant precursor ions were 

selected for MS/MS (R = 45,000 at 200 m/z; 2 × 105 AGC; 86 ms max injection time; 

30 normalised collision energy; peptide match preferred; exclude isotopes; 1.3 m/z 

isolation window; minimum charge state of +2; dynamic exclusion of 15 s). This resulted 

in a duty cycle of ~ 1.3 s. For DIA: after each full-scan MS1 (R = 60,000 at 200 m/z 

(300–1600 m/z; 3 × 106 AGC; 100 ms max injection time), 54 × 10 m/z isolations 

windows (loop count = 27) in the 390–930 m/z range were sequentially isolated and 

subjected to MS/MS (R = 15,000 at 200 m/z, 5 × 105 AGC; 22 ms max injection time; 

30 normalised collision energy). 10 m/z isolation window placements were optimised in 

Skyline303 to result in an inclusion list starting at 395.4296 m/z with increments of 

10.00455 m/z. This resulted in a duty cycle of ~ 2.2 s. 

2. 6. 3. Database search and spectral library generation

Database searches were performed Mascot v2.4. Spectra were searched against the 

human SwissProt database (May 2019; 559,634 entries) using a precursor-ion and 

product-ion mass tolerance of ± 10 ppm and ± 0.02 Da, respectively. The enzyme was 

specified as ArgC with 1 missed cleavage. Variable modifications were set as follows: 

acetyl(K), propionyl(K), monomethyl + propionyl(K), dimethyl(K) and trimethyl(K), 

propionyl(N-term), oxidation(M), carbamidomethyl(C).  
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All DIA data were processed using Skyline (v20.1).303 Reference spectral libraries 

were built in Skyline with .dat files using the BiblioSpec algorithm.304 A False Discovery 

Rate (FDR) of 5% was set and a reverse decoy database was generated using Skyline.  

2. 6. 4. Histone PTM quantification using DDA and DIA

Precursor and product ion extracted ion chromatograms were generated using extraction 

windows that were two-fold the full-width at half maximum for both MS1 and MS2 

filtering. Ion-match tolerance was set to 0.055 m/z. For MS1 filtering, the first three 

isotopic peaks with charges +2 to +4 were included while for MS2, b- and y-type 

fragments ions with charges +1 to +3 were considered.   

To ensure correct peak identification and assignment, the dot product between 

peptide precursor ion isotope distribution intensities and theoretical intensities (idotp) had 

to be ≥0.90. In addition, retention times of identified peptides based on Mascot 

searches, and relative retention times based on the hydrophobicity of PTMs were also 

considered.302 Finally, manual inspection of key fragment ions was also performed. 

Ultimately, MS1 spectra (M, M + 1, and M + 2) were used for quantitation. 

A peptide family is defined as a group of peptides spanning the same residues 

within the histone H3 proteins. As these peptides have the same sequence but contain 

different post-translational modifications, they are termed ‘peptidoforms.’ For instance, 

H3 residues 9-17 (KSTGGKAPR), which contains lysine K9 and K14, is a peptide family 

containing 10 peptidoforms: H3 K9K14, K9(Me1)K14, K9(Me2)K14, K9(Me3)K14, 

K9(Ac)K14, K9K14(Ac), K9(Me1)K14(Ac), K9(Me2)K14(Ac), K9(Me3)K14(Ac), and 

K9(Ac)K14(Ac). The peak area of each individual peptide was divided by the sum of 

peak areas of all peptides within the same peptide family. In cases of isobaric and co-

eluting peptides that represented the same set of precursor peaks, namely H3 

K27(Me2)K36(Me3) and K27(Me3)K36(Me2), the average of the two peaks identified 

was used, and both peptides were quantified as a unit. 

2. 6. 5. Data normalisation and statistical analysis

Processed MS1 quantifications were first Log transformed (base 2) and then quantile-

normalised across samples. Data from the two cell types (i.e. FPW1 and RKI1) were 

subsequently analysed independently. For data from each cell type, Combat R 

package305 was used to remove experimental batch effects.305 Batch corrected data 
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were used for downstream analyses including hierarchical clustering, heatmap 

visualisation and bar graphs.   

2. 7. KDM4 AlphaScreen assay development

2. 7. 1. Peptide validation by dot blots

1 μL of varying concentrations of H3K9(Me3)-biotin peptide (Anaspec) were blotted on 

activated PVDF membranes and incubated with primary antibodies in 5% BSA in TBST 

overnight. To test antibody specificity, membranes were blocked with 5% BSA in TBST, 

incubated with primary antibodies for H3K9(Me1), H3K9(Me2) and H3K9(Me3) (both 

Abcam) in 5% BSA in TBST overnight at 4 °C, and with secondary antibody for 1 h at 

room temperature. To test for biotin-conjugation, membranes were incubated with 

streptavidin-HRP (GeneTex) for 1 h at room temperature, according to manufacturer’s 

instructions. Membranes were then washed in TBST 3 times (10 min) both before and 

after the addition of secondary antibody or after incubation with streptavidin-HRP. 

Detection was performed with Immobilon Western HRP Substrate Luminol-Peroxidase kit 

(MerckMillipore) and the ChemiDoc MP Imaging System (Bio-Rad).  

2. 7. 2. Peptide and enzyme assessment by RapidFire mass spectrometry

KDM4A activity was assessed by RapidFire-MS using H3K9(Me3)-biotin (AnaSpec) as a 

substrate. All steps were performed in assay buffer constituting of MES (50 mM, pH 7.0), 

sodium chloride (50 mM) and TCEP (1 mM). 0.5 mL of assay buffer containing 1.25× 

KDM4A enzymes (188 nM) was transferred into wells of a 96-deep-well polypropylene 

block, and the enzyme reaction was initiated by the addition of 100 μL of 6× substrate 

in assay buffer containing the H3K9(Me3)-biotin peptide (60 μM) and the cofactors Fe2+

(60 μM), L-ascorbic acid (600 μM) and 2-OG (60 μM). The deep-well block was 

transferred to a RapidFire RF360 high-throughput sampling robot connected to a 6530 

Accurate-Mass Quadrupole Time-of-Flight mass spectrometer (Agilent) operated in 

positive ion mode. Samples were aspirated under vacuum for 400 ms and applied to a 

C4 solid-phase extraction cartridge. The solid-phase extraction was washed to remove 

non-volatile buffer salts with water containing 0.1% (vol/vol) formic acid applied at a 

flow rate of 1.5 ml/min for 6.0 s, and peptides were eluted onto the mass spectrometer 

with 85% acetonitrile, 25% water containing 0.1% formic acid at a flow rate of 1.25 

ml/min for 6.0 s. The cartridge was re-equilibrated with water for 500 ms. A cycle of 

aspiration, aqueous wash, organic elution and re-equilibration takes approximately 15 
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s; for the establishment of enzyme progress curves, a sample was aspirated every 3.5 

min for 75 min. Ion chromatogram data were extracted for the +6 charge state for the 

trimethyl substrate and the dimethyl product, and peak-area data for extracted ion 

chromatograms were integrated using RapidFire Integrator software (Agilent). The 

fractional conversion of dimethyl substrate to monomethyl product was calculated as a 

percentage of change in peptide peak areas using the equation: 

Demethylation (%) = 
H3K9(Me2)

H3K9(Me2) + H3K9(Me3)  × 100 

Demethylation was plotted over time for each of the enzymes tested, and Kinetic curves 

were fitted using Prism (v8.0, GraphPad). 

2. 7. 3. Optimised AlphaScreen assay

Streptavidin-conjugated donor and Protein A-conjugated acceptor AlphaBeads (20 

μg/mL each) were pre-incubated with H3K9(Me2) antibody (Abcam) in assay buffer (50 

mM HEPES (pH 7.5), 0.02% BSA and 0.01% Tween-20) for 1 h in the dark prior to 

starting the demethylation reaction. AlphaScreen assays were carried out in shallow 384-

well AlphaPlates (PerkinElmer) in a total volume of 20 μL. 

For inhibition studies, compounds were incubated with KDM4A (3 nM) for 15 min 

at room temperature prior to the addition of the peptide master-mix. Enzyme solutions 

were prepared at 2×. For screening the compound library, DMSO stock solutions were 

diluted in assay buffer (final concentrations 1 and 20 μM). For IC50 curves, 10-point serial 

dilution rows were prepared at a log3-scale (0.003-100 μM). QC6352, IOX1 and 2,4-

PDCA are known inhibitors of KDM4A and were used to validate the assay. 

The peptide master-mix, containing H3K9(Me3)-biotin (30 nM) (AnaSpec), Iron 

(III) Sulphate (1 μM), 2-OG (10 μM) and L-ascorbic acid (100 μM) (all Sigma-Aldrich) in

assay buffer, was added to each well to initiate the demethylation of the H3K9(Me3)

peptide to H3K9(Me2); The reaction was incubated for 20 min at room temperature.

Both enzyme and test-compound solutions were prepared at 4×, while the peptide

master-mix was prepared at 2×, for a 10 μL reaction volume.

The reaction was stopped with the addition of the stop solution made of sodium 

chloride (200 nM) and EDTA (7.5 mM, pH 8.0) in assay buffer), followed by the addition 

of the pre-incubated AlphaScreen beads. Both the stop solution and the AlphaScreen 
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beads were prepared at 4×, for a final volume of 20 μL. The plate was sealed with 

adhesive plate foils (ThermoFisher Scientific) and incubated for 1-2 h in the dark. 

Readings were taken using Tecan INFINITE M1000, using the AlphaScreen format. 

Inhibition (%) was calculated relative to blank wells (containing peptide master-mix only) 

and no-inhibition wells (containing only DMSO vehicle). IC50 curves were generated using 

a four-parameter logistics fit on Prism (GraphPad). 

2. 8. Statistical analysis

2. 8. 1. Correlations between the tubulin code and MTA metrics

All statistical analyses were performed using Prism v8.0 (GraphPad). For immunoblotting 

analysis in Chapter 3, two-way ANOVA, in which mean value for each cell line was 

compared to the mean value in the A172 cell line, was performed. Correlation analysis 

between tubulin isoforms and post-translational modifications (Figures 1), proliferation 

rates (Figure 2) and MTA efficacy metrics (Suppl. Tables 1-4) was performed using 

Spearman’s correlation method (Prism v8.0, GraphPad). Spearman’s correlation was 

performed as not all datasets followed a normal distribution (Figure 3). Two-tailed p-

values are listed for these correlations. 

2. 8. 2. Statistical tests of comparison

The data and statistical analysis comply with the recommendations on experimental 

design and analysis in pharmacology. All immunoblots and immunofluorescence images 

are representatives of at least three independent experiments. All cellular and 

biochemical assays were repeated at least three times unless otherwise indicated, and 

each experiment was run in duplicate or triplicate. All results are expressed as mean ± 

SEM, unless otherwise indicated. An unpaired t-test was performed for comparison of 

two data sets, and one- or two-way ANOVA followed by Tuckey’s post hoc test was used 

for the comparison of multiple data sets unless otherwise indicated. In all cases, p < 0.05 

was the threshold significant.  
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CHAPTER 3.  LOWER TUBULIN EXPRESSION IN 
GLIOBLASTOMA STEM CELLS ATTENUATES EFFICACY OF 
MICROTUBULE-TARGETING AGENTS 
 
 
3. 1. Preface 

 
This work was published in:  
 
• Abbassi R. H.; Recasens, A.; Indurthi, D. C.; Johns, T. G.; Stringer, B. W.; Day, B. 

W.; Munoz, L. ACS Pharmacol Transl Sci 2019, 2, 402-413. 

https://pubs.acs.org/doi/10.1021/acsptsci.9b00045 

 

Further permission related to the material excerpted should be directed to the ACS 

publishing group. 
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 59 

Abbassi et al. (2019) was featured in ACS Editors’ Choice and sponsored for immediate, 
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ABSTRACT: Sensitivity to microtubule-targeting agents (MTAs) varies among cancers
and predicting the response of individual cancer patients to MTAs remains challenging. As
microtubules possess vast molecular heterogeneity generated by tubulin isotypes and their
post-translational modifications, we questioned whether this heterogeneity can impact
MTA sensitivity. We investigated microtubule heterogeneity in 15 glioblastoma cell lines
and measured sensitivity of orthogonal MTAs using a per-division growth rate inhibition
method that corrects for the confounding effects of variable cell proliferation rates. We
found that the tubulin profile is unique for each glioblastoma cell line and that the total α-
and β-tubulin levels impact on MTA sensitivity. The baseline levels of α- and β-tubulin
were up to 20% lower in cells that were not effectively killed by MTAs. We report that
lower α/β-tubulin expression is associated with lack of cell differentiation and increased
expression of stemness markers. The dedifferentiated stem-like cells with low α/β-tubulin
levels survive MTAs treatment via reversible nonmutational dormancy. Our findings
provide novel insights into the relationships between microtubules and MTAs and lay a foundation for better understanding of
the sensitivity of cancer cells to MTAs.

KEYWORDS: glioblastoma, microtubule-targeting agents, tubulin code, drug sensitivity, drug-tolerant persister cells

■ INTRODUCTION

Microtubules are cytoskeletal polymers composed of α/β-
tubulin heterodimers and are involved in mitosis, cell motility,
intracellular transport, and maintenance of cell shape. Because
of their multiple cellular functions, microtubules are the direct
target of microtubule-targeting agents (MTAs) that are
clinically used to kill cancer cells.1 Although microtubules are
highly conserved in their 3D structures, there is a significant
diversity at the molecular level.2 Microtubule diversity stems
from genes encoding for eight α- and nine β-tubulin isotypes,
and from their post-translational modifications.3 These
modifications range from the well-known phosphorylation to
tubulin-specific modifications such as detyrosination and
associated removal of penultimate glutamate yielding Δ2 α-
tubulin. Together, tubulin isotypes and their post-translational
modifications form the tubulin code, which fine-tunes specific
functions of microtubules.2

Tubulin heterogeneity has been associated with tumor
resistance to MTAs.4 For example, the overexpression of βIII-,
βIV-, and βV-tubulins caused acquired resistance to taxanes
and vinca alkaloids.5 Post-translational modifications have been
also proposed to affect the efficacy of MTAs;1,4 however, this
remains unsubstantiated by experimental data. In addition to

the acquired resistance, drug-tolerant states contribute to the
reduction of cancer drug efficacy. Initial exposure of cells to
cancer drugs does not kill all cells, giving rise to a
subpopulation of surviving cells that has been named drug-
tolerant persister cells. Drug-tolerant persister cells usually use
epigenetic reprogramming to survive the treatment and when
drugs are removed, they regrow into a new population that is
as equally drug-sensitive as the parental population.6−9 Two
studies to date have shown that exposure of cancer cells to
taxanes generates drug-tolerant persister cells,10,11 suggesting
that the drug tolerance plays a role in MTA efficacy.
Glioblastoma is the most aggressive primary brain tumor

with a median patient survival of 15 months. Given the
extensive intratumoral molecular heterogeneity of glioblasto-
mas12 and the lack of molecularly targeted drugs that can
permeate the blood−brain barrier,13 glioblastoma remains a
major unmet medical need. Although MTAs showed promising
efficacy against glioblastoma cells, clinically approved MTAs
are ineffective for the treatment of these tumors as their large
molecular weight (>800 g/mol) and polarity renders them
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unable to cross the blood−brain barrier. Hence, there has been
increasing research interest toward the development of
effective MTA delivery methods14−16 or identification of
small-molecule MTAs able to cross the blood−brain
barrier.17−20

To advance the development of MTAs as pharmacological
agents against glioblastoma, we characterized microtubules in
three standard (U87, U251, A172) and 12 glioblastoma stem
cell (GSC) lines.21 In parallel, we determined efficacy of
clinical MTAs (paclitaxel, vinblastine, ixabepilone) and
colchicine-site binders (colchicine, nocodazole, tivantinib,
and CMPD1).19,22,23 Colchicine-site binders are generally
smaller compared to taxanes, epothilones and vinca alkaloids
and as the molecular weight is a critical parameter for blood−
brain barrier permeability,24 this subclass of MTAs is more
relevant to the development of glioblastoma therapeutics. We
calculated conventional drug sensitivity metrics IC50, Hill
coefficient h (marker of cell-to-cell variability), Emax (maximum
efficacy), and area under the curve (AUC) which combines
IC50 with Emax.

25 However, because the drug sensitivity is often
confounded by unequal division rates across cell lines, we also
performed growth rate (GR) inhibition analysis which yielded
per-division drug potency (GR50), efficacy (GRmax), Hill
coefficient (hGR), and area-over the curve (GRAOC).

26−28

Finally, we investigated if some components of the tubulin code
mediate MTA sensitivity.

■ RESULTS
Tubulin Isotypes and Post-translational Modifica-

tions. As the tubulin expression is predominantly regulated
post-transcriptionally such that protein levels poorly reflect the
transcript levels,29,30 we investigated microtubule modifications
by immunoblotting lysates from unsynchronized cells at three
different passages. The absolute values of immunoblot signals
were not normalized to the house-keeping proteins GAPDH,
Hsp90, or β-actin as their levels varied greatly between cell
lines (Figure 1). Equal loading was monitored with Coomassie
staining (Figure S1) and immunoblot signals were normalized
to the corresponding signals in A172 (Figure S2) and RN1
(Figure S3) cells. Both normalizations revealed comparable
variability in the expression of tubulin isotypes and their
modifications. The coefficients of variation (CV) show 20%,
25%, and 69% variability in the total expression of α-, β-, and γ-
tubulin, respectively. The variability of the individual β-tubulin
isotypes levels ranged from 26% (βI- and βIII-) to 54% (βII-
tubulin, Figure 1a).
When assessing the post-translational modifications, we

found 12%, 89%, and 133% variability across the levels of
tyrosinated, detyrosinated, and Δ2 α-tubulin, respectively
(Figure 1b). The acetylation of α-tubulin, with the exception
of WK1 and JK2 lines, was high in the GSC lines when
compared to the standard cell lines (CV = 49%). There was a
53% variability in the phosphorylation of βIII-tubulin and 58−
72% variability in the polyglutamylation of α- and β-tubulin
(Figure 1b). In summary, tubulin isotypes and their post-
translational modifications varied greatly (up to 133%
variability) across 15 glioblastoma cell lines.
MTAs Sensitivity. Multiparametric analysis of the dose−

response curves fitted to the relative cell count (Figure 2a and
Figure S4) yielded values for IC50, Emax, AUC, and Hill
coefficient h (Tables S3−S6). Live-cell imaging revealed that
standard A172, U87, and U251 cells had overall shorter
doubling times (35−55 h, Figure 3b). The doubling time of

GSC lines ranged from 49 h (proneural MMK1) to 140 h
(proneural SJH1), with no clear trend for cell lines
representing the same glioblastoma subtype. We then used
the GRcalculator tool and the population doubling times to
generate GR curves (Figure 2c and Figure S4) and calculated
GR metrics (Tables S3−S6) for colchicine (Figure 2d),
nocodazole (Figure 2e), tivantinib (Figure 2f) and CMPD1
(Figure 2g). We used GR metrics to analyze glioblastoma cell
sensitivity to MTAs, as they incorporate cell proliferation rates

Figure 1. Tubulin isotypes and post-translational modifications in
glioblastoma cells. Western blot (5 μg of total protein) analysis of
tubulin isotypes (a) and their post-translational modifications (b) in
glioblastoma cell lines. Colors of the cell lines indicated the
glioblastoma subtype: classical, mesenchymal, and proneural.
Representative immunoblots and coefficient of variation (CV) of at
least three independent experiments are shown. Quantification and
normalization are presented in Figures S2 and S3.
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and are therefore considered more accurate descriptors of drug
efficacy.26

Within the MTAs binding to the colchicine site on
microtubules, colchicine was the most potent MTA (GR50 ∼
10 nM, Figure 3d) with fully cytostatic effect in the classical
HW1, proneural JK2, and MMK1 cell lines (GRmax close to 0).

Positive GRmax in the mesenchymal RKI1 line indicates a
partially cytostatic effect. In the remaining cell lines, GRmax

centered around −0.4, which corresponds to partial cytotox-
icity. However, the GRmax values for colchicine did not reach
the value of −1, which corresponds to the killing of all cells.
This incomplete cell killing efficacy implicates that each

Figure 2. MTA sensitivity in glioblastoma cells. (a) Schematic of relative drug sensitivity metrics calculated from a dose−response curve fitted to a
relative cell count. (b) Proliferation rates of glioblastoma cell lines were determined with the IncuCyte platform and CellCounter + + online tool. (c)
Schematic of grow inhibition (GR) metrics from a dose−response curve fitted to GR values. Relative and GR metrics for colchicine (d),
nocodazole (e), tivantinib (f) and CMPD1 (g) were calculated from dose responses determined with CellTiter-Blue viability assay after 5 days of
drug treatment and proliferation rates using the GRcalculator tool. Data are mean ± SEM (n = 3). All values are listed in Tables S3−S6.
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glioblastoma cell line contains a subpopulation of cells able to
survive colchicine treatment. This is supported by the shallow
slope (low hGR values) of the dose−response curves (Figure
3d), an indicator of high cell-to-cell variability. GRAOC values
were also low (GRAOC < 1) for the majority of cell lines, further
confirming weak colchicine efficacy. Cell lines HW1, RKI1,
JK2, and MMK1 were identified as the least sensitive to
colchicine (GRmax close to 0 or positive; low GRAOC) and
presenting high cell-to-cell variability (low hGR). Although
proneural SJH1 cell line reached the lowest negative GRmax
value (GRmax = −0.75), we do not consider this cell line as the
most sensitive one. The population doubling time for SJH1
cells was 140 h, corresponding to a 0.8 division over the course
of a 120 h viability assay, and GR values obtained from slow
growing cell lines were considered to be ambiguous.31 Similar
drug sensitivity metrics were obtained for nocodazole (Figure
3e), tivantinib (Figure 3f) and CMPD1 (Figure 3g).
In summary, the per-division metrics unanimously identified

HW1, RKI1, JK2, and MMK1 as the least MTA sensitive
(GRmax close to 0 or positive, low GRAOC, low hGR). The most
sensitive cells to MTAs were WK1 and MN1 with the lowest
negative GRmax and the highest positive GRAOC values.
Intriguingly, glioblastoma sensitivity to MTAs is not subtype
specific and within each subtype there were cell lines with high

(mesenchymal MN1) and low (mesenchymal RKI1) sensi-
tivity. Another important observation was that despite a 20-
fold difference in potency, colchicine (GR50 = 13 nM) and
CMPD1 (GR50 = 273 nM) displayed the same efficacy in the
most sensitive WK1 cells (GRmax = −0.48 and −0.47,
respectively).

Correlations of the MTAs Sensitivity with the Tubulin
Code. Given the observed tubulin heterogeneity (Figure 1)
and MTAs sensitivity (Figure 2) in the GSC lines, we
questioned whether the tubulin code has an effect on MTAs
efficacy. We calculated Spearman’s correlation coefficients
between the tubulin code metrics normalized to A172 and
MTAs parameters for each agent (Tables S7−S10). Data
obtained with standard A172, U87, and U251 cell lines were
excluded, as these cells were grown under different conditions
(serum-grown vs serum-free media for GSC) and were found
to possess nearly identical tubulin code profiles and MTA
sensitivities.
While there were numerous correlations between the tubulin

features and the relative (IC50, Emax, h, AUC) metrics for
individual MTAs, these correlations were not consistent across
the four MTAs (Tables S7−S10). Importantly, consistent
negative (ρ < −0.6; P < 0.05) correlations were found between
the total levels of α-tubulin and the GRmax values of all four

Figure 3. Spearman’s correlations between tubulin expression and MTA efficacy. (a,b) Pairwise distribution and correlation of GRmax and the
expression of α-tubulin and β-tubulinin glioblastoma stem cell lines. (c,d) Pairwise distribution and correlation of GRAOC and the expression of α-
tubulin and β-tubulinin glioblastoma stem cell lines.
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drugs (Figure 3a). Negative correlations were also found
between GRmax values of colchicine, nocodazole, CMPD1, and
expression of β-tubulin (ρ < −0.5, P < 0.06). Furthermore,
positive correlations were found between the GRAOC and total
α-tubulin (Figure 3c) as well as β-tubulin (Figure 3d). Except
for tivantinib (P < 0.08), the remaining GRAOC correlations
were statistically significant (ρ > 0.58, P < 0.05). Since data
obtained with BAH1 cells were identified as outliers, we
reanalyzed data sets excluding BAH1 data and confirmed
correlations between the MTA efficacy metrics and expression
of α- and β-tubulin (Figure S5). Together, these correlations
suggest that the lower expression of α/β-tubulin is linked to
weak MTA efficacy (i.e., higher GRmax and lower GRAOC).
Total Tubulin Levels Impact MTAs Efficacy. To validate

the quantity of α/β-tubulins as determinants of cellular
response to MTAs, we performed additional experiments
with WK1, RN1 (higher α/β-tubulin expression), JK2, and
RKI1 cells (lower α/β-tubulin expression). Quantitative
capillary-based immunoassay analysis confirmed decreasing
order of α- and β-tubulin expression in WK1 > RN1 > JK2 >
RKI1 cells (Figure 4a). Colchicine treatment was cytotoxic to
WK1 and RN1 but cytostatic to JK2 and RKI1 (Figure 4b).

The GR dose−response curves for paclitaxel, vinblastine, and
ixabepilone exhibited the same efficacy trend (Figure 4c).
These clinical MTAs were cytotoxic to WK1 and RN1 (higher
α/β-tubulin expression) but cytostatic to JK2 and RKI1 cells
(lower α/β-tubulin expression). To further confirm that overall
tubulin levels may be linked to the efficacy of MTAs, we
performed an orthogonal assay that quantifies surviving drug-
tolerant cells.8,10 On the basis of the colchicine GR curves
(Figure 4d), we hypothesized that surviving subpopulations
will be larger in JK2 and RKI1 cells. As expected, significantly
more colchicine-tolerant persister cells were detected in RKI1
cells when compared to WK1 and RN1 (Figure 4d,e).
Similarly, the percentage of drug-tolerant cells was larger in
the vinblastine-treated RKI1 cells when compared to
vinblastine-treated WK1 cells (Figure 4f).
Fractional killing has been previously attributed to

insufficient target engagement in surviving cells.25 However,
immunofluorescence of WK1 and RKI1 cells treated with
colchicine revealed dose-dependent disruption of the micro-
tubules in all cells, suggesting target engagement in the entire
cell populations (Figure 5a). To ensure that cell survival was
not due to the overexpression of drug efflux proteins, we

Figure 4. Cells with lower levels of α/β-tubulin generate more drug-tolerant cells. (a) Capillary-based immunoassays of total α- and β-tubulin.
Representative images and mean value of three independent experiments are shown. (b) GRmax values for colchicine in four glioblastoma cell lines.
(n = 3−5, one-way ANOVA). (c) RKI1 cells were treated with paclitaxel, vinblastine, and ixabepilone for 5 days and CellTiter-Blue viability assay
was performed. GR values and dose−response curves were generated with the GRcalculator tool. Each curve is a mean of three independent cell
viability assays, where each data point was done in triplicate. (d,e) GR curves for colchicine were extracted from Figure S4. Cells were treated with
colchicine (500 nM) and stained with Nuclear-ID Red on day 0 and day 14. Representative images (d) and quantification (e) of five independent
experiments are shown (mean ± SEM). (f) Cells were treated with vinblastine (25 nM) and stained with Nuclear-ID Red on day 0 and day 14.
Representative images and quantification (mean ± SEM) of three independent experiments are shown.
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performed control experiments with inhibitors of drug efflux
pumps. The GR curves for colchicine (Figure 5b), CMPD1,
and paclitaxel (Figure S6a,b) were identical between naiv̈e
RKI1 cells and RKI1 cells cotreated with efflux inhibitors
verapamil, MK571, and CP-100356. Furthermore, the size of
the RKI1 subpopulation surviving a 14-day treatment with
colchicine did not decrease when cells were cotreated with
verapamil (MDR1/BCRP inhibitor32), elacridar, and zosuqui-

dar (MDR1 inhibitors33) or MK571 (MRP1 inhibitor34)
(Figure 5c). Finally, flow cytometry analysis revealed no
changes in MDR1 levels between colchicine-naiv̈e (day 0) and
colchicine-surviving cells (day 14) (Figure S6). Together,
these data suggest that cell lines with lower α/β-tubulin
expression are less sensitive to MTAs and generate larger
populations of drug-tolerant cells. This phenomenon appears

Figure 5. Target engagement and expression of stem-cell markers. (a) WK1 and RKI1 cells were treated with colchicine for 5 days and stained with
Alexa488-labeled anti-β-tubulin antibody (green) and DAPI (blue). Representative images of two independent experiments are shown. (b) RKI1
cells were treated with colchicine ± efflux inhibitors for 5 days and CellTiter-Blue viability assay was performed. GR values and dose−response
curves were generated with the GRcalculator tool. (c) RKI1 cells were treated with 500 nM colchicine (Col) ± verapamil (25 μM), elacridar (1
μM), zosiquidar (1 μM), and MK571 (10 μM) for 14 days and stained with Nuclear-ID Red. Representative images and quantification (mean ±
SEM) of 3−6 independent experiments are shown. (d) Heat map representation of the RNA-seq expression (red, high; blue, low) pattern of the
transcription factors specific for glioblastoma stem cells in WK1, RN1, JK2, and RKI1 cells. (e) Western blot analysis of SOX2 (30 μg of total
protein), α- and β-tubulin (1 μg total protein). Representative immunoblots and quantification presented as fold change relative to WK1 (set as 1)
are shown. Data are mean ± SEM (n = 4−7; unpaired t test WK1 vs RKI1, ***P < 0.001, ****P < 0.0001). (f) Cells were fixed and stained with
AlexaFluor594-labeled anti-β-tubulin (green), AlexaFluor488-labeled anti-nestin (yellow) antibodies and DAPI (blue). Representative images and
quantification of three independent experiments are shown.
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Figure 6. Prolonged colchicine treatment induces dormancy. (a) RKI1 cells were treated with colchicine (500 nM), stained, and analyzed by flow
cytometry for size (FSC-A) and granularity (SSC-A). Geometric mean of FSC-A (size) and SSC-A (granularity) was graphed using Prism v7.0
(GraphPad). Data are mean ± SEM (n = 3). (b) RKI1 cells were treated with colchicine (500 nM), stained for DNA with Vybrant DyeCycle Violet
Stain and analyzed by flow cytometry. Representative FACS plots of three independent experiments are shown. (c) RKI1 cells were treated with
colchicine (500 nM), stained with PE-eFluor610 conjugated p-ERK1/2 and APC conjugated p-p38 antibodies. The geometric mean of p-p38:p-
ERK1/2 was graphed using Prism v7.0 (GraphPad). Data are mean ± SEM (n = 3). (d) Lysates of untreated (day 0) and colchicine (500 nM)
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to be independent of drug efflux proteins and insufficient target
engagement.
MTA Tolerant Cells Overexpress Stemness Markers

and Convert to Dormant Cells. We observed that MTA
tolerant RKI1 cells were proliferating faster than MTA-
sensitive WK1 cells (Figure 2b). As fast proliferation is a
functional criterion of glioblastoma stem cells,35 we hypothe-
sized that the degree of stemness might be related to MTA
sensitivity. Data from RNA sequencing analysis revealed that
13 out of 20 transcription factors specific for glioblastoma stem
cells35−37 are upregulated in RKI1 cells (low MTA sensitivity)
when compared to WK1 (high MTA sensitivity) cells (Figure
5d). At the protein level, SOX2 expression increases as the
expression of α/β-tubulin decreases (Figure 5e). Having also
confirmed lower β-tubulin expression in the JK2 and RKI1
cells by immunofluorescence, we further show that the
expression of nestin is higher in the MTA-tolerant JK2 and
RKI1 cells compared to the MTA-sensitive WK1 and RN1
(Figure 5f). Thus, MTA tolerant cell lines express higher levels
of stemness markers and lower baseline levels of α/β-tubulin.
To further understand how glioblastoma cells survive MTA

treatment, we performed flow cytometry analysis of colchicine-
surviving RKI1 cells and found that drug-tolerant cells
expressed features of dormant cells:38−40 large granular
morphology (Figure 6a) and polyploidy (Figure 6b), high p-
p38:p-ERK1/2 ratio (Figure 6c) and upregulation of the key
dormancy markers DEC2, NR2F1, and p27 (Figure 6d). On
the contrary, the levels of mRNA coding for p21, which is a
marker of senescence (irreversible cell cycle arrest), decreased
(Figure 6d). As dormancy is reversible, colchicine-surviving
RKI1 and WK1 cells were allowed to recover in the absence of
the drug and then expanded. The fraction of drug-tolerant cells
was smaller in the WK1 cell line compared to that in the RKI1,
and WK1 surviving cells required longer recovery time.
However, both RKI1 and WK1 drug-tolerant subpopulations
eventually regained proliferation (Figure 6e). The MTA dose−
response curves for the parental (drug-naiv̈e) and expanded
drug-tolerant persister cells were indistinguishable (Figure
6f,g), implicating that drug-sensitive cells arise from drug-
tolerant cells. Thus, the incomplete killing of glioblastoma stem
cells by MTAs is not caused by a stable subpopulation of drug-
resistant cells but rather by a fraction of cells that is able to
resonate between proliferative (i.e., drug-sensitive) and
dormant (i.e., drug-tolerant) states. These drug-tolerant
fractions are larger and more aggressive in cell lines expressing
lower baseline levels of α- and β-tubulin.

■ DISCUSSION
The analysis of the tubulin heterogeneity and MTA efficacy
presented in this paper provides novel insights into the
relationships between microtubules and MTAs. Furthermore,
our data showing that the tubulin expression and post-
translational modifications within a tissue-specific cancer type
are unique for each cell line expand the concept of cancer
heterogeneity. Genetic and epigenetic profiling have revealed

the existence of various molecular subtypes within a tissue-
specific tumor, but these subclassifications have been largely
limited to alteration in signaling pathways and not to the
house-keeping proteins such as tubulin.
Prior literature has reported variability in the expression of

β-tubulin isotypes.30 However, other components of the
tubulin code, such as α- and γ-tubulin and the post-
translational modifications were not known. We observed a
considerable variability (19−133%) in the levels of α-, β-, and
γ-tubulin and their post-translational modifications. Thus, in
addition to cell signaling abnormalities found in glioblastoma
(Table S1), such as EGFR amplification and PTEN deletion,12

microtubule modifications appear unique for each tumor. The
cell line-specific tubulin code is likely a connection to different
phenotypes of these cell lines, and we anticipate that deeper
understanding of these differences will improve our effort to
effectively target glioblastoma cells. Importantly, we also show
that the tubulin characteristics found in the standard
glioblastoma cell lines routinely used in research are not
representative of those found in the clinically relevant
glioblastoma stem cell lines. As such, future studies into the
roles of the tubulin code in glioblastoma should not be based
on data obtained from the standard serum-grown cell lines.
MTAs sensitivity was variable across glioblastoma cell lines,

ranging from partially cytotoxic to partially cytostatic
responses. We found that the glioblastoma cell sensitivity to
MTAs is independent of tubulin isotypes and the post-
translational modifications investigated in this project.
Surprisingly, the baseline levels of α- and β-tubulin correlated
with the sensitivity to MTAs. The most sensitive cells
contained the highest levels of α- and β-tubulin. This finding
is in agreement with the concept that high expression of the
targeted protein is usually a good predictor of responsiveness
to drugs targeting that protein.41 However, while this
hypothesis has been validated with receptor ligands and
molecularly targeted cancer drugs, MTAs were not expected to
fit into this concept, as microtubules are abundantly expressed
in every cell. Our data showing that MTAs sensitivity declines
with the decreasing levels of α- and β-tubulins points toward
similarities in the mechanism of action of molecularly targeted
drugs and MTAs. Moreover, our work confirms that drug
efficacy parameters on a per-division basis have higher
information content than conventional metrics.25,26,42 While
the conventional dose−response curves fitted to relative cell
count were overlapping, the growth rate corrected curves
revealed significant differences in the maximum efficacy
(Figure S4). Furthermore, when correlating MTA sensitivity
with tubulin features, the per-division GRmax and GRAOC but
not the conventional Emax and AUC metrics enabled us to
identify the relationship between the α/β-tubulin levels and
sensitivity to MTAs.
The most prevalent model of MTAs efficacy is based on the

extensive clinical and in vitro data indicating that β-tubulin
isotypes overexpression is involved in resistance to taxanes and
vinca alkaloids (reviewed in ref 30). Our somewhat contrasting

Figure 6. continued

treated (day 14) RKI1 cells were analyzed by RT-PCR. mRNA levels were normalized to GAPDH mRNA. Data are mean ± SEM (n = 3). (e)
RKI1 and WK1 cells (day 0) were treated with colchicine (500 nM) for 14 days (day 14). Cells were allowed to recover until they regained their
normal morphology (expanded DTPs). (f) RKI1 and (g) WK1 parental and expanded DTPs were treated with colchicine and CMPD1. GR curves
were generated from dose responses determined with CellTiter-Blue viability assay after 5 days of drug treatment using the GRcalculator tool. Each
curve is a mean of three independent cell viability assays, where each data point was done in triplicate.
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data show that the high baseline levels of α/β-tubulin are
determinants of good MTAs sensitivity in glioblastoma
models. Nevertheless, it is important to highlight the difference
in the experimental approaches. The majority of MTAs efficacy
studies analyzed the expression of tubulin isotypes in drug-
resistant cancer cells grown in media containing MTAs, thus
describing mechanisms of the acquired resistance. Here, we
have taken a different approach and analyzed how basal tubulin
levels affect the first exposure of cells to MTAs. Furthermore,
we identified that low α/β-tubulin levels mark MTAs tolerance
but not resistance. Although not strictly defined, the difference
between drug tolerance and resistance lies in the ability of a
cell to proliferate in the presence of the drug.43 Unlike resistant
cells which survive and proliferate in the presence of a drug,
tolerant cells are able to survive but do not proliferate while
exposed to the drug. As we show in the follow-up experiments,
MTA treatment led to survival of drug-tolerant persister cells
which resumed proliferation only upon the MTA removal.
Finally, we show that decreased α/β-tubulin expression is

associated with lack of cell differentiation. The higher is the
dedifferentiation state, the lower is the α/β-tubulin expression.
Intriguingly, dedifferentiated cells survive the first exposure to
MTA chemotherapy by activating a dormant state. Similar
observations have been reported with molecularly targeted
kinase inhibitor dasatinib.8 Whether the MTA-induced
dormancy in glioblastoma cells is a primary step preceding
acquired drug resistance remains to be investigated.
Small molecule MTAs able to penetrate the blood−brain

barrier are in the preclinical and clinical development. In
cancer treatments, the personalized medicine approach to
genetically diverse tumors is now well-established with
molecularly targeted drugs. We show in this study that
chemotherapy with MTAs might face the same challenge, as
tubulin profile and sensitivity to MTAs vary greatly across
glioblastoma cell lines. We discovered that low α/β-tubulin
expression limits the efficacy of MTAs, arguing the one-drug-
f its-all concept for MTAs.

■ METHODS
Cell Lines. Standard A172 (cat. no. 88062428), U251 (cat.

no. 09063001) and U87 (cat. no. 89081402) glioblastoma cell
lines were obtained from the European Collection of
Authenticated Cell Cultures (ECACC, Salisbury, UK) through
Cell Bank Australia in 2014. Cells were cultured in DMEM
supplemented with 10% FBS (InterPath) and antibiotic−
antimycotic solution (Life Technologies) at 37 °C and 5%
CO2. Glioblastoma stem cell lines were derived from
glioblastoma specimens. The protocols were approved by the
Human Ethics Committee of the Royal Brisbane & Women’s
Hospital (RBWH 2004/161). The RNA sequencing, muta-
tional profile (Table S1), and subtype assignment for these
cells have been published.21 GSC lines were cultured in
KnockOut DMEM/F-12 basal medium supplemented with
StemPro NSC SFM supplement, 2 mM GlutaMAX-ICTS, 20
ng/mL EGF, 10 ng/mL FGF-β, and antibiotic−antimycotic
solution (all Life Technologies) as adherent cells on flasks
coated with MatriGel Matrix (Corning Life Sciences). All cell
cultures were routinely tested for mycoplasma infection, and
the cumulative length of culturing did not exceed 15 passages.
Western Blotting. Cell lysates were prepared by adding 1

mL RIPA buffer to a T175 flask of unsynchronized cells at 80−
90% confluency. Protein concentrations were determined with
Pierce BCA assay kit (ThermoFisher Scientific), following

manufacturer’s instructions. Lysates were resolved (2 h, 95 V)
on 4−12% SDS-PAGE gels and transferred onto PVDF
membranes using iBlot 2, P3 for 7 min (all Life Technologies).
Membranes were blocked with 5% BSA in TBST, incubated
with primary antibodies (Table S2) in 5% BSA in TBST
overnight at 4 °C and with secondary antibody for 1 h at room
temperature. All secondary antibody preparations were in 5%
skim milk in TBST, with the exception of antityrosinated α
tubulin and antiphospho βIII-tubulin, which were prepared in
5% BSA. Detection was performed with Immobilon Western
HRP Substrate Luminol-Peroxidase reagent (MerckMillipore)
and the ChemiDoc MP Imaging System (Bio-Rad). Densi-
tometry quantification was done with ImageLab software
(BioRad).

Cell Viability. Cells (2 × 103 cells/well) were plated in 96-
well plates, with the exception of PB1 cells (8 × 103 cells/
well). Cells were treated with DMSO (vehicle), colchicine
(Tocris, cat. no. 1364), nocodazole (Tocris, cat. no. 1228),
tivantinib (Selleckchem, cat. no. S2753), CMPD1 (Santa Cruz,
cat. no. sc-203138), paclitaxel (Tocris, cat. no. 1097),
vinblastine (Tocris, cat. no. 1256) and ixabepilone (AdooQ
Bioscience, cat. no. A11449), at log 3 8-point dilution row for 5
days, with or without cotreatment with efflux pump inhibitors
verapamil (Sigma-Aldrich, cat. no. V4629), MK571 (Sigma-
Aldrich, cat. no. M7571) or CP-100356 (Sigma-Aldrich, cat.
no. PZ0171). CellTiter-Blue dye (Promega) was added at 37
°C for 2−4 h, and fluorescence was measured with a Tecan
M200 PRO+ microplate reader (Tecan) at 585 nm. Data were
normalized to DMSO-treated controls (set as 1). Relative and
per-division metrics were calculated from the viability data and
proliferation rates using the GRcalculator online tool.26,42

Graphs were recreated from the GRcalculator online tool using
Prism 7.0 (GraphPad).

Proliferation Rate. Cells were seeded at 500, 1 × 103, 2 ×
103, and 4 × 103 cells/well in the 96-well plates. Proliferation
was monitored by analyzing the occupied area (% confluence)
of cell images over 7 days using the IncuCyte IC S3 2018A
software (Essen Bioscience). Population doubling times were
computed with several time points, from different initial cell
densities using the “cell calculator++” tool (doubling-time.
com; Roth V., 2006).

DTP Generation and Expansion.WK1 and RKI1 cells (1
× 106) were treated with 500 nM colchicine for 14 days. Fresh
media with drug was added every 3 days. At day 14, drug-
tolerant persisters were allowed to recover in drug-free media.
Cells were monitored every 3 days until they regained their
morphology and expansion started when cells resembled their
parental cell lines. Images were taken using Zeiss Axio Vert.A1
microscope and ZEN 2−blue edition software (Zeiss).
Expanded DTPs were seeded at 2 × 103 cells/well density
for the viability assays in Figure 7.

Flow Cytometry. RKI1 cells (1.2 × 106) were treated with
colchicine (500 nM) and samples were collected at day 0
(untreated), day 7, and day 14. Floating and adherent cells
were washed with ice-cold PBS. For cell viability, samples were
stained using LIVE/DEAD Fixable Near-IR Dead Cell Stain
Kit (ThermoFisher Scientific) for 30 min at 4 °C in the dark as
per manufacturer’s instructions. Samples were centrifuged at
300g for 5 min at 4 °C, washed with ice-cold PBS with 2% FBS
(blocking buffer), and incubated in FITC conjugated human-
CD243 (MDR-1) antibody/106 cells (ThermoFisher Scientific,
1:10 in blocking buffer) in 50 μL reaction volume on ice for 45
min. Samples were centrifuged, washed twice with the blocking
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buffer, and incubated in fixation buffer (BioLegend) for 10 min
at room temperature (RT) as per manufacturer’s instructions,
followed by permeabilization by adding 350 μL of ice-cold
100% methanol with vortexing. For dormancy analysis, samples
were washed twice with blocking buffer before being incubated
with p-ERK1/2 (PE-eFluor610 conjugate, ThermoFisher
Scientific) and p-p38 (APC conjugate, ThermoFisher
Scientific) antibodies/106 cells in 1:10 dilution with blocking
buffer in 50 μL reaction vol for 45 min on ice. For DNA
analysis, samples were washed twice with blocking buffer and
stained with Vybrant DyeCycle Violet Stain (ThermoFisher
Scientific) at 37 °C for 30 min as per manufacturer’s
instructions. Samples were analyzed on LSRFortessa X-20
running FACSDiVa v6 software (BD Biosciences). Live and
dead cells were discriminated by a live cell gating, and
expression levels of CD243, p-ERK1/2, p-p38, and DNA
analyses were performed on the live cell gate; all data were
analyzed using FlowJo v10.3. Unstained and single stained
samples were used as compensation controls.
Nuclear-ID Red Staining. WK1, RN1, JK2, and RKI1 (1

× 105) were treated with 500 nM colchicine ±25 μM
verapamil, 1 μM elacridar (Tocris, cat no. 4646), 1 μM
zosuquidar (Tocris, cat no. 5456) or 10 μM MK571 (Sigma-
Aldrich, cat no. M7571) for 14 days. Fresh media containing
drugs was added every 3 days. Untreated (day 0) and treated
(day 14) cells were stained with Nuclear-ID red stain (Enzo
Lifesciences) at 1:1,000 dilution in StemPro media. Cells were
incubated with the stain for 30 min prior to mounting onto
microscope slides using Dako Fluorescence Mounting Medium
(Agilent). Images were taken using Zeiss Axio Scope.A1 and
ZEN 2−blue edition software (Zeiss) and processed using Fiji.
Capillary Immunoassay. Total cell lysates at 1 μg/μL (α-

tubulin) and 0.25 μg/μL (β-tubulin) were analyzed using an
automated capillary electrophoresis system Wes (ProteinSim-
ple), as per manufacturer’s instructions. Wes Separation
Capillary Cartridges for 12−230 kDa (ProteinSimple) were
used. The primary antibodies used in Western blotting were
also used for the capillary immunoassay at 1:50 dilution (α-
tubulin, GAPDH) or 1:1,000 dilution (β-tubulin). Signals were
detected with Anti-Rabbit and Anti-Mouse Detection Modules
for Jess, Wes, Peggy Sue, or Sally Sue and analyzed using
Compass software (all ProteinSimple).
qRT-PCR. qRT-PCR was carried out according to standard

protocols. RKI1 cells (1.2 × 106) were treated with colchicine
(500 nM) for 14 days. Fresh media containing colchicine was
added every 3 days. Cells were lysed at day 0 (untreated) and
day 14. RNeasy mini kit (Qiagen) was used to isolate RNA
from cell lysates as per manufacturer’s instructions. cDNA was
generated using Applied Biosystems High-Capacity cDNA
Reverse Transcription kit (Life Technologies) as per
manufacturer’s instructions. qRT-PCR was performed using
DEC2, p27 (both Integrated DNA Technologies), N2RF1
(Qiagen, cat no. QT00089355), p21 (Qiagen, cat no.
QT00005803), and GAPDH primers (Qiagen, cat no.
QT00079247) with KAPA SYBR FAST Universal 2X qPCR
Master Mix (Kapa Biosystems). RT-PCR was run on
LightCycler 480 (Roche). The cycling conditions were as
follows: 10 min at 95 °C followed by 40 cycles, each consisting
of 10 s at 95 °C and 30 s at 60 °C. Samples were run in
triplicate. Threshold cycles (Ct) were calculated using the
LightCycler 480 software. Relative quantification using the
comparative Ct method was used to analyze the data output.

Values were expressed as fold change over corresponding
values for the control by the 2-ΔΔCt method.

Immunofluorescence. For β-tubulin immunofluorescence
in DTPs, cells (8 × 103) were treated with colchicine (5−500
nM) for 5 days. For nestin and β-tubulin immunofluorescence,
untreated cells (1 × 105) were fixed with ice-cold 4% PFA for
20 min at RT and blocked in 5% BSA/PBS for 20 min. Cells
were incubated with anti-nestin (1:25, R&D Systems) and
anti-β-tubulin antibody (1:200, Abcam). Secondary antibodies
were Alexa488-conjugated antimouse IgG (against nestin) and
Alexa594-conjugated antirabbit IgG (against β-tubulin) (Life
Technologies). Cell nuclei were counterstained using Prolong
Gold mounting media with DAPI (Life Technologies). Images
were acquired under 40× objectives on a Zeiss Axio Scope.A1
microscope using ZEN 2−blue edition software (Zeiss).
Images were processed using Fiji software.

Data and Statistical Analysis. The data and statistical
analysis comply with the recommendations on experimental
design and analysis in pharmacology. All immunoblots and
immunofluorescence images are representatives of at least
three independent experiments. All cellular assays were
repeated at least three times, and each was run in duplicate
or triplicate. All results are expressed as mean ± SEM. All
statistical analyses were performed using Prism v7.0 (Graph-
Pad). Correlation analysis between tubulin isotypes/post-
translational modifications and MTA efficacy was performed
using Spearman’s correlation method as not all data sets
followed a normal distribution. Two-tailed P values are listed
for these correlations. An independent t test was performed for
comparison of two data sets, and 1-way ANOVA followed by
Tukey’s post hoc test was used when there were multiple
groups to compare. In all cases, P < 0.05 was considered
significant.
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Table S1. Genotypes of glioblastoma stem cell lines.  

 

 Homozygous deletion Heterozygous deletion  Amplification  Gain 

  Classical Mesenchymal Proneural 

Pathway Gene WK1 PB1 HW1 SB2b RN1 FPW1 RKI1 MN1 JK2 SJH1 MMK1 BAH1 

RTK 

EGFR   A289V 
A289V 

H304Y 
       vIII 

MET    C800F T992I   E168D  H289R   

EPHA2          
V589M 

R721Q 
  

PI3K 

PIK3CA H1047Y   Y1021H         

PIK3R1             

PIK3C2G  X1446S  A2T    P129T     

PIK3C2A            T1415A 

PTEN  R130* Spl jnct   R130Q     F56V V133I 

MAPK 
NF1      Spl jnct    Spl jnct   

MYC             

P53 
TP53         R110L G105C   

MDM2    W329C         

RB1 
CDKN2A             

CDKN2B             

Chromatin 

modifiers 

IDIH1    V178I       Y183C  

ATRX       D808G      

SEDT2 E670K   T451A   R472H      

Patient Gender (M/F) M M F M M M F F M M F F 
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Table S2. Details of primary antibodies. 

Antibody Supplier Identifier 

Total α-tubulin Cell Signaling Technology Cat# 2144, RRID: AB_2210548 

Total β-tubulin Abcam Cat# ab6046, RRID: AB_2210370 

Total γ-tubulin Cell Signaling Technology Cat# 5886, RRID: AB_10836184 

βI-tubulin Abcam  Cat# ab179511 

βII-tubulin Abcam  Cat# ab179512 

βIII-tubulin Abcam Cat# ab18207, RRID: AB_444319 

βIV-tubulin Abcam  Cat# ab11315, RRID: AB_297919 

Tyrosinated α-tubulin MerckMillipore  Cat# ABT171 

Detyrosinated α-tubulin MerckMillipore  Cat# AB3201; RRID: AB_177350 

Δ2 α-tubulin MerckMillipore  Cat# AB3202; RRID: AB_177351 

Acetyl K40 α-tubulin Abcam  Cat# ab179484;  

Phospho S172 βIII-tubulin Abcam Cat# ab76286; RRID: AB_1523210 

Polyglutaminated αβ-tubulin Adipogen Cat# AG-20B-0020; RRID: AB_2490210 

SOX2 R&D Systems Cat# AF2018; RRID: AB_355110 

GAPDH Cell Signaling Technology Cat# 97166 

Nestin R&D Systems Cat# MAB1259; AB_2251304 

Rabbit IgG, HRP-linked Cell Signaling Technology Cat# 7074; RRID: AB_2099233 

Mouse IgG, HRP-linked Cell Signaling Technology Cat# 7076; RRID: AB_330924 

Mouse IgG, Alexa Fluor 488 Life Technologies Cat# A10680; RRID: AB_2534062 

Rabbit IgG, AlexaFluor594 Life Technologies Cat# A11012; RRID: AB_141359 

FITC-conjugated CD243 (MDR1) ThermoFisher Scientific Cat# 11-2439-41, RRID: AB_11220073 

PE-eFluor610-conjugated p-Erk1/2 ThermoFisher Scientific Cat# 61-109-41 

APC-conjugated p-p38 MAPK ThermoFisher Scientific Cat# 17-9078-42; RRID: AB_2573290 

Anti-Rabbit Detection Module for Jess, Wes, Peggy Sue or Sally 

Sue 

ProteinSimple Cat# DM-001 
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Table S3. Colchicine sensitivity metric values. 

Cell line 
Colchicine 

IC50 (M) 

Colchicine 

Emax 

Colchicine 

h 

Colchicine 

AUC 

Colchicine 

GR50 (M) 

Colchicine 

GRmax 

Colchicine 

hGR 

Colchicine 

GRAOC 

A172 0.013 ± 0.002 0.151 ± 0.008 3.547 ± 0.917 0.639 ± 0.041 0.013 ± 0.002 0.042 ± 0.018 3.613 ± 0.808 0.389 ± 0.036 

U87 0.013 ± 0.003 0.243 ± 0.036 1.960 ± 0.250 0.624 ± 0.014 0.011 ± 0.002 0.034 ± 0.072 2.125 ± 0.045 0.454 ± 0.024 

U251 0.013 ± 0.001 0.156 ± 0.001 3.260 ± 0.400 0.633 ± 0.024 0.015 ± 0.001 0.159 ± 0.002 3.400 ± 0.500 0.346 ± 0.017 

WK1 0.019 ± 0.001 0.159 ± 0.001 2.350 ± 0.160 0.640 ± 0.013 0.013 ± 0.001 -0.486 ± 0.001 2.465 ± 0.105 0.619 ± 0.019 

PB1 0.012 ± 0.001 0.241 ± 0.009 2.500 ± 0.030 0.659 ± 0.011 0.008 ± 0.001 -0.253 ± 0.019 2.070 ± 0.080 0.539 ± 0.017 

HW1 0.008 ± 0.001 0.226 ± 0.002 3.465 ± 0.075 0.599 ± 0.009 0.007 ± 0.001 -0.046 ± 0.005 3.375 ± 0.075 0.517 ± 0.011 

SB2b 0.020 ± 0.009 0.128 ± 0.009 4.193 ± 0.807 0.666 ± 0.016 0.018 ± 0.004 -0.394 ± 0.024 3.160 ± 0.954 0.514 ± 0.023 

RN1 0.007 ± 0.001 0.129 ± 0.011 4.805 ± 0.195 0.546 ± 0.021 0.006 ± 0.001 -0.453 ± 0.030 4.675 ± 0.225 0.736 ± 0.036 

FPW1 0.017 ± 0.001 0.179 ± 0.001 2.980 ± 0.590 0.659 ± 0.013 0.014 ± 0.002 -0.237 ± 0.002 3.220 ± 0.630 0.499 ± 0.015 

RKI1 0.024 ± 0.005 0.347 ± 0.011 2.797 ± 0.310 0.746 ± 0.019 0.021 ± 0.004 0.204 ± 0.018 2.667 ± 0.222 0.304 ± 0.022 

MN1 0.014 ± 0.004 0.167 ± 0.005 2.650 ± 0.123 0.624 ± 0.029 0.010 ± 0.003 -0.475 ± 0.011 2.610 ± 0.110 0.647 ± 0.048 

JK2 0.013 ± 0.001 0.253 ± 0.020 2.493 ± 0.282 0.646 ± 0.022 0.011 ± 0.001 0.014 ± 0.040 2.593 ± 0.364 0.446 ± 0.030 

SJH1 0.004 ± 0.001 0.249 ± 0.016 2.300 ± 0.233 0.543 ± 0.017 0.002 ± 0.001 -0.606 ± 0.029 2.293 ± 0.229 0.989 ± 0.037 

MMK1 0.022 ± 0.007 0.231 ± 0.037 1.755 ± 0.675 0.672 ± 0.020 0.022 ± 0.007 0.099 ± 0.070 1.750 ± 0.550 0.356 ± 0.018 

BAH1 0.012 ± 0.001 0.146 ± 0.028 2.550 ± 0.170 0.606 ± 0.035 0.009 ± 0.001 -0.486 ± 0.001 2.460 ± 0.140 0.619 ± 0.019 
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Table S4. Nocodazole sensitivity metric values. 

 

Cell line 
Nocodazole 

IC50 (M) 

Nocodazole 

Emax 

Nocodazole 

h 

Nocodazole 

AUC 

Nocodazole 

GR50 (M) 

Nocodazole 

GRmax 

Nocodazole 

hGR 

Nocodazole 

GRAOC 

A172 0.062 ± 0.018 0.161 ± 0.009 2.580 ± 0.455 0.534 ± 0.030 0.090 ± 0.038 0.063 ± 0.021 1.780 ± 0.312 0.471 ± 0.041 

U87 0.065 ± 0.001 0.251 ± 0.038 2.465 ± 0.575 0.594 ± 0.015 0.059 ± 0.002 0.050 ± 0.074 2.310 ± 0.630 0.491 ± 0.033 

U251 0.040 ± 0.012 0.161 ± 0.006 3.105 ± 0.805 0.494 ± 0.025 0.049 ± 0.011 0.168 ± 0.013 2.915 ± 0.835 0.474 ± 0.018 

WK1 0.070 ± 0.015 0.173 ± 0.003 1.360 ± 0.330 0.541 ± 0.001 0.036 ± 0.004 -0.453 ± 0.007 1.355 ± 0.245 0.776 ± 0.001 

PB1 0.155 ± 0.085 0.265 ± 0.024 1.245 ± 0.266 0.653 ± 0.037 0.062 ± 0.028 -0.203 ± 0.051 1.036 ± 0.274 0.538 ± 0.061 

HW1 0.061 ± 0.002 0.245 ± 0.001 2.090 ± 0.030 0.557 ± 0.010 0.053 ± 0.002 -0.009 ± 0.001 2.855 ± 0.295 0.563 ± 0.010 

SB2b 0.062 ± 0.004 0.154 ± 0.010 3.685 ± 0.015 0.567 ± 0.013 0.054 ± 0.004 -0.324 ± 0.025 3.530 ± 0.010 0.655 ± 0.012 

RN1 0.045 ± 0.009 0.185 ± 0.063 3.225 ± 0.605 0.558 ± 0.091 0.036 ± 0.007 -0.310 ± 0.137 2.805 ± 0.295 0.697 ± 0.154 

FPW1 0.081 ± 0.007 0.185 ± 0.001 3.190 ± 0.270 0.597 ± 0.025 0.070 ± 0.007 -0.225 ± 0.002 3.085 ± 0.255 0.581 ± 0.032 

RKI1 0.111 ± 0.022 0.365 ± 0.035 1.773 ± 0.185 0.734 ± 0.070 0.093 ± 0.019 0.232 ± 0.057 1.610 ± 0.211 0.308 ± 0.084 

MN1 0.047 ± 0.024 0.210 ± 0.028 3.070 ± 0.206 0.625 ± 0.099 0.034 ± 0.018 -0.380 ± 0.061 3.023 ± 0.209 0.639 ± 0.175 

JK2 0.058 ± 0.024 0.270 ± 0.035 1.991 ± 0.595 0.563 ± 0.058 0.049 ± 0.021 0.046 ± 0.069 1.923 ± 0.452 0.545 ± 0.079 

SJH1 0.034 ± 0.009 0.278 ± 0.017 3.665 ± 0.580 0.519 ± 0.040 0.021 ± 0.007 -0.553 ± 0.032 3.855 ± 0.662 1.047 ± 0.086 

MMK1 0.064 ± 0.006 0.247 ± 0.025 2.197 ± 0.171 0.595 ± 0.008 0.066 ± 0.006 0.131 ± 0.046 2.063 ± 0.259 0.441 ± 0.006 

BAH1 0.055 ± 0.004 0.155 ± 0.020 1.750 ± 0.020 0.536 ± 0.006 0.036 ± 0.003 -0.411 ± 0.049 1.625 ± 0.015 0.731 ± 0.004 
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Table S5. Tivantinib sensitivity metric values. 

 

Cell line 
Tivantinib 

IC50 (M) 

Tivantinib 

Emax 

Tivantinib 

h 

Tivantinib 

AUC 

Tivantinib 

GR50 (M) 

Tivantinib 

GRmax 

Tivantinib 

hGR 

Tivantinib 

GRAOC 

A172 0.438 ± 0.045 0.135 ± 0.020 2.757 ± 0.736 0.517 ± 0.008 0.508 ± 0.058 -0.004 ± 0.055 2.040 ± 0.158 0.509 ± 0.016 

U87 0.690 ± 0.028 0.225 ± 0.026 2.010 ± 0.720 0.588 ± 0.003 0.614 ± 0.001 -0.003 ± 0.053 1.850 ± 0.740 0.497 ± 0.021 

U251 0.488 ± 0.105 0.159 ± 0.012 3.535 ± 1.385 0.523 ± 0.017 0.611 ± 0.067 0.163 ± 0.024 3.305 ± 1.365 0.442 ± 0.003 

WK1 0.811 ± 0.129 0.250 ± 0.047 1.268 ± 0.339 0.691 ± 0.073 0.361 ± 0.083 -0.287 ± 0.099 1.231 ± 0.334 0.507 ± 0.127 

PB1 3.710 ± 0.430 0.108 ± 0.016 0.546 ± 0.020 0.668 ± 0.012 1.220 ± 0.210 -0.572 ± 0.043 0.531 ± 0.034 0.521 ± 0.018 

HW1 0.973 ± 0.368 0.185 ± 0.004 0.946 ± 0.135 0.574 ± 0.028 0.712 ± 0.272 -0.139 ± 0.009 0.805 ± 0.158 0.532 ± 0.038 

SB2b 0.523 ± 0.059 0.132 ± 0.002 3.180 ± 0.390 0.538 ± 0.005 0.440 ± 0.064 -0.383 ± 0.005 2.965 ± 0.455 0.705 ± 0.003 

RN1 0.242 ± 0.001 0.095 ± 0.024 2.575 ± 0.185 0.443 ± 0.010 0.194 ± 0.004 -0.526 ± 0.074 2.445 ± 0.225 0.889 ± 0.018 

FPW1 0.760 ± 0.003 0.129 ± 0.001 2.000 ± 0.440 0.566 ± 0.010 0.578 ± 0.037 -0.368 ± 0.002 1.735 ± 0.455 0.621 ± 0.012 

RKI1 4.105 ± 0.665 0.231 ± 0.043 0.758 ± 0.085 0.732 ± 0.021 3.435 ± 0.325 -0.018 ± 0.089 0.644 ± 0.083 0.313 ± 0.029 

MN1 1.137 ± 0.720 0.126 ± 0.016 1.615 ± 0.529 0.554 ± 0.043 0.412 ± 0.147 -0.576 ± 0.039 1.556 ± 0.519 0.758 ± 0.080 

JK2 0.621 ± 0.164 0.198 ± 0.032 1.446 ± 0.239 0.654 ± 0.048 0.539 ± 0.192 -0.008 ± 0.109 1.307 ± 0.257 0.425 ± 0.064 

SJH1 0.172 ± 0.038 0.236 ± 0.005 3.623 ± 0.795 0.492 ± 0.022 0.093 ± 0.011 -0.629 ± 0.010 3.645 ± 0.782 1.104 ± 0.047 

MMK1 0.533 ± 0.121 0.131 ± 0.005 1.186 ± 0.169 0.601 ± 0.091 0.614 ± 0.144 0.039 ± 0.162 0.916 ± 0.187 0.434 ± 0.110 

BAH1 0.446 ± 0.004 0.122 ± 0.027 1.895 ± 0.025 0.537 ± 0.004 0.293 ± 0.003 -0.496 ± 0.072 1.705 ± 0.025 0.727 ± 0.009 
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Table S6. CMPD1 sensitivity metric values. 

 

Cell line 
CMPD1  

IC50 (M) 

CMPD1  

Emax 

CMPD1  

h 

CMPD1 

AUC 

CMPD1 

GR50 (M) 

CMPD1 

GRmax 

CMPD1  

hGR 

CMPD1 

GRAOC 

A172 0.321 ± 0.054 0.143 ± 0.017 1.985 ± 0.325 0.493 ± 0.024 0.369 ± 0.066 0.019 ± 0.044 2.587 ± 0.734 0.534 ± 0.022 

U87 0.386 ± 0.095 0.200 ± 0.036 1.795 ± 0.685 0.522 ± 0.021 0.328 ± 0.061 -0.059 ± 0.087 1.606 ± 0.615 0.584 ± 0.050 

U251 0.301 ± 0.050 0.148 ± 0.007 3.910 ± 0.870 0.489 ± 0.007 0.357 ± 0.030 0.140 ± 0.016 3.270 ± 0.340 0.476 ± 0.009 

WK1 0.613 ± 0.031 0.166 ± 0.030 1.180 ± 0.040 0.548 ± 0.017 0.273 ± 0.005 -0.472 ± 0.070 1.037 ± 0.103 0.755 ± 0.030 

PB1 1.985 ± 0.635 0.215 ± 0.007 0.784 ± 0.181 0.643 ± 0.008 0.661 ± 0.113 -0.311 ± 0.015 0.603 ± 0.108 0.556 ± 0.014 

HW1 0.685 ± 0.030 0.149 ± 0.008 3.140 ± 0.380 0.581 ± 0.004 0.629 ± 0.036 -0.225 ± 0.020 2.111 ± 1.299 0.537 ± 0.002 

SB2b 0.514 ± 0.173 0.145 ± 0.012 3.205 ± 0.035 0.537 ± 0.039 0.434 ± 0.147 -0.349 ± 0.029 3.040 ± 0.020 0.696 ± 0.061 

RN1 0.466 ± 0.016 0.138 ± 0.005 3.065 ± 0.175 0.502 ± 0.003 0.380 ± 0.020 -0.430 ± 0.013 3.015 ± 0.275 0.799 ± 0.007 

FPW1 0.867 ± 0.148 0.160 ± 0.016 2.440 ± 0.245 0.573 ± 0.032 0.704 ± 0.114 -0.286 ± 0.039 2.263 ± 0.241 0.614 ± 0.049 

RKI1 2.673 ± 0.366 0.230 ± 0.015 1.111 ± 0.162 0.689 ± 0.055 1.965 ± 0.510 -0.013 ± 0.031 1.061 ± 0.224 0.372 ± 0.065 

MN1 0.693 ± 0.205 0.150 ± 0.015 2.137 ± 0.316 0.635 ± 0.066 0.476 ± 0.151 -0.517 ± 0.035 2.073 ± 0.290 0.622 ± 0.118 

JK2 1.229 ± 0.301 0.230 ± 0.035 1.169 ± 0.180 0.608 ± 0.021 0.940 ± 0.225 -0.041 ± 0.078 1.189 ± 0.272 0.477 ± 0.029 

SJH1 0.953 ± 0.129 0.227 ± 0.004 1.607 ± 0.535 0.626 ± 0.032 0.435 ± 0.156 -0.646 ± 0.007 1.641 ± 0.538 0.818 ± 0.071 

MMK1 1.960 ± 0.455 0.163 ± 0.012 1.028 ± 0.074 0.621 ± 0.019 2.010 ± 0.415 -0.044 ± 0.029 0.974 ± 0.128 0.411 ± 0.024 

BAH1 0.518 ± 0.006 0.123 ± 0.025 1.965 ± 0.055 0.531 ± 0.006 0.352 ± 0.008 -0.492 ± 0.068 1.790 ± 0.080 0.747 ± 0.014 
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Table S7. Spearman’s correlation coefficients between colchicine sensitivity metrics (Table S3) with tubulin code (Figure S2). 

(*P < 0.05;  **P < 0.01; ***P < 0.005; ****P < 0.001)  

  
 

  

 

 

Colchicine 

IC50 

Colchicine 

Emax 

Colchicine 

h 

Colchicine 

AUC 

Colchicine 

GR50 

Colchicine 

GRmax 

Colchicine 

hGR 

Colchicine 

GRAOC 

Tyr-⍺ -0.161 -0.510 0.266 -0.228 -0.161 -0.340 0.245 0.193 

Detyr-⍺ -0.007 0.350 -0.280 0.039 -0.091 -0.112 -0.196 0.168 

Δ2-⍺ 0.154 0.217 -0.182 0.161 0.049 -0.200 -0.273 0.025 

AcK40-⍺ -0.238 -0.070 -0.014 -0.154 -0.259 -0.133 -0.280 0.175 

PolyE-⍺ -0.287 0.517 0.084 -0.210 -0.357 0.140 0.112 0.014 

Total ⍺ -0.168 -0.545 -0.168 -0.368 -0.245 -0.897**** -0.245 0.701* 

βI 0.042 -0.615 -0.196 -0.133 0.070 -0.487 -0.294 0.326 

βII -0.147 -0.014 0.028 -0.221 -0.259 -0.382 -0.077 0.263 

βIII -0.343 0.294 -0.217 -0.298 -0.427 -0.368 -0.287 0.284 

βIV -0.720* -0.350 0.126 -0.823** -0.699* -0.620* 0.154 0.641* 

pS172 βIII -0.231 0.245 -0.497 -0.207 -0.259 -0.319 -0.392 0.333 

PolyE β 0.168 0.189 0.147 0.308 0.112 0.151 0.161 -0.207 

Total β -0.322 -0.476 -0.217 -0.525 -0.329 -0.616* -0.259 0.581* 

Total 𝛾 -0.224 -0.224 -0.126 -0.221 -0.252 -0.469 -0.133 0.392 
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Table S8. Spearman’s correlation coefficients between nocodazole sensitivity metrics (Table S4) with tubulin code (Figure S2). 

(*P < 0.05;  **P < 0.01; ***P < 0.005; ****P < 0.001)  
 

 
 
  

 

 

Nocodazol

e IC50 

Nocodazole 

Emax 

Nocodazole 

h 

Nocodazole 

AUC 

Nocodazole 

GR50 

Nocodazole 

GRmax 

Nocodazole 

hGR 

Nocodazole 

GRAOC 

Tyr-⍺ -0.042 -0.599* -0.259 -0.434 -0.196 -0.329 -0.322 0.455 

Detyr-⍺ 0.406 0.375 -0.357 0.217 0.098 -0.084 -0.385 -0.007 

Δ2-⍺ 0.378 0.172 -0.238 -0.042 0.091 -0.224 -0.182 0.133 

AcK40-⍺ -0.063 -0.053 -0.161 -0.021 -0.126 -0.077 0.021 -0.063 

PolyE-⍺ -0.196 0.585* -0.063 0.000 -0.154 0.175 0.056 -0.182 

Total ⍺ -0.315 -0.501 0.133 -0.503 -0.615* -0.902*** 0.098 0.853*** 

βI -0.287 -0.588* 0.168 -0.427 -0.301 -0.476 0.035 0.517 

βII 0.049 -0.032 -0.301 -0.350 -0.175 -0.357 -0.224 0.350 

βIII -0.063 0.273 -0.392 -0.385 -0.322 -0.315 -0.294 0.294 

βIV -0.839*** -0.280 0.294 -0.804** -0.762** -0.580 0.357 0.713* 

pS172 βIII -0.042 0.301 -0.266 -0.259 -0.259 -0.252 -0.406 0.287 

PolyE β 0.720* 0.067 -0.406 0.378 0.392 0.105 -0.329 -0.203 

Total β -0.692* -0.357 0.203 -0.706* -0.671* -0.559 0.105 0.650* 

Total 𝛾 -0.119 -0.161 0.007 -0.448 -0.287 -0.441 -0.182 0.531 
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Table S9. Spearman’s correlation coefficients between tivantinib sensitivity metrics (Table S5) with tubulin code (Figure S2). 

(*P < 0.05;  **P < 0.01; ***P < 0.005; ****P < 0.001) 

 

Tivantinib 

IC50 

Tivantinib 

Emax 

Tivantinib 

h 

Tivantinib 

AUC 

Tivantinib 

GR50 

Tivantinib 

GRmax 

Tivantinib 

hGR 

Tivantinib 

GRAOC 

Tyr-⍺ -0.287 -0.126 0.224 -0.126 -0.378 -0.007 0.224 0.063 

Detyr-⍺ 0.406 0.217 -0.329 0.441 0.119 -0.196 -0.329 -0.154

Δ2-⍺ 0.203 0.483 -0.154 0.294 0.126 -0.168 -0.154 -0.098

AcK40-⍺ 0.105 -0.378 -0.217 -0.203 0.154 -0.308 -0.217 0.273 

PolyE-⍺ 0.294 0.350 -0.238 0.126 0.224 -0.077 -0.238 -0.063

Total ⍺ -0.490 0.028 0.566* -0.427 -0.776** -0.615* 0.566 0.580 

βI -0.685* -0.287 0.476 -0.483 -0.622* -0.154 0.476 0.378 

βII 0.000 0.245 -0.042 -0.007 -0.126 -0.259 -0.042 0.140 

βIII -0.021 0.343 -0.077 0.070 -0.147 -0.294 -0.077 0.056 

βIV -0.720* -0.098 0.643 -0.748** -0.769** -0.420 0.643 0.664* 

pS172 βIII -0.203 0.231 0.014 0.140 -0.357 -0.161 0.014 -0.042

PolyE β 0.685* 0.245 -0.434 0.629* 0.497 0.035 -0.434 -0.392

Total β -0.783** -0.133 0.503 -0.622* -0.797** -0.280 0.503 0.524 

Total 𝛾 -0.462 0.189 0.322 -0.126 -0.510* -0.231 0.322 0.154 
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Table S10. Spearman’s correlation coefficients between CMPD1 sensitivity metrics (Table S6) with tubulin code (Figure S2). 

(*P < 0.05;  **P < 0.01; ***P < 0.005; ****P < 0.001)  
 
 

 

 

CMPD1 

IC50 

CMPD1 

Emax 

CMPD1 

h 

CMPD1 

AUC 

CMPD1 

GR50 

CMPD1 

GRmax 

CMPD1 

hGR 

CMPD1 

GRAOC 

Tyr-⍺ -0.601* -0.336 0.252 -0.755** -0.636* -0.154 0.238 0.420 

Detyr-⍺ 0.406 0.503 -0.490 0.434 0.021 -0.077 -0.517 0.098 

Δ2-⍺ 0.245 0.280 -0.238 0.315 -0.161 -0.133 -0.322 0.119 

AcK40-⍺ 0.028 -0.413 0.035 0.182 -0.035 -0.245 -0.056 -0.063 

PolyE-⍺ 0.287 0.336 0.000 0.503 0.168 0.126 -0.035 -0.231 

Total ⍺ -0.510 -0.280 0.140 -0.392 -0.818** -0.846*** 0.084 0.874*** 

βI -0.497 -0.510 0.063 -0.608* -0.490 -0.476 0.070 0.538 

βII -0.098 -0.098 0.000 -0.028 -0.448 -0.294 -0.091 0.308 

βIII 0.126 0.252 -0.238 0.175 -0.322 -0.252 -0.294 0.252 

βIV -0.622* -0.406 0.490 -0.566 -0.615* -0.559* 0.476 0.657* 

pS172 βIII 0.168 0.483 -0.538 0.063 -0.210 -0.203 -0.517* 0.371 

PolyE β 0.252 0.371 -0.119 0.273 0.056 0.238 -0.189 -0.182 

Total β -0.552 -0.448 0.133 -0.531 -0.608* -0.601* 0.098 0.643* 

Total 𝛾 -0.308 0.098 -0.077 -0.371 -0.559 -0.315 -0.091 0.608* 
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Figure S1. Representative image of Coomassie stained gel to demonstrate equal protein load 

across 15 cell lines.
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Figure S2. Expression of tubulin isotypes and post-translational modifications normalised to A172 

signals. Cell lysates (5 µg total protein) were analysed by Western blotting using specific antibodies. 

Representative immunoblots are shown in Figure 1.  Quantifications of tubulin isotypes (a) and post-

translational modifications (b) are presented as fold change relative to A172 (set as 1). Data are 

mean ± SEM (n = 4-6). 

0.0
0.5
1.0
1.5
2.0
2.5

To
ta

l α

0.0
1.0
2.0
3.0

To
ta

l β

0.0
1.0
2.0
3.0
4.0

To
ta

l γ

0.0
0.5
1.0
1.5
2.0
2.5

βI

0.0
2.0
4.0
6.0
8.0

βI
I

0.0
0.5
1.0
1.5
2.0
2.5

βI
II

A
17

2
U

87
U

25
1

W
K

1
P

B
1

H
W

1
S

B
2b

R
N

1
FP

W
1

R
K

I1
M

N
1

JK
2

S
JH

1
M

M
K

1
B

A
H

10.0
1.0
2.0
3.0

βI
V

0.0
0.5
1.0
1.5
2.0

Ty
r α

0.0
0.5
1.0
1.5
2.0
2.5

D
et

yr
 α

0
5

10
15

∆2
 α

0.0
1.0
2.0
3.0
4.0

Ac
K4

0 
α

0.0
0.5
1.0
1.5

Po
ly

E 
α

0.0
1.0
2.0
3.0
4.0
5.0

Po
ly

E 
β

A
17

2
U

87
U

25
1

W
K

1
P

B
1

H
W

1
S

B
2b

R
N

1
FP

W
1

R
K

I1
M

N
1

JK
2

S
JH

1
M

M
K

1
B

A
H

10.0
1.0
2.0
3.0
4.0

pS
17

2 
βI

II

a b

Figure S2.

14



Figure S3.
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Figure S3. Expression of tubulin isotypes and post-translational modifications normalised to RN1 

signals. Cell lysates (5 µg total protein) were analysed by Western blotting using specific antibodies. 

Representative immunoblots are shown in Figure 1. Quantifications of tubulin isotypes (a) and post-

translational modifications (b) are presented as fold change relative to RN1 (set as 1). Data are 

mean ± SEM (n = 4-6).  
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Figure S4. Dose-response curves for MTAs in glioblastoma cell lines. Relative and GR dose-

response curves for (a) colchicine, (b) nocodazole, (c) tivantinib and (d) CMPD1 were generated from 

dose responses determined with CellTiter-Blue viability assay after 5 days of drug treatment and doubling 

time using the GRcalculator tool. Each curve represents the mean of three independent cell viability 

assays, where each data point was done in triplicate.  
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Figure S5. Spearman’s correlations between tubulin expression and MTAs efficacy excluding 

BAH1 data. Pairwise distribution and correlation of GRmax and the expression of (a) α-tubulin and (b) β-

tubulin in glioblastoma stem cell lines. Pairwise distribution and correlation of GRAOC and the expression 

of (c) α-tubulin and (d) β-tubulin in glioblastoma stem cell lines. 
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Figure S6. Inhibitors of efflux pumps do not alter the efficacy of MTAs in RKI1 cells.  

GR dose-response curves for (a) CMPD1 or (b) paclitaxel in the presence or absence of efflux pump 

inhibitor verapamil, MK571 or CP-100356 were generated from dose-response curves of RKI1 cells 

obtained in a 5 day CellTiter-Blue viability assay and RKI1 doubling time. Each curve is a mean of three 

independent cell viability assays, where each data point was performed in triplicate. (c) RKI1 cells were 

treated with colchicine (500 nM, 14 days) then stained with FITC-conjugated CD243 (MDR-1) antibody 

and analysed by flow cytometry. Geometric mean of CD243 surface expression was graphed using Prism 

v7.0 (GraphPad). Data are mean ± SEM from 3 independent experiments.
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CHAPTER 4.  QUANTIFICATION OF CMPD1-INDUCED 
CHANGES TO HISTONE MODIFICATIONS USING SWATH-MS 

4. 1. Introduction

We have determined that glioblastoma cells expressing higher levels of total tubulin are 

more prone to cell death following MTA treatment.1 This observation is in agreement with 

pharmacological principles specifying that a higher concentration of the drug target (i.e., 

tubulin and microtubules) increases target binding and occupancy and, therefore, 

amplifies the cellular response (i.e., cell death).306 However, while cells with higher levels 

of total tubulin were more sensitive to MTAs, even the most MTA-sensitive cell lines 

contained drug-tolerant persisters (DTPs). Furthermore, the DTPs that emerged after 

prolonged treatment with colchicine recovered during drug holidays. The recovered cells 

exhibited the same sensitivity to the colchicine as the treatment-naïve parental 

population.1 Similarly, three studies report the existence of DTPs after taxane treatment, 

and these DTPs were able to recover during drug holidays.154, 155 Most drug tolerance 

mechanisms reported in cancer cell models are facilitated through changes in 

chromatin.143 Thus, this chapter focuses on the epigenetic chromatin remodelling in DTPs.  

4. 1. 1. Chromatin remodelling in drug-tolerant persisters

Within eukaryotic cells, DNA is tightly wrapped around octameric histone core 

complexes, forming assemblies reminiscent of ‘beads-on-a-string’. Each histone complex 

contains an octameric core of four heterodimers: two H2A–H2B and two H3–H4 dimers. 

147 base-pairs of DNA wrap around this histone core complex, and together, they form 

a single nucleosome – the functional unit of chromatin. Nucleosomes are compacted into 

chromatin, which, in turn, is supercoiled and condensed into chromosomes (Figure 4.1a).307  

There are two cytologically visible ground states of chromatin: transcriptionally 

repressive and densely packed heterochromatin and transcriptionally permissive and 

accessible euchromatin. Throughout development, ageing and disease, phenotypic 

cellular states are dynamically regulated by changes to chromatin structure. Chromatin-

remodelling mechanisms make DNA more accessible for replication, repair or gene 

transcription. Numerous studies showed that dysregulation of these epigenetic 

mechanisms contributes to cancer formation, progression and treatment evasion.307 

Epigenetic mechanisms controlling gene expression include DNA methylation, 

histone variant deposition and histone post-translational modifications. DNA methylation 
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occurs at transposon or gene initiator regions and is generally repressive. DNA is 

methylated by DNA methyltransferases (DNMTs) while its demethylation is largely 

regulated by ten-eleven translocation (TET) proteins. Methylation of DNA physically 

impedes the binding of transcriptional proteins and allows the binding of the methyl-

CpG-binding domain (MBD) proteins to DNA. In turn, MBDs recruit other repressive 

chromatin-remodelling enzymes such as histone deacetylases (HDACs), ultimately causing 

the formation of heterochromatin.308 Tumours often exhibit hypermethylated DNA at 

promoter regions of tumour suppressor genes and hypomethylated DNA at promoter 

regions of oncogenes.309  

The deposition of histone variants into nucleosomes and presence of histone-

modifying enzymes also contribute to chromatin remodelling. Analogous to the tubulin 

code, a ‘histone code’ exists due to the existence of these histone variants and 

combinatorial histone PTMs that occur on histone cores and N-terminal tails. 

Consequentially, the histone code generates patterns of molecular signals that impact on 

nucleosome stability, and hence, chromatin state.310 Several studies associate aberrations 

in histone variant or PTM expressions with oncogenesis and disease progression in many 

cancer types (discussed in Chapter 4 and Chapter 5). 

Histone variants 

While each nucleosome is made of the four histone subunits, histones H2A and H3 have 

multiple variants that can be deposited throughout the cell cycle to perform different 

functions (Figure 4.1b). All histones share a histone fold domain (HFD) that enables them to 

bind and form nucleosomes. The canonical histone complex is composed of the histone 

variants H2A, H2B, H3.1 (or H3.2) and H4 and these subunits are deposited over the 

entire genome in a replication-dependent manner.311, 312 Non-canonical histone variants 

include H2A.X, H2A.Z, macroH2A, H2ABBD, H3.3 and CenH3.312 These variants are 

deposited or exchanged by various chaperon complexes in response to different stimuli 

and in a replication-independent manner.  

Non-canonical histone H3.3 differs from the canonical H3.1/3.2 in only four to 

five amino acid residues and is found in telomeric, pericentromeric and euchromatic 

regions of chromosomes, predominantly near actively transcribed genes.313 The H3.3 

variant is differentially deposited into telomeres and pericentric heterochromatin by the 

death-associated protein (DAXX)/ATRX complex chaperon314 and into chromatin by the 

HIRA/UBN1/CABIN1/ASF1a (HUCA) chaperon complex.315 Histone H3.3 maintains the 

genome integrity by supporting heterochromatic structures in chromosomes during 
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development and epigenetic reprogramming. CenH3 is a unique H3 variant found 

exclusively in centromeric regions and is essential for kinetochore assembly during cell 

division. CenH3 is deposited by HJURP chaperon.316 Histone H2A variants are shown in 

Figure 4.1b. 

Figure 4.1 The role of the histone code in regulating gene expression. 
(a) Chromosomes are formed by supercoiling of chromatin. Accessible chromatin for DNA transcription,
replication and repair is known as heterochromatin while inaccessible chromatin is known as euchromatin.
The functional unit of chromatin is known as the nucleosome, an assembly of 147 base pairs of DNA and
an octameric histone core. The histone core complex consists of H3, H4, H2A and H2B subunits, each of
which can be modified to strengthen or weaken their interaction with DNA. (b) Canonical (bold) and non-
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canonical (italic) histone core variants. (c) Acetylation of histone H3 on lysine (K) residues is generally gene-
activating, while (d) methylation can be either activating or repressing. HFD: Histone Fold Domain. 

Histone post-translational modifications 

Post-translational modifications occur on all histone subunits and variants. The most 

dynamically modified histone subunit is H3. The major histone H3 modifications are lysine 

acetylation and lysine mono-, di-, and trimethylation. Lysine acetylation is associated with 

gene activation, as the addition of the negative acetyl group (CH3COO–) on histone tails 

neutralises the positive charge of histone lysine residues. This net reduction in positive 

charges weakens the interactions between histones and the negatively charged DNA, 

making genes more accessible. Histone H3 lysine acetylation is known to occur on lysine 

residues K9, K14, K18, K23, K27 and K36 (Figure 4.1c).317  

Unlike acetylation, methylation of lysine residues does not change the charge of 

histone tails and can be gene-activating or -repressing depending on the lysine site being 

modified. Lysine methylations alter the binding of effector proteins know as histone code 

readers. Histone H3 can be methylated on lysine residues K4, K9, K27, K36, K56 and 

K79 (Figure 4.1d).317 Other modifications such as serine/threonine phosphorylation, lysine 

SUMOylation and arginine mono- and (a)symmetric dimethylation can also occur, but 

these are less characterised.317 Intricate control over histone PTMs is regulated by 

histone-modifying enzymes, which are further investigated in Chapter 5. 

Histone H3 post-translational modifications in drug-tolerant persisters 

Several studies investigating mechanisms of survival in drug-tolerant persisters 

demonstrate changes in histone H3 modifications. In lung cancer cells, tolerance to the 

EGFR-targeted inhibitor erlotinib is associated with a decrease in gene-activating H3K4 

methylation,144, 318, 319 an increase in gene-repressing H3K9 and H3K27 methylations 

and a global decrease in H3 lysine acetylation across the entire DTP population.319 

Similarly, lung cancer cells surviving several cycles of docetaxel-cisplatin doublet 

chemotherapy globally exhibited a decrease in H3K4 methylation and an increase in 

H3K27 methylation at transcription start sites of downregulated genes.154 However, 

these same DTPs displayed an increase in H3K4 methylation and a decrease in H3K27 

methylation at upregulated genes. Specifically, histone H3.3, which is deposited at active 

transcription sites, exhibited a decrease in methylation, and hence, inhibition, at lysine 

K27.154 In glioblastoma, cells tolerant to dasatinib exhibited a decrease in H3K27 

methylation and an increase in H3K27 acetylation at stemness, quiescence and survival 



 65 

genes.106 These findings are consistent with the notion that DTPs convert to an overall 

transcriptionally repressed, dormant state, but upregulate genes that promote stemness, 

dormancy and survival.143 As a result of changes in histone modifications in DTPs, 

inhibition of histone-modifying enzymes or other effector proteins reduced DTP viability 

in several cancer models (see Table 5.1). As most changes in DTPs are mediated via histone 

H3, we focused our study on changes within this subunit of the nucleosome. 

To identify targetable histone-modifying enzymes in glioblastoma tolerance to 

MTAs, we first aimed to profile changes in histone H3 methylation and acetylation. When 

studying the tubulin code, our analysis was limited by the availability of commercial 

antibodies. Therefore, to study the histone code we opted to use a comprehensive and 

unbiased mass spectrometry-based approach, known as Sequential Window Acquisition 

of all Theoretical Mass Spectra (SWATH-MS). Several research teams verified the 

reproducibility and robustness of SWATH-MS for large-scale protein quantification by 

performing the same experiment independently.320 SWATH-MS has also been previously 

used to quantify histone post-translational modifications of histone H3 and H4 in breast 

cancer cells treated with the HDAC inhibitor suberoylanilide hydroxamic acid (SAHA).321 

However, SWATH-MS has not been previously used to study changes to histone 

modifications during drug tolerance. 

4. 1. 2. Sequential window acquisition of all theoretical mass spectra assays

Common antibody-based methods used to study changes in histone PTMs include 

immunoblotting, immunofluorescence and chromatin immunoprecipitation (ChIP). However, 

these methods have significant drawbacks due to epitope occlusion, innate differences in 

binding efficacy and the cross-reactivity of antibodies.322-325 As a result, antibody-based 

assays are intrinsically semi-quantitative. Antibodies also fail to detect combinatorial 

modifications, which are abundant in histones. By comparison, “liquid chromatography 

coupled to tandem mass spectrometry (LC-MS/MS) offers a comprehensive and unbiased 

method for the identification and quantification of histone PTMs, including combinatorial 

modifications.”321 Moreover, MS-based methods can be quantitative and are much more 

reproducible (Table 4.1).326   

In conventional bottom-up proteomic mass-spectrometry techniques, also known 

as ‘shotgun proteomics’, protein extracts are digested with proteolytic enzymes like 

trypsin and the digested peptides are analysed LC-MS/MS. Peptides are identified by 

comparing their mass-to-charge (m/z) ratios with those predicted from protein sequence 

databases (e.g., SwissProt). Additionally, confidence in peptide identity can be increased 
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by isolating and fragmenting the peptide, and comparing the m/z of the fragments 

(tandem MS: MS/MS) to those of annotated peptide spectral libraries.326 Therefore, 

protein identification and quantification can be derived from the quantity of identified 

peptides. Shotgun proteomics is a form of Data-Dependent Acquisition (DDA), where a 

survey scan (MS1) is performed and a fixed number of ions over a m/z range are 

selected based on observed intensity and analysed by MS/MS. DDA dataset analysis is 

relatively straightforward but is dependent on a priori knowledge of gene products and 

its protein sequence coverage is limited by the peptides identified. DDA is unable to 

differentiate between co-eluting isobaric peptides (peptides that have the same 

retention time and m/z), which frequently co-exist within histone protein extracts. 

Furthermore, DDA is not suitable for studying changes in histone PTMs as datasets often 

do not contain information on peptides or proteins present at lower concentrations.327 

Due to limitations of DDA, other bottom-up targeted methods like Selected 

Reaction Monitoring (SRM) or Parallel Reaction Monitoring (PRM) were developed. In 

contrast to DDA, SRM/PRM scan for preselected ions at the MS1 levels. If present, the 

peptide is isolated and fragmented and MS2 spectra for preselected peptides are 

recorded. Scanning for MS1-MS2 ion pairs in such a targeted fashion results in extreme 

accuracy, specificity and reproducibility.327 PRM was employed to study changes in 

histone PTMs in lung cancer cells tolerant to erlotinib.319 While such targeted approaches 

have overcome many limitations of shotgun proteomics, SRM/PRM fail to deconvolute co-

eluting and isobaric peptides for quantification.326 Moreover, although SRM/PRM are 

excellent for verifying hypotheses regarding changes in specific site modifications, such 

methods are incapable of identifying changes in sites that were not preselected. 

An emerging strategy for studying complex protein samples, such as histone 

extracts, is SWATH-MS. SWATH-MS employs a Data-Independent Acquisition (DIA) of 

proteolytically digested peptides. In DIA mode, a quadrupole mass filter is coupled to 

an Orbitrap mass analyser. The Orbitrap analyser scans precursor ion (MS1) spectra of 

peptides co-eluting at a given retention time over a given m/z range (e.g., 300 – 1600 

m/z) (Figure 4.2a). The ionised peptides in the sample that fall within a predefined m/z 

range (e.g., 390 – 930 m/z) are then incrementally isolated and fragmented at specified 

isolation windows (e.g., a 10 m/z window). Following fragmentation within each isolation 

window, isolated fragment (MS2) spectra are systemically and consecutively scanned by 

the Orbitrap analyser across the entire predefined m/z range. In the example shown in 

Figure 4.2b, 54 scans are performed over a 390-930 m/z range with a 10 m/z isolation 

windows. After repeated cycles of MS1 and MS2 scans, an extensive data set of 

continuous scans of all detectable precursor and fragment ions is generated.326 
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Figure 4.2 Principle of SWATH-MS assays for large-scale proteomics. 
In SWATH-MS, a quadrupole mass filter and an Orbitrap mass analyser are employed. (a) A single 
precursor ion (MS1) scan is recorded, followed by (b) a series of fragment ion (MS2) spectra in consecutive 
precursor isolation windows (e.g., 10 m/z) over a defined mass range (e.g., 390–930 m/z).  

The principle behind SWATH-MS is the use of prior knowledge of 

chromatographic and mass spectrometric behaviours of peptides to selectively identify 

and extract chromatograms from unbiased and comprehensive DIA datasets. Accurate 

identification of peptides relies on peptide-centric analysis, wherein peptide query 

parameters (PQPs) have to be monitored. PQPs include (i) peptide or fragment sequence, 

(ii) the dominant (M, M + 1, M + 2) precursors m/z, (iii) 4-10 of the most intense fragment

(b+ and y+) ion m/z values from fragmented peptides, (iv) expected fragmentation

patterns and (v) expected retention times. PQPs are obtained from spectral libraries

(obtained from methods such as DDA). As such, DDA scans are usually run alongside DIA

scans for spectral library generation. The Skyline software integrates all steps of spectral

library generation and was, therefore, used in this study. To assess the goodness-of-fit

of the peak areas of MS1 spectra to the expected isotope distribution (M, M + 1 and M

+ 2) of each peptide, Skyline calculates the dot product (idotp). Similarly, peak areas

of MS2 spectra (b+ and y+ ions) are compared with those of corresponding intensities

in the spectral library using ‘dotp’. A dot product value closer to ‘1.00’ implies a better

fit, with ‘1.00’ being a perfect score.303
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Table 4.1 Comparison of antibody- and label-free MS-based techniques. 
DDA: Data-Dependent Acquisition; DIA: Data-Independent Acquisition; SRM: Selected Reaction Monitoring; 
PRM: Parallel Reaction Monitoring 
(+++: best performance; ++: medium performance; +: suboptimal performance.) 

Antibody-based 
methods 

Shotgun-MS 
(DDA) 

Targeted-MS 
(SRM/PRM) 

SWATH-MS 
(DIA) 

Ease of data 
acquisition 

++ 
Easy, limited by 

commercial 
availability of 

antibodies 

+++ 
Easiest, default 
setup on most 

mass 
spectrometers 

+ 
Hard, requires 
generation and 
optimisation of 

synthetic peptide 
libraries for data 

acquisition 

++ 
Easy, requires 
definition of 

mass range to 
cover precursor 
isolation window 
and number of 
MS2 scans per 

cycle 

Ease of data 
analysis 

+++ 
Easiest, although 
techniques are 
generally semi-

quantitative 

+++ 
Easiest, several 

software 
available 

++ 
Easy, several 

software 
available 

+ 
Hard, requires 
PQPs, stringent 
data quality 

control, 
sophisticated 

algorithms and 
software, and 

statistical 
analysis of large 

sets of data 

Peptide detection 
and/or multiplexing 

+ 
Requires 

sophisticated and 
expensive 
platforms 

+++ 
1,000’s of 
peptides 

quantifiable per 
MS injection 

++ 
100’s of peptides 
quantifiable per 

MS injection 

+++ 
1,000’s of 
peptides 

quantifiable per 
MS injections 

Reproducibility 

+ 
Low due to cross-

reactivity, 
epitope occlusion 

and batch-to-
batch variations 

of polyclonal 
antibodies 

+ 
Low due to 

biased sampling 
of DDA against 
low abundance 

peptides 

+++ 
High due to 

targeted data 
acquisition 

+++ 
High due to 

peptide-centric 
scoring 

Retrospective 
analysis of extracted 
ion chromatograms 

N/A 
++ 

Possible only at 
MS1 level 

+ 
Not possible 

+++ 
Possible at MS1 
and MS2 levels 

The main advantages of SWATH-MS are its superior run-to-run reproducibility 

and ability to deconvolute co-eluting isobaric peptides, provided they possess unique 

fragment ions. SWATH-MS is ideal for hypothesis generation due to its wide-range and 

untargeted datasets. Furthermore, as both MS1 and MS2 information are collected, 

retrospective analysis of acquired data is achievable.320, 326 

Given the advantages of the unbiased and global approach of SWATH-MS, we 

employed this methodology to identify changes in histone H3 methylations and 

acetylation in glioblastoma cells tolerant to microtubule-targeting agents. We studied 

glioblastoma cells tolerant to CMPD1 and focused on the histone H3 subunit. These 

experiments were performed in FPW1 and RKI1 glioblastoma stem cell line, as these 
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exhibited the highest tolerance (e.g. highest GRmax values) to CMPD1 and tivantinib 

treatment,1 and are, thus, likely to generate the largest number of persisters.  

4. 2. Results

4. 2. 1. Glioblastoma cells are tolerant to CMPD1 and tivantinib

To confirm that both CMPD1 and tivantinib exhibit fractional efficacy in FPW1 and RKI1 

cells and derive drug-tolerant persisters, viability and survival assays were performed. 

To quantify the fraction of drug-tolerant cells in parental populations, RKI1 and FPW1 

cells were treated with high concentrations of CMPD1 or tivantinib (25 μM, ~25-fold 

higher the GR50) for 14 days. Cells were stained with Nuclear-Red ID DNA stain and 

imaged at Day 0 and Day 14 of treatment.  

In the FPW1 cell line, 39 ± 1.0 % and 33 ± 3.0 % of cells survived CMPD1 and 

tivantinib treatments, respectively. In the RKI1 cell line, 39.5 ± 5.5% and 29 ± 6.0% of 

cells survived CMPD1 and tivantinib treatments, respectively (Figure 4.3a). Notably, DTPs 

derived from both cells and using both drugs exhibited larger and polypoidal nuclei 

compared to their untreated counterparts, consistent with our findings from RKI1 cells 

treated with colchicine (Chapter 3).  

As treatment-induced dormancy is thought to be reversible,143 CMPD1- and 

tivantinib-tolerant FPW1 and RKI1 cells were allowed to recover in drug-free media and 

were monitored with light microscopy (Figure 4.3b). DTPs derived from both cell lines and 

using both CMPD1 and tivantinib were generally able to recover in drug-free media and 

resume proliferation after two weeks (Day 28). However, RKI1 cells treated with CMPD1 

needed an additional 5 days in drug-free media (Day 33) to resume proliferation (Figure 

4.3c). 
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Figure 4.3 RKI1 and FPW1 cells are tolerant to CMPD1 and tivantinib. 
(a) RKI1 and FPW1 cells were treated with CMPD1 or tivantinib (25 μM) and stained with Nuclear-ID Red
on Day 0 and Day 14. Representative images and the means of two independent experiments are shown.
(b) CMPD1- and tivantinib-tolerant FPW1 and RKI1 cells recover and resume proliferation in ‘drug
holidays.’ Representative images of two independent experiments are shown. (c) RKI1 cells tolerant to
CMPD1 require a longer time in drug-free media to recover when compared to other drug-cell line
combinations.
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Next, we compared the sensitivity of parental and recovered DTP cells to CMPD1 

and tivantinib. Parental (drug-naïve) and recovered DTP cells (drug holidays) were 

exposed to the CMPD1 or tivantinib for 5 days. Cell viability was assessed using the 

CellTitre-Blue assay kit. Concentration-response curves and the change in cell viability 

between Day 0 and Day 5 were used to generate GR curves and determine GR metrics 

using the GRcalculator tool, as per methods previously described.298, 299, 328  In FPW1 

cells (Figure 4.4a), CMPD1 exhibited similar potencies in parental cells (GR50 = 0.7 ± 0.11 

μM) and recovered CMPD1-tolerant cells (GR50 = 1.1 ± 0.61 μM). Similarly, the 

differences in efficacy between parental (GRmax = -0.3 ± 0.04) and recovered DTP 

(GRmax = -0.4 ± 0.10) cells were not significant. In parental FPW1 cells, tivantinib had 

a potency (GR50 = 0.6 ± 0.04 μM) and efficacy (GRmax = -0.37 ± 0.002) similar to that 

observed in recovered tivantinib-tolerant cells potency (GR50 = 1.1 ± 0.65 μM, GRmax 

= -0.2 ± 0.07). 

Figure 4.4 RKI1 and FPW1 cells are tolerant to CMPD1 and tivantinib. 
Recovered DTPs were obtained by allowing cells exposed to a 14-day treatment of CMPD1- or tivantinib 
(25 μM) to recover in drug-free media. Recovered cells were re-exposed to MTA treatment for 5-days. 
Concentration-response curves for CMPD1 and tivantinib were measured using CellTitre-Blue viability 
assay in FPW1 and RKI1 cells. (a) GR concentration-response curves and (b) GR metrics for parental and 
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recovered DTPs are shown. Each condition was performed in technical triplicates. Data represent mean ± 
SEM (n = 3-4).  

In the RKI1 cell line (Figure 4.4b), CMPD1 had the same potencies and efficacies in 

parental (GR50 = 1.9 ± 0.51 μM, GRmax = 0.0 ± 0.03) and recovered DTPs (GR50 = 

1.8 ± 0.40 μM, GRmax = 0.1 ± 0.03). On the other hand, tivantinib was less potent and 

efficacious on parental cells (GR50 = 3.4 ± 0.32 μM, GRmax = -0.02 ± 0.089), compared 

to recovered DTP cells (GR50 = 0.2 ± 0.06 μM, GRmax = -0.11 ± 0.03). 

The GR viability curves were indistinguishable between treatment-naïve 

(parental) cells and recovered DTPs in every case, with the exception of RKI1 DTPs 

recovered from tivantinib treatment. Unexpectedly, these cells were more sensitive to 

tivantinib than treatment-naïve parental cells (Figure 4.4b).  

In summary, CMPD1 and tivantinib were unable to induce complete cytotoxicity 

(i.e., GRmax = -1) and were predominantly cytostatic in short-term viability assays. This 

fractional killing generates a large number of DTPs that survive long-term exposures to 

high concentrations of MTAs. Indeed, the surviving DTPs recovered during drug holidays 

and exhibited the same sensitivity to MTAs as treatment naïve parental cells, suggesting 

reversible epigenetic mechanisms of survival. Therefore, to quantify changes in histone 

H3 methylation and acetylation in DTPs, we employed the SWATH-MS method for 

analysing chromatin extracts from parental and CMPD1-tolerant cells. 

4. 2. 2. Histone extraction from cells

Histone extraction from cells is required for SWATH-MS. To first assess the fractionation 

efficiency of the Subcellular Fractionation Kit (ThermoFisher), the cytoplasmic, soluble 

nuclear and chromatin-bound nuclear fractions derived from parental FPW1 cells were 

analysed by immunoblotting. The Histone Extraction Kit (Abcam) was used on cells from 

the same parental FPW1 sample to compare histone purity. The histone extracts (Abcam 

kit) and chromatin-bound nuclear fractions exhibited similar and high quantities of 

purified histone H3 proteins. Minimal levels of histone H3 were found in the cytoplasmic 

and soluble-nuclear fractions. Moreover, GAPDH, a cytoplasmic protein, was 

predominantly present in cytoplasmic fractions (Figure 4.5). These immunoblots 

demonstrate the purity of subcellular fractions obtained with both kits. The Subcellular 

Fractionation Kit was then used to obtain chromatin-bound nuclear fractions from 

treatment-naïve parental and CMPD1-tolerant DTP cells (Figure 4.6). 
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Figure 4.5 Immunoblots confirming subcellular fractionation. 
Histones extracts (HE) were obtained from FPW1 cells using the Histone Extraction Kit (Abcam). In parallel, 
the Subcellular Fractionation Kit (ThermoFisher) was used on FPW1 cells to obtain Cytoplasmic Fractions 
(CPF), Soluble Nuclear Fractions (SNF) and Chromatin-Bound Nuclear Fractions (CBNF). Each fraction (20 
μg) was analysed by immunoblotting and membranes were probed with H3K9(Me1), H3K9(Me2), 
H3K9(Me3), Total H3 or GAPDH antibodies. 

4. 2. 3. Mass spectrometry data acquisition and analysis

Following subcellular fractionation of parental and CMPD1-tolerant FPW1 and RKI1 cells 

from three independent experiments, single injections of chromatin-bound nuclear 

fractions (1 μg) from each sample were used to create the DDA spectral library. 

Triplicate DIA scans on each chromatin-bound fraction were then performed. A total of 

12 DDA datasets and 36 DIA datasets were collected. Histone peptides in the DDA 

datasets were identified via database searches using Mascot (Matrix Science). The DDA 

search results were then imported and annotated in Skyline, resulting in a targeted 

library containing 66 histone peptides with 106 precursor ions and 1,629 product ions 

derived from histone H3.1/3.2 and H3.3 proteins. DIA runs were then imported in Skyline 

and peak areas for each of the 66 peptides (identified from DDA spectral libraries) 

were quantified in each DIA run. A total of 2,376 peptide peak areas were quantified 

(Figure 4.6).  
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Figure 4.6 Experimental workflow for quantifying changes in histone PTMs in glioblastoma cells.  
FPW1 and RKI1 cells were treated with CMPD1 (25 μM) for 14 days to generate DTPs. Chromatin-bound 
nuclear fractions were obtained from treatment-naïve (parental) and CMPD1-tolerant persister (DTP) cells 
and analysed by SWATH-MS. A targeted search for histone H3.1/3.2 and H3.3 proteins yielded 66 
peptidoforms which were tracked and quantified. ESI: Electron-Spray Ionisation. 

Conventionally, peptides are denoted by modifications on residues being 

studied.319, 321 For example, the histone H3 peptide spanning residues 9 to 17, H3(9-17) 

KSTGGKAPR, contains lysine residues K9 and K14. The unmodified form of the peptide 

is denoted by K9K14, whereas the K9 mono-methylated and K14 acetylated form of 

the peptide is denoted by K9(Me1)K14(Ac). This convention is adopted for the analysis 

of the results. The 66 modified histone H3 peptides detected were grouped into nine 

‘peptide families’ based on their peptide sequences:  

H3 (3-8) TK4QTAR 

H3 (9-17) K9STGGK14APR 

H3 (18-26) K18QLATK23AAR 

H3.1/3.2 (27-40) K27SAPATGGVK36KPHR 

H3.3  (27-40) K27SAPSTGGVK36KPHR 

H3 (54-63) YQK56STELLIR 

H3 (64-69) K64LPFQR 

H3 (73-83) EIAQDFK79TDLR 

H3 (117-128) VTIMPK112DIQLAR 

The peak area of each peptidoform (a modified version of the same peptide) 

was expressed as a percentage of its peptide family within each sample. While the 
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absolute intensities of a given peptide varied across technical and biological replicates 

(e.g., Figure 4.7b), we compared the abundance of each peptidoform relative to its 

peptide family (%) across samples. This controls for sample loading variations. 

Nonetheless, the coefficient of variance of peak areas of a given peptide between 

triplicate injections did not exceed 20%, demonstrating the high quality of our data. 

Only unmodified versions of peptides H3(54-63), H3(64-69) and H3(117-128) were 

detected in all samples, i.e., they constituted 100% of their peptide family. Therefore, 

these three peptides were excluded from subsequent analysis. Quality control (idotp > 

0.9, dotp > 0.9) of spectral library matching was performed for every peptide in each 

sample.  

Figure 4.7 SWATH-MS data quality control. 
(a) Peptide query parameters for the unmodified histone peptide KSTGGKAPR, containing lysine K9 and
K14. Peptide fragmentation generates a series of b+ and y+ ions that guide the identification of the
peptide. (b) Skyline integrates spectral libraries and uses peak area dot products to assess goodness-of-
fit of observed versus expected values; idotp assesses MS1 spectra against expected isotopic distribution
while dotp assess MS2 spectra against corresponding intensities from generated spectral libraries.

Peptide query parameters are used in SWATH-MS assays to confidently identify 

each peptide. For example, the PQPs for unmodified peptide K9K14 in a biological 

repeat of parental and persister FPW1 cells is shown (Figure 4.7a). Three precursor (MS1) 
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and nine fragment (MS2) ions were identified. Peak area similarity scores (idotp and 

dotp) of technical replicates between treated and untreated samples were all greater 

than 0.9 (Figure 4.7b). Similarity scores were manually checked for each of the 2,376 

peptide peak areas in the dataset. Peptides with idotp or dotp scores lower than 0.9 

were excluded from the analysis.320, 326 Quality control (idotp > 0.9) of spectral library 

matching was performed for every peptide in each sample. 

4. 2. 4. H3 variant and post-translational changes in CMPD1-tolerant cells

As histone H3 variants share high sequence homology, most of the peptides identified 

within samples were pooled from histone variants H3.1, H3.2 and H3.3. Exceptions were 

the peptides spanning residues 27-40, which were unique to either H3.1/3.2 or H3.3. 

Therefore, H3.1/3.2 and H3.3 variant levels were compared by assessing levels of the 

unique H3.1/3.2(27-40) and H3.3(27-40) peptides within each sample.  

To quantify total levels of H3.1/3.2 and H3.3 between parentals and DTPs, the 

sum of the raw peak areas of the H3.1/3.2(27-40) peptide family was divided by the 

sum of the raw peak areas of the H3.3(27-40) peptide family within each sample. In 

both the FPW1 and RKI1 cell lines, the H3.1/3.2 to H3.3 ratio decreased to 0.6-fold in 

DTPs relative to parentals (both p ≤ 0.001) (Figure 4.8), suggesting an increase in histone 

H3.3 deposition in DTPs. 

Figure 4.8 Ratio of the H3.1/3.2 K27K36 to the H3.3 K27K36 peptide families. 
The sum of peak areas of the H3.1/3.2 peptide family was divided by the sum of peak areas of the H3.3 
peptide family within each sample (prior to data normalisation). Data are mean ± SEM from three 
independent experiments performed in triplicates. A paired t-test was performed between parental and 
DTP cells in each cell line. 

MS1 peak area quantifications of peptidoforms identified in Skyline with high 

confidence were first log-transformed (base 2) and then quantile-normalised across 

samples. Combat R package was used to remove experimental batch effects.305 Peptide-

centric heatmaps for FPW1 (Figure 4.9) and RKI1 (Figure 4.10) were then constructed. These 
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heatmaps illustrate the Log2 fold-change in the normalised abundance of each peptide 

relative to treatment-naïve parental cells.  

Overall, CMPD1 induced site-specific changes in methylation and acetylation on 

histone H3 peptides. Heatmaps of both cell lines show that DTPs exhibit variable changes 

in histone H3 methylation and global decreases in histone H3 acetylation (Figure 4.9 and 

Figure 4.10).  

Figure 4.9 Changes in histone H3 modifications in CMPD1-tolerant FPW1 persisters.  
Parental and DTP cells analysed using SWATH-MS. Peak areas exported from Skyline and peptide 
intensities expressed as percentages of their peptide families. Heatmap displaying log2-transformed peak 
areas for 66 unmodified, methylated and acetylated H3 peptides. Peptides are pooled from histone H3.1, 
H3.2 and H3.3 variants, with the exception of peptides spanning residues 27-40 that are unique to either 
H3.1/3.2 or H3.3. Variant-specific peptides are indicated. Data represent parental-DTP pairs from three 
biological repeats (1, 2 or 3) performed in triplicates. 

To obtain a more detailed understanding of changes in site-specific histone H3 

modifications in drug-tolerant persisters, normalised values were extracted from the 

heatmap matrices and stratified by peptide family. Average fold-changes from three 
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independent biological repeats of parentals and DTPs were plotted on an anti-Log2 

scale. A Welch’s t-test was performed to determine significant changes in normalised 

peptide abundance between treatment-naïve parental and DTP cells.  

Figure 4.10 Changes in histone H3 modifications in CMPD1-tolerant RKI1 persisters.  
Parental and DTP cells analysed using SWATH-MS. Peak areas exported from Skyline and peptide 
intensities expressed as percentages of their peptide families. Heatmap displaying log2-transformed peak 
areas for 66 unmodified, methylated and acetylated H3 peptides. Peptides are pooled from histone H3.1, 
H3.2 and H3.3 variants, with the exception of peptides spanning residues 27-40 that are unique to either 
H3.1/3.2 or H3.3. Variant-specific peptides are indicated. Data represent parental-DTP pairs from three 
biological repeats (1, 2 or 3) performed in triplicates. 

The H3(3-8) TKQTAR family consisted of 4 peptidoforms containing lysine K4: 
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CMPD1-tolerant FPW1 cells did not exhibit significant changes in H3K4 mono-, 

di- or tri-methylation (Figure 4.11a). CMPD1-tolerant RKI1 cells exhibited a decrease to

0.9-fold in the abundance of the unmodified peptidoform K4 (p < 0.05), a 1.1-fold

increase in K4(Me1) (p < 0.01), a 1.5-fold increase in K4(Me2) (p < 0.05) and a 0.5-

fold decrease in K4(Me3) relative to parentals (p < 0.001) (Figure 4.11b).

Figure 4.11 Changes in histone H3K4 modifications in DTPs. 
Fold-change (anti-Log2) in peptide abundance within the H3(3-8) TKQTAR peptide family in (a) FPW1 
and (b) RKI1 cells upon treatment with CMPD1 (25 μM) for 14 days. Data are mean ± SEM from three 
independent experiments. Welch’s t-test was performed between DTP and parentals. 

The H3(9-17) TKQTAR family consisted of 10 peptidoforms containing lysine K9 and 

K14:  

K9K14 K9(Ac)K14 K9(Me2)K14(Ac) 

K9(Me1)K14 K9K14(Ac) K9(Me3)K14(Ac) 

K9(Me2)K14 K9(Ac)K14(Ac) 

K9(Me3)K14 K9(Me1)K14(Ac) 

In FPW1 samples, the abundance of peptidoforms within this family did not 

significantly change in DTP cells when compared to parental cells (Figure 4.12a). On the 

other hand, RKI1 persisters showed a 1.5-fold increase in the diacetylated peptide 

K9(Ac)K14(Ac) abundance (p < 0.05). On average, while not deemed statistically 

significant, RKI1 persisters exhibited a 2.0-fold increase in K9(Me2)K14(Ac) and a 2.5-

fold increase in K9(Me3)K14(Ac) compared to parentals (Figure 4.12b). 
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Figure 4.12 Changes in histone H3K9K14 modifications in DTPs. 
Fold-change (anti-Log2) in peptide abundance within the H3(9-17) TKQTAR peptide family in (a) FPW1 
and (b) RKI1 cells upon treatment with CMPD1 (25 μM) for 14 days. Data are mean ± SEM from three 
independent experiments. Welch’s t-test was performed between DTP and parentals.  

The H3(18-26) KQLATKAAR family consisted of 6 peptidoforms containing lysine K18 

and K23:  

K18K23 K18K23(Me1) K18K23(Ac) 

K18(Me1)K23 K18(Ac)K23 K18(Ac)K23(Ac) 

Mono-methylation on K18 and K23 in human cells has only been reported in a 

few studies.329, 330 In our hands, K18(Me1)K23 and K18K23(Me1) were detected with 

high confidence at MS1 and MS2 levels, albeit at relatively low intensities. Nonetheless, 

no significant changes in the abundance of these peptides were detected in FPW1 (Figure 

4.13a) or RKI1 (Figure 4.13b) persister cells relative to their parental counterparts. 
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Figure 4.13 Changes in histone H3K18K23 modifications in DTPs. 
Fold-change (anti-Log2) in peptide abundance within the H3(18-26) KQLATKAAR peptide family in (a) 
FPW1 and (b) RKI1 cells upon treatment with CMPD1 (25 μM) for 14 days. Data are mean ± SEM from 
three independent experiments. Welch’s t-test was performed between DTP and parentals.  

The H3.1/3.2(27-40) KSAPATGGVKKPHR peptide family H3.1/3.2(27-40) 

KSAPATGGVKKPHR peptide family consisted of 18 peptidoforms containing lysine K27 

and K36:  

K27K36 K27(Me1)K36(Me2) K27(Me2)K36(Me2) 

K27K36(Me1) K27(Me2)K36(Me1) K27K36(Ac) 

K27(Me1)K36 K27(Me3)K36 K27(Ac)K36 
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K27(Me2)K36 K27(Me3)K36(Me2)+ 
K27(Me2)K36(Me3) 

K27(Me2)K36(Ac) 

Peptides of this family are unique to the canonical histone H3.1/3.2. The penta-

methylated peptides K27(Me2)K36(Me3) and K27(Me3)K36(Me2) were co-eluting and 

isobaric (same retention time and m/z). However, these could not be parsed based on 

MS2 spectra because, while they do possess unique y+ or b+ ions that distinguish them 

from one another, they also co-elute with K27(Me2)K36(Me2) and K27(Me3)K36(Me3). 

Therefore, the peak identified constitutes the sum of both peptides and hence, they were 

analysed as one unit.  

This peptide family exhibited the most significant changes in DTPs relative to 

parentals in both cell lines. In FPW1 cells (Figure 4.14a), the unmodified peptide K27K36 

and mono-methylated peptide K27(Me1)K36 decreased to 0.6-fold (both p < 0.01) in 

DTPs relative to parentals. The levels of mono-methylated peptide K27K36(Me1) also 
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decreased to 0.6-fold but the difference did not reach significance. K27K36(Me2) levels 

decreases to 0.7-fold (p < 0.01). Furthermore, DTPs showed an increased abundance of 

tri-, tetra- and penta-methylated peptides relative to parentals, although the differences 

were not significant. By contrast, the abundance of three out of five acetylated peptides 

decreased in DTPs. K27K36(Ac) levels decreased to 0.2-fold (p < 0.01), while 

K27(Ac)K36 did not change relative to parental cells; the abundance of 

K27(Ac)K36(Me1) (p < 0.01) and K27(Ac)K36(Me2) decreased to 0.4-fold relative to 

parental cells.  

Figure 4.14 Changes in histone H3.1/3.2K27K36 modifications in DTPs. 
Fold-change (anti-Log2) in peptide abundance within the H3.1/3.2(27-40) KSAPATGGVKKPHR peptide 
family in (a) FPW1 and (b) RKI1 cells upon treatment with CMPD1 (25 μM) for 14 days. Data are mean 
± SEM from three independent experiments. Welch’s t-test was performed between DTP and parentals. 

Similar trends were observed in RKI1 persister cells (Figure 4.14b). The abundance 

of the unmodified K27K36 (p = 0.05), K27(Me1)K36 (p < 0.05), K27K36(Me2) (p < 

0.001) all decreased to 0.5- to 0.6-fold in DTPs relative to parentals. By contrast, 

abundances of tri-, tetra- and penta-methylated peptides increased in DTPs, with tri-

methylated K27(Me3)K36, tetra-methylated K27(Me3)K36(Me1) and penta-methylated 
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K27(Me2)K36(Me3) + K27(Me3)K36(Me2) (all p < 0.05) increasing between 1.2- to 

1.7-fold. The abundance of K27K36(Ac), K27(Ac)K36 (both p < 0.05) and 

K27(Ac)K36(Me1) (p < 0.01) decreased to 0.3- to 0.5-fold in DTPs when compared to 

parentals. Together, these data indicate that H3K27 and K36 tri-methylation increase, 

whereas H3K27 and K36 acetylation decreases in CMPD1-tolerant cells.  

The H3.3(27-40) KSAPSTGGVKKPHR peptide family, which contains lysine residues K27 

and K36, consisted of 17 peptides containing lysine K27 and K36:  

K27K36 K27(Me1)K36(Me2) K27(Ac)K36 

K27K36(Me1) K27(Me2)K36(Me1) K27(Ac)K36(Me1) 

K27(Me1)K36 K27(Me3)K36 K27(Me1)K36(Ac) 

K27(Me1)K36(Me1) K27(Me3)K36(Me1) K27(Ac)K36(Me2) 

K27K36(Me2) K27(Me2)K36(Me2) K27(Me2)K36(Ac) 

K27(Me2)K36 K27K36(Ac) 

The changes in modifications of H3.3 peptides in DTPs were not as significant as 

those for H3.1/3.2 peptides. In FPW1 cells, K27(Me1)K36 abundance increased to 1.4 

fold (p < 0.01) while K27K36(Me2) abundance decreased to 0.6 fold (p < 0.01) in DTPs 

relative to parentals. Changes in other methylated peptides were negligible (Figure 

4.15a). On the other hand, the abundance of all acetylated H3.3 peptides decreased in 

DTPs relative to parentals, but the changes did not reach significance. Similar trends were 

observed in RKI1 cells, although none of the changes reached statistical significance. The 

abundances of the di-methylated peptide K27(Me1)K36(Me1) and the tetra-methylated 

peptides K27(Me2)K36(Me2) and K27(Me3)K36(Me1) increased to 1.5-fold in DTPs 

when compared to parentals. The abundances of five out of six acetylated peptides 

decreased in DTPs compared to parental, with K27K36(Me2) exhibiting the largest 

decrease to 0.2-fold (Figure 4.15b).  Interestingly, not all the same modifications were 

detected in the H3.1/3.2 and H3.3 peptide families, with the tetra-methylated peptide 

K27(Me1)K36(Me3) and the penta-methylated peptides K27(Me2)K36(Me3) + 

K27(Me3)K36(Me2) only being detected in H3.1/3.2 and K27(Me1)K36(Ac) only in 

H3.3.  
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Figure 4.15 Changes in histone H3.3K27K36 modifications in DTPs. 
Fold-change (anti-Log2) in peptide abundance within the H3.3(27-40) KSAPSTGGVKKPHR peptide family 
in (a) FPW1 and (b) RKI1 cells upon treatment with CMPD1 (25 μM) for 14 days. Data are mean ± SEM 
from three independent experiments. Welch’s t-test was performed between DTP and parentals.  

The H3(73-83) EIAQDFKTDLR peptide family contained three peptides containing K79: 

K79 K79(Me1) K79(Me2) 

CMPD1-tolerant cells in the FPW1 (Figure 4.16a) and RKI1 (Figure 4.16b) cell lines did not 

exhibit any significant changes in lysine K79 methylation when compared to treatment-

naïve parental cells.  
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Figure 4.16 Changes in histone H3K79 modifications in DTPs. 
Fold-change (anti-Log2) in peptide abundance within the H3(73-83) EIAQDFKTDLR peptide family in (a) 
FPW1 and (b) RKI1 cells upon treatment with CMPD1 (25 μM) for 14 days. Data are mean ± SEM from 
three independent experiments. Welch’s t-test was performed between DTP and parentals.  

In summary, the changes in deposition and post-translational modifications of 

histone H3 variants in CMPD1-tolerant cells relative to treatment-naïve parental cells 

imply an overall repressive state. Our data indicated that histone H3.3 deposition, a 

mark of epigenetic reprogramming, increases in drug-tolerant cells. There were site-

specific changes unique to each cell line. For example, a decrease in the gene-activating 

K4(Me3) in CMPD1-tolerant RKI1 cells, but not FPW1 cells, was observed. At histone 

H3.1/3.2, drug-tolerant subpopulations exhibited a decrease in the gene-activating 

K27(Ac) and K36(Ac) and an increase in gene-repressing K27(Me3). Unexpectedly, an 

increase in the gene-activating H3K36(Me3) was also observed. In particular, the 

abundance of peptides that expressed methylation of both K27 and K36 increased in 

drug-tolerant persisters. As for histone H3.3, gene-activating acetylation of K36 

decreased considerably in drug-tolerant cells relative to parentals (Table 4.2). 

Table 4.2 Summary of SWATH-MS results. 
(Me1: mono-methylation; Me2: di-methylation; Me3: tri-methylation; Ac: Acetylation.) 

FPW1 drug-tolerant persisters RKI1 drug-tolerant persisters 

H3.1/3.2 to H3.3 ratio Decreased Decreased 

K4 No change Decreased in Me3 

K9K14 No change Increased Me2/Me3 at K9 
Increased Ac at K14 

K18K23 No change No change 

H3.1/3.2 K27K36 Increased Me2/Me3 at K27 and K36 
Decreased Ac at K27 and K36 

Increased Me2/Me3 at K27 and K36 
Decreased Ac at K27 and K36 

H3.3 K27K36 Decreased Ac at K36 Decreased Ac at K36 

K79 No change No change 
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4. 2. 5. Confirmation of MS data by immunoblotting

To support the results obtained with SWATH-MS (Table 4.2), histones were extracted from 

treatment-naïve parental and CMPD1-tolerant FPW1 and RKI1 cells using the Histone 

Extraction Kit (Abcam). Histone extracts were analysed by immunoblotting using 

antibodies against histone variants and specific histone methylation sites that were 

analysed by MS (Figure 4.17).  

Expression levels of histone H3 variants (H3.1/3.2 and H3.3), as well as total 

histone H3 levels, were assessed in parental and CMPD1-derived DTPs. In FPW1 

persister cells, canonical histone H3.1/3.2 levels increased by 1.6-fold compared to 

parentals. Histone H3.3 also increased by 2-fold in FPW1 persisters (p < 0.01). 

Consistent with the increase in H3 variants in FPW1 cells, DTPs exhibited a 2-fold increase 

in total histone H3 expression (all variants) compared to parentals (Figure 4.17a). On the 

other hand, CMPD1-tolerant RKI1 cells only exhibited a 1.3-fold increase in H3.3 and a 

decrease to 0.8-fold in H3.1/3.2 compared to parentals. Total H3 levels did not change 

significantly in RKI1 persisters. However, total histone H3 blots consistently showed a 

secondary band in DTP samples, skewing the total levels of total histone H3 between 

each parental-DTP pair. As such, H3 variants (and subsequently modifications) were not 

normalised to total H3. Instead, amido black B membrane staining was performed to 

monitor the protein loading.331 Immunoblot DTP signals were normalised to the 

corresponding parental signals and expressed as fold-change on a Log2 scale (Figure 

4.17b).  

Figure 4.17 Immunoblot analysis of H3 variants in parental and CMPD1-tolerant persisters. 
(a) Representative images of immunoblots comparing total H3 and H3 variant expression between paired
parental (Par) and DTP samples (1 μg of histone extract). Equal loading was monitored using amido black
B membrane stain. Cleaved histone H3 bands are indicated by arrows. (b) Fold-change in protein
expression (Log2) in FPW1 and RKI1 CMPD1-tolerant persisters relative to their parentals. Data are mean
± SEM (n = 3). A paired t-test was performed to test for significance in protein expression between DTPs
and parentals.
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To confirm the changes in K9, K27 and K36 methylations in DTPs observed in 

SWATH-MS, mono-, di- and tri-methylations of these sites were assessed by 

immunoblotting. Immunoblots revealed that DTPs of both cell lines did not exhibit 

significant changes in H3K9 methylation (Figure 4.18a, b). Furthermore, in accordance with 

MS results, H3K27(Me3) increased by 3-fold in FPW1 persisters (p ≤ 0.001) and by 2-

fold in RKI1persisters (p < 0.05) compared to their parental populations (Figure 4.18c, d). 

While methylation at K36 increased (1.6- to 3.2-fold) in DTPs from both cell lines, the 

results did not reach statistical significance (Figure 4.18e, f). 

Figure 4.18 Immunoblot analysis of H3 methylation in parental and CMPD1-tolerant persisters.  
Representative images and quantifications of immunoblots comparing total (a, b) H3K9, (c, d) H3K27 and 
(e, f) H3K36 methylation marks between paired parental (Par) and DTP samples (1 μg of histone extract). 
Equal loading was monitored using amido black B membrane stain. Fold-change in PTM expression (Log2) 
in FPW1 (green) and RKI1 (pink) CMPD1-tolerant persisters (DTPs) relative to their parental cells. Cleaved 
histone H3 bands are indicated by arrows. Data are mean ± SEM (n = 3). A paired t-test was performed 
to test for significance in PTM expression between DTPs and parentals. 

����������

����������

����������

����������

����������

����������

���������

���������

���������

��� ��� ��� ���
FPW1 RKI1

�	
��
�


��� ��� ��� ���
FPW1 RKI1

��� ��� ��� ���
FPW1 RKI1

��

��

� � K
27

(M
e1

)

K
27

(M
e2

)

K
27

(M
e3

)

K
27

(M
e1

)

K
27

(M
e2

)

K
27

(M
e3

)0.5

1

2

4

Fo
ld

-c
ha

ng
e 

in
ex

pr
es

si
on

 (L
og

2)

FPW1 RKI1
p 

< 
0.

00
1

p 
< 

0.
05

K
36

(M
e1

)

K
36

(M
e2

)

K
36

(M
e3

)

K
36

(M
e1

)

K
36

(M
e2

)

K
36

(M
e3

)0.5

1

2

4

8

Fo
ld

-c
ha

ng
e 

in
ex

pr
es

si
on

 (L
og

2)

FPW1 RKI1

K
9(

M
e1

)

K
9(

M
e2

)

K
9(

M
e3

)

K
9(

M
e1

)

K
9(

M
e2

)

K
9(

M
e3

)0.25

0.5

1

2

4

Fo
ld

-c
ha

ng
e 

in
ex

pr
es

si
on

 (L
og

2)

FPW1 RKI1



 88 

As indicated in Figure 4.17 and Figure 4.18, we observed a secondary band in some 

histone H3 blots in DTP groups. This band was found in all total histone H3, H3K27(Me1), 

H3K36(Me1), H3K36(Me2) and H3K36(Me3) blots. The band was not observed in any 

H3K9 blots, however. The secondary histone H3 band has been previously identified as 

the cleaved histone H3 product at threonine residue T22.331 To confirm that the secondary 

H3 band observed is the cleaved product of H3, expression levels of the H3 T22 cleaved 

product were assessed in parental and DTP cells using commercial antibodies (Figure 

4.19a). As expected, the cleaved form of H3 exhibited an increase in DTPs, with almost 

a 3.7-fold increase in FPW1 cells and a 1.8-fold increase in RKI1 cells, on average.  

Cleavage is a form of permanent removal of the gene-activating H3K4 

methylation marks.331 Hence,  we assessed levels of H3K4(Me3), which exhibited a non-

significant 2-fold increase in FPW1 persisters, which is inconsistent with the SWATH 

analysis. By contrast, in agreement with the SWATH data, H3K4(Me3) decreased in RKI1 

persisters to 0.5-fold. However, the results did not reach significance. H3K4(Me3) blots 

lacked the secondary ‘cleaved’ H3 band, as expected (Figure 4.19b).  

Figure 4.19 Immunoblot analysis of H3 cleavage in parental and CMPD1-tolerant persisters. 
(a) Representative images of immunoblots comparing H3K4(Me3) and cleaved H3 (T22) marks between
paired parental (Par) and DTP samples (1 μg of histone extract). Equal loading was monitored using amido
black B membrane stain. (b) Fold-change in PTM expression (Log2) in FPW1 (green) and RKI1 (pink)
CMPD1-tolerant persisters (DTPs) relative to their parental cells. Data are mean ± SEM (n = 3). A paired
t-test was performed to test for significance in protein or PTM expression between DTPs and parentals.

In summary, the immunoblotting data supported the mass spectrometry analysis. 

Methylation at histone H3 lysine residues K27 and K36, histone H3.3 deposition and 

histone H3 cleavage all increased in DTP relative to parental cells. In RKI1 persisters, 

methylation at K4 also decreased. 
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4. 3. Discussion

In the current study, we adapted a SWATH-MS workflow321 that allows for a 

comprehensive and reproducible analysis of histone PTMs. We demonstrate for the first 

time that SWATH-MS is a suitable method for studying changes in histone modifications 

in drug-tolerant cells relative to their untreated counterparts. In our hands, SWATH-MS 

was superior to immunoblotting in terms of quantitation and the amount of information 

acquired. Software such as Spectronaut (Biognosys) contain automated algorithms that 

can analyse DIA datasets but have been reported to fail to identify some modified 

peptides or resolve co-eluting isobaric peptides using unique fragment b+ and y+ ions 

if any.321 Therefore, we performed thorough manual peak identification using Skyline.  

Most of the changes we observed to histone H3 variants and modifications in 

CMPD1-tolerant cells are consistent with the previously published changes in DTP models. 

The most significant increases in histone modifications in DTPs occurred on the canonical 

histone H3.1/3.2 variant peptides containing lysine residues K27 and K36, with both 

sites exhibiting an increase in di- and tri-methylation and a decrease in acetylation. Our 

findings are consistent with observations from targeted PRM-MS studies on erlotinib-

tolerant lung cancer cells.319 Other researchers performed RNA-seq analysis on parental 

and taxane-platin tolerant lung cancer cells to identify upregulated and downregulated 

genes in drug tolerance. RNA-seq was followed with ChIP-seq analysis at differentially 

expressed genes, revealing an increase in K27 methylation at downregulated genes 

(globally across the DTP cell population) and a decrease in K27 methylation at 

upregulated genes in DTPs.154  

SRM-MS assays performed on histones isolated from lung cancer cells, found a 

decrease in gene-repressing K27 methylation at H3.3 in cells tolerant to taxane-platin 

co-treatment compared to parental cells.154 Our data is inconsistent with this finding as 

we observed no changes in H3.3 K27 and K36 methylations, but rather a decrease in 

K36 acetylation at this H3 variant in DTPs. Plausibly, the discrepancies in the H3.3 

modifications observed are a result of the differences in cellular genotypes and 

phenotypes, and the treatment used to derive DTPs.  

Nonetheless, we show for the first time that the levels of histone H3.3 increase in 

DTPs. The increase H3.3 deposition in CMPD1-tolerant persister cells is indicative of 

transcriptional reprogramming.331, 332 ChIP-seq analysis targeted at quiescence NOTCH-

pathway genes in glioblastoma cells tolerant to dasatinib showed that H3K27 

methylation increased and H3K27 acetylation decreased at NOTCH intracellular binding 
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domain (N1ICD)-bound elements, thereby increasing expression of quiescence 

proteins.106 While it may seem paradoxical that methylation on gene-repressing (K27) 

and gene-activating (K36) sites are occurring at the same time, several studies have 

previously reported a bivalency of gene-activating and gene-repressing histone 

methylations. This bivalency results in chromatin being in a ‘poised’ state, where genes 

are expressed at low levels but are poised for rapid activation.333  

As histone H3.3 deposition is associated with aggressive transcriptional 

programming that enables treatment evasion, metastasis and differentiation,332, 334 it is 

postulated that observed increase in H3.3 in DTPs is associated with the activation of 

survival genes in select chromatic regions. RNA sequencing (RNA-seq) analysis on 

parental and DTP cells is required to identify upregulated and downregulated genes. 

This can be followed with ChIP-seq to associate the genes with changes in histone PTMs.  

While this study demonstrated that immunoblotting techniques for studying histone 

PTMs generally lack the ability to detect obscure combinatorial modifications, 

immunoblots revealed the proteolytic cleavage of histone H3 in DTPs. The histone H3 

proteolytic cleavage is involved in oncogene-induced and replicative senescence. 

Moreover, the protease cathepsin L1 (CTSL1) preferentially cleaves the H3.3 variant 

over other H3 variants.331  Ectopic expression of the cleaved product of H3.3 was 

sufficient to induce cell cycle senescence by facilitating transcriptional silencing of Rb/E2F 

target genes. Cleavage is a form of permanent removal of the H3K4 methylation marks, 

as it occurs at threonine residue T22.331 This is consistent with the increase of H3.3 and 

the resultant increase of H3 cleavage observed in DTPs, particularly in FPW1 cells. 

Cleavage was much more marked in FPW1 persisters compared to RKI1 persisters. 

Although cell senescence is generally thought to be irreversible, compared to reversible 

drug-induced cell dormancy,143 this H3 cleavage mechanism may be employed in both 

cellular states. 

We found that RKI1 persister cells exhibited a significant decrease in the gene-

activating H3K4 tri-methylation, which is consistent with previous studies.144, 318, 319 While 

FPW1 persister cells did not exhibit a change in H3K4 methylation, we suspect that the 

large increase in total histone H3 levels could have masked the decrease in abundance 

of this modification. Although not yet substantiated with experimental data in cancer, an 

increase in the overall expression levels of histone H3 is associated with an increase in 

genomic instability and an increase in the lifespan in yeast cells. The authors of these 

studies hypothesise that this genomic instability is similar to that seen in cancers.335, 336 In 

addition, pluripotent embryonic stem cells increase their histone content upon 
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differentiating into neuronal progenitors.337 Hence, the increase in histone content in 

FPW1 cells may contribute to their switch to a less proliferative and drug-tolerant state. 

The data presented in this chapter suggest that the epigenetic mechanisms that 

enable cancer cells to tolerate highly cytotoxic treatments are cell- and drug-specific. 

For example, CMPD1 did not induce the same changes in FPW1 and RKI1 persisters, 

even though they are both glioblastoma cell lines of the mesenchymal subtype. We note 

that RKI1 possess point mutations in the chromatin-remodelling protein ATRX (D808G) 

and the histone lysine methyltransferase KMT3A (R472H), also known as SETD2, an 

enzyme that tri-methylates H3K36 (Table 2.1). Whether these mutations affect protein 

function is unknown. However, an inactive, mutated ATRX may explain the lower H3.3 

deposition in nucleosomes of RKI1 persisters. Inactivating mutations in KMT3A would not 

agree with our findings of increased K36 methylation. Therefore, this mutation either has 

no effect on, or causes a gain-of-function of, KMT3A. Further studies are needed to 

confirm these observations. 

Taken together, these data indicate that drug-tolerant cells exhibit global 

increases in methylations and decreases in acetylation. These changes indicate a 

genetically repressive chromatin state. However, the deposition of histone H3.3 is 

expected to be found at upregulated genes that enable DTP survival, as we see an 

enrichment of this H3 variant in DTPs.  

Several studies reported pharmacological approaches to target DTPs, including 

the inhibition of epigenetic enzymes. In particular, inhibition of proteins that add 

modifications (writers), recognise modifications (readers) and remove modifications 

(erasers) on histones. As histone H3 methylation levels increased in cells tolerant to 

microtubule-targeting agents, we questioned whether inhibition of enzymes in responsible 

for the changes in the histone code would eradicate these cells or prevent their regrowth. 

Hence, we next investigated the levels of histone methylation writers (KMTs) and erasers 

(KDMs) and the histone cleaving enzyme CTSL1 in parentals and DTPs. 
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CHAPTER 5.  PHARMACOLOGICAL ASSESSMENT OF 
HISTONE-MODIFYING ENZYMES AS TARGETS IN CMPD1-
TOLERANT PERSISTERS 

5. 1. Introduction

Having demonstrated that CMPD1-tolerant persisters exhibited global decreases in 

H3K4(Me3), H3K27(Ac) and H3K36(Ac) and increases in H3K27(Me3) and H3K36(Me3) 

(Figure 4.9 and Figure 4.10), we questioned if histone-modifying enzymes govern drug 

tolerance and whether their inhibition can eradicate CMPD1-tolerant cells. 

 Our results indicate an altered activity of the enzymes that add chemical groups 

to histones (writers) or enzymes that reverse post-translational modifications (erasers) 

between the treatment-naïve parental cells and DTP cells. In terms of histone lysine 

methylation, the writers are histone lysine methyltransferases (KMTs), and the erasers are 

histone lysine demethylases (KDMs). In terms of lysine acetylation, the writers are histone 

lysine acetyltransferases (KATs), and the erasers are histone deacetylases (HDACs). 

Indeed, several studies demonstrated the role of KMTs, KDMs and HDACs in drug 

tolerance and showed that their inhibition reduces the number of surviving DTPs. 

Therefore, subsequent sections discuss the role of histone writers and erasers in drug 

tolerance, with a focus on histone H3 methylation.338 

5. 1. 1. Histone H3 lysine methyltransferases and demethylases

The KMT family of proteins is divided into 8 subfamilies (KMT1-8), with each subfamily 

possessing between 2 and 7 isoforms (Figure 5.1). KMT1-3 and KMT5-8 contain the 

Su(var)3–9, Enhancer of Zeste and Trithorax (SET) methyltransferase domain. The SET 

domain, comprising of ~110 amino acids, requires the methyl donor cofactor S-adenosyl-

methionine (SAM) for its methyltransferase activity, with some SET-domain KMTs being 

functional only when complexed with other proteins.339 KMT4, on the other hand, contains 

a seven-beta-strand (7βS) methyltransferase domain; 7βS also requires SAM as a methyl 

donor for its methyltransferase activity. While KMTs possess the catalytic site, they often 

require multi-subunit complexes to optimise their activity and selectivity for histone 

residues.338 

The KMT1 subfamily is comprised of six isoforms (KMT1A-F). The KMT1A-E 

isoforms specifically methylate H3K9 and H3K9(Me1), yielding mono- and di-methylated 

lysine K9, respectively. On the other hand, KMT1F methylates H3K9(Me2), yielding 
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trimethylated H3K9.340 In addition, KMT1C methylates unmodified and mono-methylated 

H3K56 residues during the G1 phase of the cell cycle.341 As this subfamily demethylates 

the H3 lysine residues K9, K27 and K56, KMT1 enzymes are generally gene activating. 

The KMT2 subfamily contains 8 isoforms (KMT2A-H). All members of this 

subfamily, with the exception of the inactive KMT2E isoform, methylate H3K4, thereby 

activating genes.342 Interestingly, each isoform forms complexes with three core subunits: 

WD-repeat protein 5, retinoblastoma binding protein 5 and ASH2L, but further associate 

with other proteins that direct them spatiotemporally. KMT2A or KMT2B participate in 

mono-, di- and, to a much lower extent, tri-methylation of H3K4. By contrast, KMT2C or 

KMT2D mono-methylate H3K4 at distal regulatory enhancers, while KMT2F and KMT2G 

mainly tri-methylate H3K4 at transcription start sites.342 While KMT2E lacks 

methyltransferase activity, it recognises H3K4 and maintains stemness by inhibiting H3.3 

deposition and preventing differentiation.334 KMT2H possess similar activity to KTM2A/B, 

albeit its association with chromatin is independent of the multi-subunit complex; in 

addition, it also displays activity on H3K36(Me1) and H3K36(Me2) substrates.343, 344 

Thus, since members of the KMT2 subfamily demethylate lysine residues K4 and K36, 

their activity is usually gene repressive. 

The KMT3 is comprised of seven isoforms (KMT3A-G). KMT3A (also known as 

SETD2) is a crucial regulator of DNA mismatch repair by methylating H3K36(Me2). 

KMT3A is the only isoform that tri-methylates H3K36. KMT3B, KMT3C, KMT3F and 

KMT3G all methylate unmodified H3K36 and H3K36(Me1), yielding mono- and di-

methylated residues. However, KMT3D mono-, di- and tri-methylates H3K4, whereas 

KMT3E only di- and tri-methylates H3K4.345 

The KMT4 subfamily consists of a unique isoform and is responsible for mono-, di- 

and tri-methylation of H3K79, which plays a crucial role in transcriptional and cell cycle 

regulations.346 Unlike other KMTs, which act on histone H3, the KMT5 subfamily (KMT5A-

C) methylate histone H4 on lysine residue K20.347  

The KMT6 subfamily contains two members: KMT6A (also known as EZH2) and 

KMT6B (also known as EZH1). Both isoforms can mono-, di- and tri-methylate H3K27, 

thereby inducing gene repression. KMT6A and KMT6B are not functionally redundant, as 

each plays a separate role in cell cycle progression by associating with Polycomb 

repressive 2 (PRC2) complexes, which are pivotal regulators of repressive gene states.348 

The core of PRC2 consists of a zinc finger subunit (Suz12) and the embryonic ectoderm 
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development (EED) protein in addition to KMT6A/B; nonetheless, these core subunits can 

form secondary complexes that have distinct functions.349 

The KMT7 subfamily contains one isoform that specifically monomethylates 

H3K4.350 The KMT8 subfamily comprises of 6 isoforms (KMT8A-F), which all act on H3K9. 

KMT8A and KMT8B mono-, di- and tri-methylate H3K9, while KMT8D, KMT8F and KMT8F 

putatively mono-methylate H3K9.351 KMT8C putatively methylate H4K20, although 

further validation of this data is needed.352 

Figure 5.1 histone H3 lysine methyltransferases and their sites of action.  
Histone lysine methyltransferase (KMT) protein subfamilies methylate histone H3. 

The KDM family of proteins is divided into 8 subfamilies (KDM1-8), with most 

subfamilies possessing multiple isoforms (Figure 5.2).2 Members of the KDM1 subfamily 

contain the flavin adenine dinucleotide (FAD)-dependent amine oxidase domain. This 

domain converts the ε-amine of the methylated lysine to an unstable imine that readily 

hydrolyses to formaldehyde. Imine formation requires a lone electron pair in the nitrogen 
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of methyl lysine, and hence, KDM1 cannot demethylate trimethylated lysine residues as 

they contain quaternary amines, which lack lone electron pairs.353 The KDM2-8 

subfamilies contain the catalytic Jumonji C domain (JmjC). JmjC demethylase activity is 

dependent on Fe(II) ions, 2-oxoglutarate (2-OG) and oxygen and involves the 

hydroxylation of the methyl group to formaldehyde, resulting in demethylation. KDMs 

exhibit differential activity on different histone H3 lysine residues.2 

 
Like KMTs, KDMs act selectivity on specific histone lysine residues. The KDM1 

subfamily consists of two isoforms, KDM1A/B. Both isoforms demethylate H3K4(Me1) and 

H3K4(Me2) substrates. Interestingly, when KDM1A forms complexes with androgen 

receptors, it switches its demethylase selectivity to H3K9(Me1) and H3K9(Me2) 

substrates.354 As H3K4 methylation is gene activating and H3K9 methylation is gene 

repressing, the KDM1 subfamily has varying effects on gene expression and is involved 

in regulating cell differentiation and self-renewal.2 

 
 The KDM2 subfamily (KDM2A/B) acts by demethylating the gene activating 

marks, H3K36(Me1) and H3K36(Me2).355 KDM2B is also reported to demethylate 

H3K4(Me3) and represses transcription of ribosomal RNA genes.356 KDM2B also 

H3K79(Me2) and H3K79(Me3) and induces transcriptional repression via sirtuin-1-

mediated chromatin silencing.357 Methylations of histone H3 lysine residues K4, K36 and 

K79, are gene activating (Figure 4.1d), and so, the KDM2 subfamily has an overall gene 

repressing effect. 

 
KDM3A and its two isoforms, KDM3B and KDM3C, all selectively demethylate 

H3K9(Me1) and H3K9(Me2).358 As H3K9 methylation is a prominent marker of 

heterochromatin and inactive genes (Figure 4.1d), the KDM3 subfamily is generally gene-

activating. KDM3A has also been reported to induce gene transcription, independently 

of its histone demethylase activity, by interacting with the ATP-dependent SWI/SNF 

chromatin remodelling complex.359  

 
The KDM4 subfamily is comprised of five isoforms (KDM4A-E). In addition to the 

JmjC domain, KDM4A, KDM4B and KDM4C also contain the plant homeodomain (PHD) 

and Tudor domains.360 By contrast, KDM4D and KDM4E are structurally divergent and 

lack the PHD and Tudor domains. While all five isoforms demethylate H3K9(Me2) and 

H3K9(Me3), only KDM4A-C also demethylate H3K36(Me2) and H3K36(Me3).2, 360 

Paradoxically, while the KDM4 subfamily is involved with directing differentiation during 

development, they are also required for maintaining pluripotent stem cell states.360 In 

addition, KDM4A-C associate with other non-histone proteins, such as KMT1C, SWI/SNF 



 97 

chromatin-remodelling complex, phospho-Rb, or HDAC1-3, to regulate gene expression 

independently of catalytic activity.361-364 

The KDM5 subfamily (KDM5A-D) selectivity demethylate H3K4(Me2) and 

H3K4(Me3). All four isoforms share high sequence homology and contain the ARID 

domain in DNA-binding region and JmjC, JmjN and PHD domains in the histone-binding 

regions. Despite the high homology, KDM5 isoforms differ in their functions and binding 

to other non-histone proteins to regulate gene expression.365 

Figure 5.2 histone H3 lysine demethylases and their sites of actions.  
Histone lysine demethylase (KDM) subfamilies, with distinct lysine demethylation sites on histone H3. 

Similarly, the KDM6 subfamily (KDM6A-C) selectively demethylates H3K27(Me2) 

and H3K27(Me3), thereby leading to gene activation. KDM6A associates with KMT2C 

and KMT2D, which methylate H3K4, and is involved in regulating cell differentiation. 

Therefore, decreases in H3K27 methylation are often associated with increases in H3K4 

methylation.366 
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The KDM7 subfamily (KDM7A-C) are all associated with transcriptional silencing 

during brain development and act specifically on mono- and di-methylated H3K9 and 

H3K27 residues.367 KDM8 is an endopeptidase that is recently reported to have putative 

H3K36(Me2) demethylase activity; however, further validation is needed to confirm its 

demethylase activity in vivo.2 

 

5. 1. 2. Protein targets in drug-tolerant persister cells 

In support of the role of epigenetics in cancer cell survival and relevance to our model of 

DTPs, the histone lysine demethylases KDM3,106, 154 KDM5,106, 144, 153, 318, 368 KDM6106, 

154 and KDM7154 are upregulated in several DTP models and associated with changes in 

histone H3 methylations (Table 5.1).  

 
In melanoma, the increase in KDM5 in DTPs induced the demethylation of 

H3K4(Me3), resulting in slower cell-cycle progression and self-renewal (Figure 4.1d).153, 

368 In dasatinib-tolerant glioblastoma cells, KMT6A expression decreased, and KDM6 

expression increased, both of which increase H3K27 demethylation. The decrease in 

H3K27(Me3) results in a redistribution of repressive chromatin and a slow-cycling stem-

like subpopulation of cells that express higher levels of NOTCH-signalling genes. Cells 

treated with the KDM5/6 inhibitor GSK-J4 and KDM6 CRISPR-knockout cells did not 

exhibit loss of methylation at H3K27 and were less effective at forming DTPs, suggesting 

a dependence on KDM6 for DTP survival.106 In lung cancer, cells tolerant to paclitaxel in 

combination with carboplatin exhibited a global decrease in histone H3K27 methylation. 

However, H3K27 methylation was increased at transcription start sites of down-

regulated pro-apoptotic genes, while H3K4 methylation was decreased.154 Similarly, in 

paclitaxel-tolerant lung cancer cells, KMT6A was upregulated, leading to an increase in 

H3K27(Me3). Treatment with the KMT6 inhibitor UNC1999 resulted in a reduction in the 

number of paclitaxel-tolerant cells.369 Other studies report changes in histone 

deacetylases (HDACs) in drug tolerance, particularly leading to increases in 

H3K27(Ac).106, 144, 319 Additionally, carboplatin monotherapy in ovarian cancer cells 

caused DNA hypermethylation and inhibition of the DNA methyltransferase (DNMT) was 

sufficient to prevent tumour outgrowth in vitro and in vivo.370  

 
Other studies reported the upregulation of metabolic enzymes that modulate 

oxidative phosphorylation and protect cells from reactive oxygen species or pro-survival 

kinases in DTPs. Therefore, therapeutic approaches to eliminate DTPs may include the 

inhibition of epigenetic enzymes that regulate gene expression, protective oxidative 
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enzymes or upregulated pro-survival kinases.143 However, since we demonstrated 

changes in post-translational histone marks, we have focused on the epigenetic targeting 

of glioblastoma cells. 

 

Table 5.1 Reported mechanisms of DTP survival in several cancers.  
DTP: Drug-Tolerant Persisters; KMT: Histone lysine methyltransferase; KDM: Histone lysine demethylase; HDAC: 
histone deacetylase; DNMT: DNA methyltransferase; BRD4: bromodomain 4; ALDH: aldehyde dehydrogenase. 

Drug Cancer cell 
line 

Epigenetic mechanism 
employed by DTPs 

Phenotypic switch 
exhibited by DTPs 

Intervention to 
suppress or 
eliminate 

DTPs 

REF 

Dasatinib Glioblastoma 

Increased KDM3, KDM5, KDM6 
Decreased KMT6A 
Decreased H3K27 methylation  
Increased H3K27 acetylation  

Slow-cycling stem cells 
expressing NOTCH 
quiescence signalling 
pathway proteins 

KDM5/6 
inhibition 

106 

Erlotinib 

Lung 
Increased KDM5 
Decreased H3K4 methylation  
Decreased H3K14 acetylation 

Increased stem cell marker 
CD133 

Dependence on IGF-1R for 
survival 

HDAC 
inhibition  

IGF-1R 
inhibition  

144 

Lung Increased KDM5 mRNA 
Decreased H3K4 methylation Not investigated KDM5 

inhibition 
318 

Lung 

Increased KMT1C, KMT1E, 
KMT6B 

Decreased H3K4 methylation 
Increased H3K9, H3K27 

methylation 
Decreased global H3K 

acetylation 

Increased ALDH 
Activation of interferon 

response/antiviral 
defence genes (LINE-1) 

HDAC 
inhibition  

319 

AZ628 

Melanoma Increased KDM5 mRNA 
Increased H3K4 methylation Not investigated KDM5 

inhibition  
318 

Colon Not investigated 
Activation of interferon 

response and antiviral 
defence genes 

HDAC 
inhibition  

319 

Trametinib Breast 
Increased BRD4 
Increased KDM5B 
Increased KMT6A 

Compensatory MAPK and 
PI3K pathway kinase 
upregulation 

Increased differentiation-
state heterogeneity 

BRD4 and 
PI3K co-
inhibition 

371 

Paclitaxel Breast 
Increased KMT6 
Increased H3K27 methylation at 

transposable elements 

Activation of interferon 
response/antiviral 
defence genes (LINE-1) 

KMT6 
inhibition 

369 

Paclitaxel-
carboplatin Lung 

Increased KDM3B, KDM5B 
Decreased global H3K27 
methylation 

Decreased expression of 
apoptotic genes 

KDM5/6 
inhibition  

154 

Carboplatin Ovarian DNA hypermethylation  
Enrichment for cells 

expressing ALDHHI and 
stemness genes 

DNMT 
inhibition  

370 

Cisplatin 

Colorectal Not investigated 

Increased stem cell marker 
CD133 and CD44 

Dependence on IGF-1R for 
survival 

HDAC 
inhibition 

144 

Lung Not investigated 

Increased stem cell marker 
CD133 and CD44 

Dependence on IGF-1R for 
survival 

HDAC 
inhibition  

IGF-1R 
inhibition  

144 

Melanoma Increased KDM5B Increased oxidative 
phosphorylation proteins 

Mitochondrial 
ATP-
synthase 
inhibition  

153 

   

HDAC inhibitors are comprehensively characterised in glioblastoma cell models 

and are known to increase the expression of the tumour suppressor p21, resulting in cell 

cycle arrest.372 Preclinical trials showed that the pan-HDAC inhibitor SAHA, also known 
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as vorinostat, significantly increase glioblastoma stem cell apoptosis in combination with 

bortezomib.373 However, Phase II trials showed a lack of efficacy of this combination in 

primary glioblastoma patients.374 As HDAC inhibitors have been repeatedly trialled in-

clinical, we focussed on changes in histone methylation writers (KMTs) and erasers (KDMs) 

as these proteins have the potential to be novel druggable targets. 

5. 2. Results

5. 2. 1. Gene expression of histone lysine modifiers in drug-tolerant persisters

To assess whether KMT transcript levels change in DTPs, we performed qPCR analysis on 

treatment-naïve parental cells and CMPD1-derived DTP cells. Transcript levels of 31 

genes encoding the KMT family were normalised to four housekeeping genes (GAPDH, 

ACTB1, rRNA S18 and EEF1A) to monitor for consistent changes in expression. Fold-

change of transcript levels from parental cells (set as 1) to DTP was calculated and 

expressed on a log2 scale. Paired t-tests were performed between transcript levels in 

parental and DTP cells for each primer. 

In FPW1 persister cells (Figure 5.3), normalisation to EEF1A yielded conflicting 

results with the other housekeeping genes. The apparent decrease of most KMT transcript 

levels when normalised to EEF1A suggests that tolerance to CMPD1 increases EEF1A 

expression in FPW1 cells. Therefore, EEF1A normalisation was not further considered. 

When normalised to other three housekeeping genes, 22 KMT genes showed no change 

in expression, and 9 KMT genes were overexpressed in DTPs relative to parentals. 

KMT3E, KMT7, KMT8B, KMT8C and KMT8E transcript levels exhibited 4- to 5-fold 

increases, while KMT2A, KMT6A, KMT8D and KMT8F transcript levels exhibited 2- to 3-

fold increases in DTPs compared to parentals. 

In RKI1 cells (Figure 5.4), normalisation to all housekeeping genes yielded 

consistent results. 17 genes showed no change expression in DTPs relative to parentals. 

11 genes were overexpressed, with KMT3E, KMT7, KMT8B, KMT8C, KMT8D and KMT8E 

transcript levels increasing by 3- to 5-fold, while KMT1F, KMT2A, KMT6A, KMT8A, and 

KMT8F transcript levels increased by 2- to 5-fold in DTPs compared to parentals. By 

contrast, KMT1A and KMT6B decreased by 2-fold while KMT3D transcript levels 

decreased by 4-fold in DTPs relative to parentals. 
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Figure 5.3 Transcript levels of histone lysine methyltransferases in CMPD1-tolerant FPW1 cells.  
KMT gene expression levels in parental and CMPD1-tolerant FPW1 cells (DTP) normalised to GAPDH, 
ACTB1, rRNA S18 or EEF1A. Expression levels in DTPs are expressed as fold-change (Log2) relative to 
parental. Data are mean ± SEM (n= 2-3). 
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Figure 5.4 Transcript levels of histone lysine methyltransferases in CMPD1-tolerant RKI1 cells.  
KMT gene expression levels in parental and CMPD1-tolerant RKI1 cells (DTP) normalised to GAPDH, 
ACTB1, rRNA S18 or EEF1A. Expression levels in DTPs are expressed as fold-change (Log2) relative to 
parental. Data are mean ± SEM (n= 2-3). 
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Next, transcript levels of 22 genes encoding the KDM family were analysed and 

normalised to the four housekeeping genes (GAPDH, ACTB1, rRNA S18 and EEF1A). In 

FPW1 persister cells (Figure 5.5), KDM4D and KDM4E transcript levels increased by 5- 

and 10-fold, respectively, while transcript levels of the remaining 20 KDMs remained 

unchanged relative to parental cells. In RKI1 cells (Figure 5.6), KDM4D and KDM4E 

transcript levels increased by 5- and 10-fold relative to parentals, respectively. 

Moreover, KDM3C and KDM4D transcript levels increased by 6- to 8-fold, albeit with 

considerable variability. 

As KDM4E exhibited the largest increases in DTPs derived from both cell lines, 

we validated expression levels of KDM4D and KDM4E transcripts in FPW1 and RKI1 

parental and persister cells using orthogonal primers (Figure 5.7a). The orthogonal KDM4D 

primer showed no difference in expression between parentals and DTPs, while two 

orthogonal KDM4E primers confirmed the significant increase in KDM4E levels in DTPs 

compared to parentals. Furthermore, we performed immunoblot analysis on whole-cell 

lysates obtained from parental and CMPD1-tolerant FPW1 cells (Figure 5.7b). On a 

protein level, the expression of KDM4D decreased to 0.4-fold (p < 0.001), while the 

expression of KDM4E increased to 2.3-fold in DTPs relative to parental cells (Figure 5.7c). 

In summary, expression levels of KMTs and KDMs vary considerably in CMPD1-

tolerant cells compared to treatment-naïve cells. Overall, we observed more increases in 

KMT transcripts relative to KDM transcripts, which may explain the overall increase in 

histone H3 methylation in DTPs as per SWATH-MS (Figure 4.9, Figure 4.10). Furthermore, 

orthogonal KDM4D primers demonstrated either an increase or no change in expression 

levels, whereas immunoblots revealed that KDM4D protein decreases DTPs relative to 

parentals. On the other hand, three orthogonal KDM4E primers yielded consistent 

increases in DTPs relative to parentals, and the results agreed with the immunoblot 

analysis of KDM4E levels. 
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Figure 5.5 Transcript levels of histone lysine demethylases in CMPD1-tolerant FPW1 cells.  
KDM gene expression levels in parental and CMPD1-tolerant FPW1 cells (DTP) normalised to GAPDH, 
ACTB1, rRNA S18 or EEF1A. Expression levels in DTPs are expressed as fold-change (Log2) relative to 
parental. Data are mean ± SEM (n= 3-5). 
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Figure 5.6 Transcript levels of histone lysine demethylases in CMPD1-tolerant RKI1 cells.  
KDM gene expression levels in parental and CMPD1-tolerant RKI1 cells (DTP) normalised to GAPDH, 
ACTB1, rRNA S18 or EEF1A. Expression levels in DTPs are expressed as fold-change (Log2) relative to 
parental. Data are mean ± SEM (n= 3-5). 
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Figure 5.7 Confirmation of KDM4D and KDM4E transcript changes in drug-tolerant cells. 
(a) KDM gene expression levels in parental and CMPD1-tolerant cells (DTP) normalised to GAPDH, ACTB1,
rRNA S18 or EEF1A. Expression levels in DTPs are expressed as fold-change (Log2) relative to parental.
Data are mean ± SEM (n= 3-4). (b) Representative immunoblots and (c) quantification of KDM4D and
KDM4E in FPW1 parental and DTP cells. Data are mean ± SEM (n= 5).

5. 2. 2. Screening epigenetic probes against parental and persister cells

To further investigate the role of epigenetic enzymes, we screened a library of epigenetic 

probes† obtained from the Structural Genomics Consortium (SGC, University of Oxford) 

and selective KDM5 and KDM6 inhibitors from our collaborator Prof. Paul Brennan 

(University of Oxford), against parental and DTP cells. DTP cells were derived from 14-

day treatment with CMPD1 or tivantinib (Figure 5.8a). The library contained inhibitors 

targeting a variety of epigenetic enzymes including KMTs, KDMs, peptidyl arginine 

deiminase (PAD4) and protein arginine methyltransferases (PRMTs), chromodomain 

(histone methyl reader) proteins, histone lysine acetyltransferase (KAT) and bromodomain 

(histone acetyl readers) proteins. Cells were treated at IC90 concentrations for 5 days to 

achieve significant target engagement as recommended by the SGC. Cell viability was 

measured using CellTitre Blue and expressed as a percentage (%) of untreated controls 

(Figure 5.8b). 

Out of the 38 inhibitors tested, two KMT and three KDM inhibitors reduced the 

viability of parental or persister cells in both cell lines. In the FPW1 cell line, both CMPD1- 

and tivantinib-tolerant persister cells were sensitive to UNC1999, a dual KMT6A/KMT6B 

† An epigenetic probe is a well-characterised inhibitor of a specific epigenetic enzyme and can be used 
to study the biological role of that enzyme at certain concentrations. 
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inhibitor, displaying 52.4% and 54.4% cell viability relative to untreated controls, 

respectively. By contrast, parental FPW1 cells were not as sensitive to UNC1999, with 

80% cell viability relative to untreated controls. In the RKI1 cell line, CMPD1-tolerant 

persisters were moderately sensitive to GSK343, a selective KMT6A inhibitor (62.1% 

viability), whereas tivantinib-tolerant persisters were less sensitive (71.8% viability). 

Parental cells were not affected (102.2% viability). RKI1 cells were more sensitive to 

UNC1999 treatment than FPW1 cells. UNC1999 reduced the viability of both CMPD1- 

and tivantinib-tolerant persister cells to 42%, while also reducing the viability of parental 

cells to 73.2% compared to untreated controls. 

QC6352, a KDM4 inhibitor, significantly reduced the viability of parental FPW1 

cells to 19% but had a weak effect on FPW1 cells tolerant to CMPD1 (75.6% viability) 

and tivantinib (88.6% viability). Similarly, QC6352 reduced the viability of parental 

RKI1 cells to 37.8% but had a weak effect on RKI1 cells tolerant to CMPD1 (76.1% 

viability) and tivantinib (69% viability). The selective KDM6 inhibitor, KDOBA-67a, 

decreased the viability of parental, CMPD1-tolerant and tivantinib-tolerant persister 

FPW1 cells to 32.5%, 42.5% and 47.1%, respectively, relative to untreated controls. 

Similarly, KDOBA-67a diminished the viability of parental, CMPD1-tolerant and 

tivantinib-tolerant persister RKI1 cells to 32.5%, 42.5% and 47.1%, respectively, relative 

to untreated controls. The dual KDM5/6 inhibitor, GSK-J4, reduced the viability of 

parental, CMPD1-tolerant and tivantinib-tolerant FPW1 cells to 44.5%, 37.6% and 

61.8%, respectively. Similarly, GSK-J4 diminished the viability of parental, CMPD1-

tolerant and tivantinib-tolerant RKI1 cells to 41.5%, 37.2% and 67.0%, respectively. 

In addition, the KAT2A/B inhibitor, L-Moses, and the BRD4 bromodomain inhibitor, 

JQ1, reduced the viability of parental FPW1 cells to 51.3% and 47.8%, respectively, 

but had little to no effect on DTP cell viability relative to controls. The PAD4 inhibitor, 

GSK484, decreased the viability of RKI1 parental cells to 54% relative to untreated 

controls. In summary, parental glioblastoma cell lines were sensitive to the KDM4, KDM5 

and KDM6 inhibitors, while DTPs were sensitive to KMT6, KDM5 and KDM6 inhibitors. 
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Figure 5.8 Effect of epigenetic probes on the viability of parental and drug-tolerant cells. 
(a) Drug-tolerant cells were derived from treatment with CMPD1 or tivantinib (25 μM) for 14 days.
Treatment-naïve parental cells, CMPD1-tolerant cells and tivantinib-tolerant cells, from both the FPW1 and
RKI1 cell lines, were treated with epigenetic probes for 5 days and cell viability was measured at Day 5
using CellTitre Blue. (b) Heatmap displaying mean values of FPW1 and RKI1 cell viability relative to
untreated controls (%) (n = 3). The SEM between biological repeats did not exceed 20% of the mean.
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To establish the efficacy metrics of the KMT and KDM inhibitors that reduced 

viability of parental or DTP glioblastoma cells (Figure 5.8), 5-day concentration-response 

viability assays were performed on parental cells and CMPD1-tolerant cells, as per the 

GR method. GR viability curves and metrics for UNC1999 (KMT6 inhibitor), QC6352 

(KDM4 inhibitor), GSK-J4 (KDM5/6 inhibitor) and KDOBA-67a (KDM6 inhibitor) are 

shown for FPW1 (Figure 5.9) and RKI1 (Figure 5.10) cell lines. Unpaired t-tests were 

performed between corresponding GR metrics of each inhibitor in parental versus DTP 

cells. 

Figure 5.9 Assessment of FPW1 cell sensitivity to KMT and KDM inhibitors. 
(a) Chemical structures, protein targets and in vitro IC50 of UNC1999, GSK-J4, KDOBA-67a and GSK-J4
(REFs a375, b376, c377 and d378-380). (b) Parental and CMPD1-tolerant (DTP) FPW1 cells were treated with
epigenetic probes for 5 days. Concentration-response curves for CMPD1 and tivantinib were measured
using CellTitre-Blue viability assays. (c) GR metrics for parental and DTPs were calculated using the online
GRcalculator tool. Data represent mean ± SEM (n = 3-5). Unpaired t-tests of corresponding GR metrics
between parental and DTP cells were performed (* p < 0.05, **** p < 0.0001).

In the FPW1 cell line, parental and DTP cells were equally sensitive to UNC1999, 

GSK-J4 and KDOBA-67a and no significant differences were detected between 

corresponding GR metrics in parentals and DTPs (all p > 0.05) (Figure 5.9b). For the KDM4 
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GRmax -0.32 ± 0.079 -0.38 ± 0.061 -0.34 ± 0.056 -0.08 ± 0.064

hGR 4.03 ± 0.970 2.92 ± 0.375 2.42 ± 0.431 1.20 ± 0.204
GRAOC 0.42 ± 0.072 0.39 ± 0.025 0.49 ± 0.044 0.89 ± 0.069

Drug UNC1999 GSK-J4 KDOBA-67a QC6352
GR50 6.80 ± 0.245 10.35 ± 4.681 4.53 ± 1.439   0.49 ± 0.140 ****
GRmax -0.26 ± 0.050 -0.25 ± 0.030 -0.05 ± 0.119    0.26 ± 0.013 *

hGR 5.00 ± 0.000 2.84 ± 1.085 1.62 ± 0.351 1.15 ± 0.238
GRAOC 0.40 ± 0.154 0.26 ± 0.134 0.40 ± 0.154 0.41 ± 0.006

Target(s) KMT6 KDM5/6 KDM6 KDM4

IC50 2-45 nMa 65 nMb 240 nMc 35-104 nMd

a
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inhibitor QC6352, both the GR50 (25-fold, p < 0.0001) and GRmax (0.26 vs. -0.08, p < 

0.05) were significantly higher in DTPs compared with parental cells (Figure 5.9c).  

Similar results were observed in RKI1 cells (Figure 5.10b). The KMT6 inhibitor 

UNC1999 exhibited the same GR50 in parental and DTP cells; however, its maximal 

efficacy value (GRmax) was significantly lower in DTPs compared to parentals (-0.58 vs. 

-0.23, p < 0.01) indicating that drug-tolerant cells are more sensitive to KMT6 inhibition.

GSK-J4 and KDOBA-67a had similar effects on parentals and DTPs with no significant

differences in their GR metrics (all p > 0.05). For QC6352, both GR50 (more than 500-

fold, p < 0.00001) and GRmax (0.61 vs. 0.28, p < 0.01) were significantly higher in DTPs

compared with parental cells.

Figure 5.10 Assessment of RKI1 cell sensitivity to KMT and KDM inhibitors. 
(a) Chemical structures, protein targets and in vitro IC50 of UNC1999, GSK-J4, KDOBA-67a and GSK-J4
(REFs a375, b376, c377 and d378-380). (b) Parental and CMPD1-tolerant (DTP) FPW1 cells were treated with
epigenetic probes for 5 days. Concentration-response curves for CMPD1 and tivantinib were measured
using CellTitre-Blue viability assays. (c) GR metrics for parental and DTPs were calculated using the online
GRcalculator tool. Data represent mean ± SEM (n = 3-5). Unpaired t-tests of corresponding GR metrics
between parental and DTP cells were performed (** p < 0.01, ***** p < 0.00001).

b

c
10-310-210-1100 101 102 103

Concentration (µM)
10-3 10-2 10-1 100 101 102

Concentration (µM)

-1.0

-0.5

0.0

0.5

1.0

1.5

10-3 10-2 10-1 100 101 102

Concentration (µM)

G
R

 v
al

ue

Parental
DTPs

RKI1 cells

Parental cells

CMPD1-tolerant cells

a

N
H

O

O

NN

N

N

GSK-J4

N
H

OH

NN

N

N

KDOBA-67a

N

N
N

N

NH

NH

OO

N

UNC1999

N

O

HO

NH

N

QC6352

Target(s) KMT6 KDM5/6 KDM6 KDM4

IC50 2-45 nMa 65 nM - 6 µMb 240 nMc 35-104 nMd

10-410-310-210-1100 101 102

Concentration (µM)

Drug UNC1999 GSK-J4 KDOBA-67a QC6352
GR50 5.38 ± 0.321 3.42 ± 0.285 2.47 ± 0.485 0.11 ± 0.028
GRmax -0.23 ± 0.025 -0.32 ± 0.059 -0.19 ± 0.055 0.28 ± 0.039

hGR 5.00 ± 0.000 1.65 ± 0.159 2.71 ± 0.574 1.33 ± 0.162
GRAOC 0.33 ± 0.034 0.37 ± 0.021 0.44 ± 0.063 0.44 ± 0.057

Drug UNC1999 GSK-J4 KDOBA-67a QC6352
GR50 6.09 ± 1.865 3.33 ± 1.578 5.44 ± 1.556 > 50.0 *****
GRmax -0.58 ± 0.094 ** -0.56 ± 0.043 -0.22 ± 0.213     0.61 ± 0.012 **

hGR 1.89 ± 1.003 1.86 ± 0.404 3.14 ± 1.267 1.10 ± 0.253
GRAOC 0.38 ± 0.042 0.46 ± 0.095 0.44 ± 0.167 0.23 ± 0.005
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 Since the KMT6 inhibitor UNC1999 significantly reduced cell viability of CMPD1-

tolerant persisters, particularly in the RKI1 cell line, we performed further viability assays 

testing other KMT6 inhibitors GSK126, CPI-169, CPI-1205 and tazemetostat in FPW1 

(Figure 5.11) and RKI1 (Figure 5.12) cell lines. While all tested KMT6 inhibitors share a 

pyridonemethyl-amide motif, they possess unique structural features. UNC1999 contains 

an indazole core and GSK126 possesses a benzopyrrole core; however, both compounds 

contain the pyridine-2-yl-piperazine tail (Figure 5.11). CPI-169 and CPI-1205 also contain 

a benzopyrrole core but have different motifs on the nitrogen atom of benzopyrrole and 

lack the pyridine-2-yl-piperazine tail. Additionally, these two inhibitors have the 

pyridonemethyl-amide group positioned on pyrrole moiety of the benzopyrrole core in 

comparison to UNC1999 and GSK126. Lastly, tazemetostat contains an entirely different 

scaffold based on the pyridonemethyl-amide motif.348 

 
In the FPW1 cell line, GSK126 had a GR50 of 15.5 μM in parental cells and 6.56 

μM in DTP cells (p < 0.05). CPI-169, CPI-1205 and tazemetostat were equally potent 

and efficacious in parental and DTP cells (Figure 5.11b). Notably, both CPI-169 and CPI-

1205, which lack the pyridine-2-yl-piperazine tail, were less efficacious on both parental 

and DTP cells, compared to UNC1999 and GSK126. Tazemetostat, which further lacks 

the benzopyrrole core, had no effect on parental or DTP cell viability relative to 

untreated controls (GR50 > 50 μM) (Figure 5.11c). 
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Figure 5.11 Assessment of FPW1 cell sensitivity to orthogonal KMT6 inhibitors. 
(a) Chemical structures, protein targets and in vitro IC50 of GSK126, CPI-169, CPI-1205 and tazemetostat
(REFs a381, b382, c383 and d384). (b) Parental and CMPD1-tolerant (DTP) FPW1 cells were treated with
epigenetic probes for 5 days. Concentration-response curves for CMPD1 and tivantinib were measured
using CellTitre-Blue viability assays. (c) GR metrics for parental and DTPs were calculated using the online
GRcalculator tool. Data represent mean ± SEM (n = 3). Unpaired t-tests of corresponding GR metrics
between parental and DTP cells were performed (* p < 0.05).

In the RKI1 cell line, CMPD1-tolerant cells were somewhat more sensitive to KMT 

inhibition than parental cells (Figure 5.12b). GSK126 was more potent (GR50 5.5 vs. 7.4 

μM, p = 0.1) and significantly more efficacious (GRmax -0.57 vs. -0.21, p < 0.05) in DTP 

cells compared to parentals. CPI-169 was more potent (GR50 9.8 vs. > 50 μM, p < 

0.001) and efficacious (GRmax 0.37 vs. 0.49, p = 0.07) in DTPs than parental cells. 

Similarly, CPI-1205 was more potent (GR50 10.3 vs. 23.7 μM, p = 0.1) and efficacious 

(GRmax 0.31 vs. 0.67, p = 0.05) in DTPs than parental cells. Tazemetostat potency and 

efficacy did not differ between parental and DTP cells (p > 0.05) (Figure 5.12c).  
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Figure 5.12 Assessment of RKI1 cell sensitivity to orthogonal KMT6 inhibitors. 
(a) Chemical structures, protein targets and in vitro IC50 of GSK126, CPI-169, CPI-1205 and tazemetostat
(REFs a381, b382, c383 and d384). (b) Parental and CMPD1-tolerant (DTP) FPW1 cells were treated with
epigenetic probes for 5 days. Concentration-response curves for CMPD1 and tivantinib were measured
using CellTitre-Blue viability assays. (c) GR metrics for parental and DTPs were calculated using the online
GRcalculator tool. Data represent mean ± SEM (n = 3). Unpaired t-tests of corresponding GR metrics
between parental and DTP cells were performed (* p < 0.05, *** p < 0.001).

In summary, these data suggest that DTP cells are somewhat more sensitive to 

KMT6 inhibition than the parental cells. However, the effectiveness of the two structurally 

related inhibitors, UNC1999 and GSK126, relative to the other KMT6 inhibitors, suggest 

potential off-targets. On the other hand, KDM4 inhibition resulted in potent cytostatic 

effects on parental cells but had no effect on DTP cells. KDM6 inhibition was effective in 

both parental and DTP glioblastoma cells. Nonetheless, all epigenetic probes tested 

failed to achieve complete killing (GRmax = -1) of the entire cell population. Therefore, 

we questioned whether these drugs could eradicate DTPs in combination with CMPD1. 
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5. 2. 3. Combination studies of CMPD1 and epigenetic probes

To assess drug-drug interactions between CMPD1 and KMT6, KDM6 or KDM4 inhibitors, 

the anti-proliferative effects of drug combinations were assessed in 5-day viability 

assays employing FPW1 and RKI1 cells. Serial dilutions of CMPD1 were combined with 

serial dilutions of the KMT6 inhibitor UNC1999, KDM5/6 inhibitor GSK-J4, KDM6 

inhibitor KDOBA-67a and KDM4 inhibitor QC6352, following the Chou-Talalay 

method.301 Combination Index (CI) was calculated using the CompuSyn software (BioSoft) 

at 50% (CI50), 25% (CI75) and 10% (CI90) cell viability relative to the control. CI values 

between 0 and 1 indicate synergism, equal to 1 indicate an additive effect, and greater 

than 1 indicate antagonism in the inhibitor combination.301 

Figure 5.13 Chou-Talalay analysis of CMPD1 and epigenetic probes in combinations. 
CMPD1 combination with UNC1999, GSK-J4, KDOBA-67a or QC6352 in (a) FPW1 and (b) RKI1 cells. 
Combination indices (Cis) were calculated at 50%, 75% and 90% dose inhibitory values from replicate 
CellTitre-Blue viability assays. Data are mean ± SEM (n = 3-5). 

In FPW1 cells (Figure 5.13a), the effect of UNC1999 on cell viability was additive 

(CI = 1) with CMPD1 at CI50 and weakly synergistic (CI = 0.5–0.8) at CI75 and CI90. 

GSK-J4 showed weak antagonism (CI = 1.3), additivity (CI = 1) and weak synergism (CI

= 0.6) with CMPD1 at CI50, CI75, and CI90, respectively. KDOBA-67a had additive effects 

(CI = 1) with CMPD1 at all concentrations. QC6352 was antagonistic with CMPD1 at 

CI50 ( = 1.4) and additive at CI75 and CI90 (=1). 

In RKI1 cells (Figure 5.13b), UNC1999 was antagonistic at CI50 (CI = 1.5), and 

synergistic (CI = 0.5–0.9) at CI75 and CI90 in combination with CMPD1. GSK-J4 was 

additive to weakly synergistic (CI = 0.8–1) in combination with CMPD1 at all 
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concentrations, while KDOBA-67a was weakly antagonistic (CI = 1.1–1.2) at all 

concentrations. QC6352 exhibited strong antagonism (CI = 1.8) at CI50 in combination 

with CMPD1 while displaying additive (CI = 1) and synergistic (CI = 0.5) effects CI75 

and CI90, respectively. In summary, CMPD1 in combination with the KMT6 inhibitor 

UNC1999 or KDM4 inhibitor QC6352 had synergistic effects, while the combination with 

the KDM5/6 inhibitor GSK-J4 and KDM6 inhibitor KDOB-67a had an overall additive 

effect in 5-day viability assays. 

As the onset of epigenetic changes is generally slow,385 we also performed long-

term viability assays. Cells were treated with epigenetic probes for 14 days and stained 

with Nuclear-ID Red DNA stain. As the epigenetic probes are not cytotoxic to treatment-

naïve parental cells at the recommended concentrations, cells were seeded at low density 

to prevent over-confluence. Fold-changes in cell numbers were calculated relative to the 

initial cell number on Day 0 (set as 1).  

Treatment of FPW1 cells (Figure 5.14a) with the KMT6 inhibitors UNC1999 and 

GSK-343, or KDM6 inhibitor KDOBA-67a did not significantly change the number of 

cells at Day 14 relative to vehicle (DMSO), implicating that these inhibitors do not 

attenuate glioblastoma cell proliferation as single agents. By contrast, the KDM5/6 

inhibitor GSK-J4 reduced the number of cells at the end of the treatment. At Day 14, 

cells treated with DMSO exhibited a 12-fold increase in number relative to Day 0, while 

cells treated with GSK-J4 had a 6-fold increase (p < 0.05). Treatment with the KDM4 

inhibitor QC6352 had a strong cytostatic effect, with a strongly significant difference in 

the number of cells Day 14 compared to vehicle (1.4-fold vs. 12-fold, p < 0.01), in both 

cell lines (Figure 5.14b). 

Similar trends were observed in RKI1 cells (Figure 5.14a). Treatment with 

UNC1999, GSK-343, GSK-J4 or KDOBA-67a, had no effect on the number of cells at 

Day 14 relative to vehicle (DMSO). On the other hand, treatment with QC6352 had a 

strong cytostatic effect, with a significant difference in the number of cells at Day 14 

compared to vehicle (1.5-fold vs. 15-fold), in both cell lines (Figure 5.14b). 
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Figure 5.14 Long-term effect of KMT and KDM inhibition on glioblastoma cell proliferation.  
FPW1 and RKI1 cells were treated with vehicle (DMSO), UNC1999, GSK343, QC6352, GSK-J4 or 
KDOBA-67a for 14 days. Cells were stained with Nuclear-ID red on Day 0 and Day 14. (a) Representative 
images and (b) quantification of cells on Day 0 (set as 1) and Day 14. Data are mean ± SEM (n = 3-7). 
One-way ANOVA was performed between untreated (DMSO) and treated cells at Day 14 was 
performed. 

To assess the effect of KMT6, KDM4 and KDM6 inhibition on the number of 

surviving CMPD1-tolerant persisters, FPW1 and RKI1 cells were treated with CMPD1 for 

14 days in the presence or absence of UNC1999, GSK343, QC6352, GSK-J4 or 

KDOBA-67a (Figure 5.15a). Cells were seeded at a higher density, and the number of 

surviving cells was quantified at Day 14 relative to cells at Day 0 (set as 1). In both cell 

lines, the number of CMPD1-tolerant cells was reduced to 0.25- to 0.3-fold relative to 

Day 0, which represents ~30% of surviving cells and is consistent with data reported in 

Chapter 4). Cells treated with CMPD1 in combination with the epigenetic probes 

exhibited a reduction to 0.25-to 0.45-fold in cell number relative to Day 0, with no 

statistically significant differences between any of the treatment groups (Figure 5.15b).  
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Figure 5.15 Long-term effect of KMT and KDM inhibition on DTP survival. 
FPW1 and RKI1 cells were treated with CMPD1 in combination with UNC1999, GSK343, QC6352, GSK-
J4 or KDOBA-67a for 14 days. Cells were stained with Nuclear-ID red on Day 0 and Day 14. (a) 
Representative images and (b) quantification of cells on Day 0 (set as 1) and Day 14. Data are mean ± 
SEM (n = 3-7). 

Finally, we performed clonogenic outgrowth assays to test the effect of co-

treatment with CMPD1 and KMT/KDM-inhibitors on the recovery of drug-tolerant cells. 

FPW1 and RKI1 cells were treated with the KMT6 inhibitors UNC1999 and GSK126, the 

KDM5/6 inhibitor GSK-J4 or the KDM4 inhibitor QC6352 in the presence or absence of 

CMPD1 at clinically plausible concentrations (300 and 500 nM) for 14 days. Cells were 

then allowed to recover in drug-free media for an additional 14 days. Recovered 

colonies were stained at Day 28. 

In the FPW1 cell line (Figure 5.16a), treatment with 300 and 500 nM of CMPD1 

resulted in a reduction in the number of colonies to 70% and 60%, respectively, relative 

to untreated controls (set as 100%). Co-treatment with the KMT6 inhibitors UNC1999 

and GSK126 weakly potentiated the inhibition of colony formation by CMPD1 at 500 

nM, as the relative number of colonies reduced to 30% and 20%, respectively. GSK-J4 

reduced the number of colonies to 20% relative to controls and was effective with and 

without co-treatment with CMPD1. The KDM4 inhibitor QC6352 resulted in the total 

inhibition of colony formation with and without co-treatment with CMPD1 (Figure 5.16b).  
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Figure 5.16 Effect of KMT and KDM inhibition on CMPD1-tolerant FPW1 cell recovery.  
FPW1 cells were treated with CMPD1 in combination with UNC1999, GSK343, GSK-J4, KDOBA-67a or 
QC6352 for 14 days. Cells recovered in drug-free media for an additional 14 days and colonies were 
stained. (a) Representative images and (b) quantification of colonies. Data are mean ± SEM (n = 2-3). 

In the RKI1 cell line (Figure 5.17a), treatment with 300 and 500 nM of CMPD1 

resulted in a reduction in the number of colonies to 80% and 40%, respectively, relative 

to untreated controls (set as 100%). Co-treatment with the KMT6 inhibitors UNC1999 

and GSK126 did not increase the killing-efficacy of CMPD1 in these cells. However, the 

data was variable and, therefore, inconclusive. GSK-J4 reduced the number of colonies 

to 20% relative to controls and prevented colony formation at 300 and 500 nM of 

CMPD1. The KDM4 inhibitor QC6352 resulted in complete inhibition of colony formation 

with and without co-treatment with CMPD1 (Figure 5.17b). 

In conclusion, the tested epigenetic probes failed to eliminate DTPs or prevent 

their formation. However, our data suggest that treatment with GSK-J4, and to a greater 

extent, QC6352, is able to prevent DTP recovery. 
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Figure 5.17 Effect of KMT and KDM inhibition on CMPD1-tolerant RKI1 cell recovery. 
FPW1 cells were treated with CMPD1 in combination with UNC1999, GSK343, GSK-J4, KDOBA-67a or 
QC6352 for 14 days. Cells recovered in drug-free media for an additional 14 days and colonies were 
stained. (a) Representative images and (b) quantification of colonies. Data are mean ± SEM (n = 2-3). 

5. 2. 4. Cathepsin L1 in drug tolerance

In our immunoblot analysis of histone modifications, we observed a marked increase in 

histone H3 cleavage in DTP cells relative to parental cells (Figure 4.19). Following this 

observation, we investigated the role of the histone cleaving enzyme cathepsin L1 (CTSL1) 

in tolerance of glioblastoma cells to CMPD1.  

To assess whether CTSL1 levels change in DTPs, we analysed CTSL1 expression 

in parental and CMPD1-tolerant FPW1 and RKI1 cells (Figure 5.18a), using Hsp90 as a 

loading control. Cathepsin L1 is activated by autolysis and has two preliminary forms, 

pro-cathepsin and intermediate cathepsin, which vary in molecular mass and thus, can be 

identified on immunoblots.386 Both cell lines expressed low levels of pro-cathepsin L1 (top 

band) and intermediate forms (middle band) and high levels of mature active form 

(bottom band) of CTSL1. The levels of CTSL1 increased to 1.25-fold, although the results 

were variable and did not reach statistical significance (Figure 5.18b). 
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Figure 5.18 Levels of CTSL1 expression in parental and CMPD1-tolerant cells.  
Immunoblot analysis of CTSL1 (30 μg of total protein) in parental (Par) and CMPD1-tolerant (DTP) 
whole-cell lysates. Hsp90 was used as a loading control. (a) Representative immunoblots and (b) 
quantification presented as fold change relative to parental (set as 1) are shown. Data are mean ± 
SEM (n = 3). 

While CTSL1 levels did not change significantly in DTPs, its activity may still be 

altered by regulating enzymes. Therefore, to identify the effect of the CTSL1 inhibition, 

FPW1 cells treated with vehicle (DMSO) or CTSL1 inhibitor (CTSL-i) were stained with 

Nuclear-ID Red DNA stain at Day 0 and Day 14. CTSL-i did not change the number of 

cells at the end of the treatment when compared with vehicle (DMSO) (Figure 5.19a), with 

both treatment groups increasing in number by approximately 35-fold (Figure 5.19b). 

Next, to identify the effect of CTSL1 inhibition on DTP cell survival, FPW1 and RKI1 cells 

were treated with CMPD1 for 14 days in the presence or absence of CTSL-i (1, 3 and 5 

μM) (Figure 5.19c). This combination did not change the number of surviving DTP cells 

relative to CMPD1 alone, with all treatment groups reducing the number of cells to 0.25- 

to 0.3-fold relative to Day 0 (~ 30% surviving cells) (Figure 5.19d). Together, these results 

suggest that CTSL1 does not contribute to the maintenance of drug-tolerant states. 
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Figure 5.19 Effect of CTSL inhibition on DTP survival. 
FPW1 and RKI1 cells were treated with CMPD1 in combination with CTSL-i for 14 days. Cells were stained 
with Nuclear-ID red on Day 0 and Day 14. (a) Representative images and (b) quantification of cells on 
Day 0 (set as 1) and Day 14. Data are mean ± SEM (n = 3). 

5. 3. Discussion

The research presented in this chapter assessed the potential of histone lysine 

methyltransferases and demethylases as novel druggable targets in glioblastoma, 

particularly to prevent tumour regrowth. We found that CMPD1-tolerant persisters 

display differential expression of KMT and KDM genes, providing evidence for the role 

of epigenetic enzymes in drug tolerance. Notably, DTPs exhibited more increases in KMT 

transcript levels when compared to KDM transcript levels, consistent with the global 

increases in methylation observed in SWATH-MS analysis (Chapter 4).  

However, we did not identify direct correlations between the changes in KMT and 

KDM transcript levels and the corresponding H3 lysine residues upon which the protein 

products act. Further validation of KMT and KDM expressions is needed on the transcript 

and protein levels to confirm any changes in DTPs. Notably, KMT and KDM enzyme 

activity is influenced by cellular metabolism and the availability of cofactors such as SAM 

and 2-OG, which are involved in the Krebs, folate and methionine cycles and other 

fundamental metabolic pathways.387 As several studies have demonstrated that DTPs 
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switch to oxidative metabolism,145, 152, 153 it is plausible that KMT and KDM activity is 

changing as a result, leading to the changes in histone modifications observed in DTPs 

(Table 4.2).388 

Although changes in KMT6 transcript levels were negligible, DTP cells 

demonstrated increased sensitivity to some KMT6 inhibitors when compared to treatment-

naïve cells. The KMT6 inhibitor UNC1999 attenuated cell proliferation at 10 μM and 

was cytotoxic to cells at 50 μM. However, these concentrations are significantly higher 

than the recommended target engagement concentration of 3 μM (Figure 5.9, Figure 5.10). 

Similarly, the structurally related UNC1999 analogue, GSK126, induced a similar 

response in glioblastoma cells to UNC1999, with DTPs being more sensitive to GSK126 

than parental cells (Figure 5.11, Figure 5.12). The orthogonal KMT6 inhibitors CPI-169, CPI-

1205 and tazemetostat had little to no effect on the viability of parental and CMPD1-

tolerant cells. 

Figure 5.20 Structural comparison of KMT6 inhibitors. 

The inconsistent sensitivity of glioblastoma cells to KMT6 inhibitors suggests that 

the efficacy of UNC1999 and GSK126 is not related to KMT6 inhibition. This is further 

supported by analysis of the pharmacophores of tested KMT6 inhibitors (Figure 5.20). 

UNC1999, GSK126, CPI-169, CPI-1205 and tazemetostat all share the pyridonemethyl-

amide motif, which binds to KMT6A/B by competing with the cofactor SAM for its binding 

site on the SET domain.389 However, only UNC1999 and GSK126 contain the pyridine-

2-yl-piperazine tail; they also share bioisosteric indazole and benzopyrrole cores. By

contrast, CPI-169 and CPI-1205, in which the benzopyrrole core is retained, but the

pyridine-2-yl-piperazine is replaced with piperidine moieties lose some of the inhibitory

activity on cell proliferation. Tazemetostat, which further lacks the benzopyrrole core, has

no effect on the viability of parental or DTP cells (Figure 5.11, Figure 5.12). Furthermore,

inhibition of EED, which is essential for KMT6/PCR2 activity, by the probe A-395, had no

effect the viability of parental or MTA-tolerant cells (Figure 5.8).
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Thus, at the recommended target engagement concentrations, the KMT6 inhibitors 

did not reduce the number of emerging DTPs (Figure 5.15) and did not attenuate the self-

renewal capacity of recovering glioblastoma cells (Figure 5.16, Figure 5.17). Together, these 

data suggest that UNC1999 and GSK126 may be acting on DTPs via KMT6-independent 

mechanisms and the pyridine-2-yl-piperazine moiety is crucial for this off-target activity. 

Further investigation and identification of mechanisms by which UNC1999 and GSK126 

target drug-tolerant glioblastoma cells may provide a novel therapeutic avenue for 

killing residual DTP cells. 

We further discovered that both treatment-naïve and drug-tolerant cells were 

also sensitive to the inhibition of the H3K27 demethylases, particularly to the KDM6 

inhibitor KDOBA-67a and the KDM5/6 inhibitor GSK-J4. Importantly, the anti-

proliferative activities of these inhibitors were observed at recommended target 

engagement concentrations. Treatments with selective KDM5 inhibitors KDOAM-25 and 

KDOPZ-36a were not effective at reducing cell viability of parental or MTA-tolerant 

cells (Figure 5.8). The response of glioblastoma cells to these inhibitors indicates a 

dependence on KDM6, but not KDM5. Similarly, dasatinib-tolerant glioblastoma cells 

were sensitive to KDM5/6 inhibition by GSK-J4, further supporting DTP dependence on 

KDM6.106 Interestingly, prolonged treatment with GSK-J4, but not KDOBA-67a inhibited 

FPW1 cell proliferation (Figure 5.14). However, both GSK-J4 and KDOBA67-a failed to 

reduce the number of DTPs in combination with CMPD1 (Figure 5.15). Therefore, KDM6 

inhibition may slow down DTP recovery, these cells appear to be dependent on other 

molecular pathways that circumvent KDM6 inhibition, as they are still able to recover 

partially. 

We also confirmed the increase in KDM4E transcripts and KDM4E protein 

expression (Figure 5.7). It is not clear if the increase in KDM4E expression is involved in 

DTP survival, as up until recently, KDM4E was believed to be a pseudogene.2 Further 

studies are warranted to investigate whether KDM4E has a role in drug tolerance. 

Nonetheless, both treatment-naïve and drug-tolerant cells were sensitive to KDM4 

inhibition. In short-term viability assays, QC6352 had a strong cytostatic effect on 

parental cells and a partial cytostatic effect on DTPs (Figure 5.9, Figure 5.10). Given that 

persister cells are slow-cycling,106, 144, 152 the cytostatic effect of QC6352 on cell 

proliferation may be apparent in treatments longer than 5 days. In long-term assays, the 

KDM4 inhibitor, QC6352, potently inhibited proliferation of glioblastoma cells as a 

single agent (Figure 5.14) but did not decrease the number of viable DTPs derived from 

CMPD1 treatment (Figure 5.15). QC6352 also inhibited the self-renewal capacity of 

treatment naïve cells and CMPD1-tolerant cells, even after 14 days in drug-free media 
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(Figure 5.16, Figure 5.17). While other cell-permeable and selective KDM4 inhibitors and 

CRISPR-knockout experiments are still needed to establish the role of KDM4 during both 

cell proliferation and drug tolerance, our findings support that QC6352 may be a novel 

therapeutic lead for the treatment of glioblastoma. Having demonstrated a potent effect 

of QC6352 in glioblastoma cells, we next aimed to establish a high throughput assay to 

develop novel KDM4 inhibitors (Chapter 6).  

Lastly, to investigate whether histone cleavage is essential in drug tolerance, we 

assessed CTSL1 expression (Figure 5.18) and cellular efficacy of the CTSL1 inhibitor CTSL-

i (Figure 5.19). We demonstrate that CTSL1 is present in its active form in glioblastoma 

cells; however, its inhibition does not reduce the number of surviving DTPs. These data 

suggest that the increase of histone H3 cleavage observed in DTPs may be a result of 

increased histone deposition, coupled with the active form of the CTSL1 present in 

parental FPW1 and RKI1 cells, and hence, their emergent DTPs. However, histone H3 

cleavage does not appear to be crucial for the survival of DTPs. 

In conclusion, we show that glioblastoma cells exhibit epigenetic changes and are 

somewhat sensitive to epigenetic inhibition. Nonetheless, no treatment or treatment 

combination succeeded at killing DTPs, demonstrating the resilience of these cells and 

their potential ability to drive tumour recurrence. Further in vivo studies are required to 

understand the role of DTPs in cancer. Our findings provide evidence that UNC1999, 

GSK126 and GSK-J4 prevented recovery of DTP cells and thus, these inhibitors are 

suitable leads for targeting DTPs. Nevertheless, the exact mechanism of action of these 

compounds remains to be established. Furthermore, we identified that KDM4 inhibition 

may provide a novel therapeutic approach to targeting glioblastoma. 
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Chapter 6 

Development of KDM4 Activity Assay 
Using AlphaScreen Technology  
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CHAPTER 6.  DEVELOPMENT OF KDM4 ACTIVITY ASSAY 
USING ALPHASCREEN TECHNOLOGY 

6. 1. Introduction

While KDM4 inhibitor QC6352 had a potent effect on inhibiting proliferation in both 

parental and persister cells, there is a lack of orthogonal KDM4 inhibitors to validate 

these findings. In order to aid the development of novel KDM4 inhibitors, we established 

a biochemical assay to measure inhibition of KDM4 by test compounds. This assay uses 

AlphaScreen technology due to its high throughput, sensitivity and time efficiency.390 

Subsequent sections will focus on known KDM4 inhibitors and the principle behind 

AlphaScreen assays. 

6. 1. 1. KDM4 enzymes and inhibitors

The KDM4 subfamily of proteins, which contain JmjC demethylase domains, is involved in 

a wide range of biological functions, including cell cycle regulation transcriptional 

regulation, senescence and heterochromatin formation. Although the functions of KDM4 

enzymes are yet to be fully elucidated, a growing body of evidence supports their roles 

in cancer.2, 391 Aberrant expression of KDM4 enzymes leads to genomic instability and 

tumorigenesis.392  

Like other JmjC domain KDMs, the KDM4 enzyme subfamily is dependent on Fe(II) 

and ⍺-ketoglutarate (2-OG) (Figure 6.2). In the KDM4 catalytic site, the Fe(II) ion is 

chelated by residues H188, E190, H276 and three water molecules. 2-OG displaces two 

water molecules and forms hydrogen bonds (H-bonds) with the Fe(II) ion via its C1 

carboxylate oxygen and its C2 ketone oxygen. The C5 carboxylate moiety of 2-OG 

also forms H-bonds with Y132, N198 and K206 in the KDM4 binding site. A negative 

oxygen ion attacks the positively charged Fe(II) ion, displacing the remaining water 

molecule. The now negatively charged Fe(III)–O2 complex, in turn, attacks the C2 position 

of 2-OG, resulting in 2-OG decarboxylation to succinate and the release of carbon 

dioxide. Nearby methylated lysine residues form a H-bond with the carboxylate group 

in the Fe(IV)=O2 complex. The C–H bond in the aminomethyl group of lysine residues is 

then broken, forming a carbon free radical. The hydroxyl group in the Fe(IV)=O2 

complex is transferred from the Fe(III) ion to the carbon free radical. Next, succinate is 

displaced from the metal complex by water or 2-OG and the reaction is repeated. At 

last, the aminomethyl group is readily hydroxylated, releasing formaldehyde (Figure 

6.2).391, 393, 394
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Figure 6.1 Demethylation reaction by KDM4 enzymes. 
2-OG (blue) binds to Fe(II) ion chelated by H188, E190 and H276 on KDM4. A negatively charged oxygen
molecule (red) attack 2-OG at C5, releasing carbon dioxide and yielding succinate. Methylated residues
(green) in the vicinity form H-bonds with the carboxylate moiety in the iron complex, forming a carbon
free radical. The hydroxyl group from the iron complex is then transferred to the aminomethyl group of
the lysine residue, readily hydrolysing the methyl group and releasing formaldehyde. The product of this
reaction is a demethylated lysine residue.

The catalytic site of KDMs is highly conserved, and so, developing selective 

inhibitors for KDM subfamilies, let alone isoforms within each subfamily, is challenging.395 

Furthermore, due to the hydrophobicity of the binding pocket in JmjC domain proteins, 

KDM inhibitors are faced with a significant challenge for small-molecule drug discovery. 

Several lead compounds containing carboxylic acid motifs demonstrated potency in vitro 

but failed to show cellular efficacy.380 The main class of KDM4 inhibitors are 2-OG 

competitive agents that mimic the interactions of 2-OG with the Fe(II) and key residues 

in the binding pocket (Figure 6.2a). Other classes include metal cofactor disruptors and 

histone-substrate competitive peptide inhibitors.360, 395  

Pyridine-2,4-dicarboxylic acid (2,4-PDCA) is a broad spectrum 2-OG 

oxygenase (including JmjC demethylase) inhibitor developed as a scaffold for further 
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drug development. 2,4-PDCA is a 2-OG competitive inhibitor as it coordinates with the 

Fe(II) ion in a bidentate fashion, via its pyridinyl N-atom and 2-carboxylate moieties 

when binding to KDM4A.  As expected, co-crystal structures reveal that the Fe(II) metal 

also chelates KDM4A residues H188, E190 and H276. A water molecule completes the 

six-coordinate metal complex (Figure 6.2b). Furthermore, the pyridine ring of 2,4-PDCA 

forms hydrophobic interactions with Y177, F185 and W208.396   

The 8-hydroxyquinoline derivative, IOX1, is another small-molecule inhibitor that 

mimics the interactions with the Fe(II) ion and carboxylate interactions involved in 2-OG 

binding. In the KDM4 2-OG-binding site, the hexadentate Fe(II) complex is chelated by 

the pyridinyl N-atom and phenolic hydroxyl moieties of IOX1. The 5-carboxylate moiety 

forms ionic and H-bonds with K206 and Y132 (Figure 6.2c). In addition, IOX1 exhibits π-

stacking between the quinoline ring motif and residue F185.397 Although IOX1 has shown 

inhibitory activity against KDM3, KDM5 and KDM6 enzymes, it has paved the way to 

developing more selective and cell-permeable inhibitors. ML324 is a cell-permeable 

KDM4 inhibitor (Figure 6.2a); however, its selectivity to KDM4 over other JmjC KDMs has 

not yet been established. Structure-activity relationship (SAR) studies revealed that while 

the carboxyl group at the C5 position in IOX1 increases potency, it reduced cell 

permeability. In contrast, ML324, which contains a para-substituted benzamide linker 

with an amine tail increases cell-permeability without compromising potency or 

stability.398 Another analogue, the n-octyl-IOX1 ester (Figure 6.2a), has increased cell 

permeability compared to IOX1, but inhibits KDM2, KDM3, KDM4 and KDM6 with 

comparable potencies to KDM4. Thus, it has been proposed that increasing the length of 

the alkyl chain is likely to increase the binding affinity to the hydrophobic region leading 

to the active site.379 However, it must be noted increasing lipophilicity generally increases 

non-selective interactions and decreases ligand efficiency.399 Therefore, increasing 

hydrophobicity of the compound is not an ideal way of increasing binding. 

The most recent cell-permeable and selective KDM4 inhibitor QC6352 was 

based on 2,4-PDCA. QC6352 is 7 to 40 times more selective to KDM4 over KDM2, 

KDM3, KDM5, KDM6 and KDM7 enzymes. Co-crystal structures of QC6352 and KDM4C 

show that the carboxyl motif forms H-bonds with residues Y132 and K206, while the 

pyridinyl N-atom ligates Fe(II) ion (Figure 6.2d). Moreover, π-stacking occurs between the 

pyridine motif and F185.380  

Given the lack of orthogonal and cell permeable KDM4 inhibitors, we used 

AlphaScreen technology to establish a KDM4 inhibition assay. This assay was then used 

to screen a library of compounds synthesised by the team of Prof. Adam McCluskey 
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(University of Newcastle) in order to identify new lead molecules for the development of 

KDM4 inhibitors. These compounds were selected from an existing library based on in 

silico docking studies. 

Figure 6.2 Binding sites of KDM4 inhibitors. 
Co-crystal structures of (a) 2,4-PDCA bound to KDM4A (PDB: 2VD7), (b) IOX1 bound to KDM4A (PDB: 
3NJY) and (c) QC6352 bound to KDM4C (PDB: 5VGI). Non-covalent bonds are displayed as dashed lines. 
Note that Ni(II) is used as a surrogate ion for Fe(II) in co-crystal structures. Molecular models created using 
PyMOL (Schrödinger). 
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6. 1. 2. The principle of AlphaScreen technology

AlphaScreen (Amplified Luminescence Proximity Homogenous Assay Screen) is one of the 

most versatile throughput technologies used in drug discovery. AlphaScreen assays rely 

on the non-enzymatic shuffling of singlet oxygen species from Donor beads to nearby 

Acceptor beads upon photoexcitation at 680 nm. The acceptor beads, in turn, emit a 

detectable chemiluminescence signal at 520-620 nm.400 

Figure 6.3 Measuring KDM4A demethylase activity using AlphaScreen technology. 
H3K9(Me3)-biotin is demethylated by KDM4A in the presence of Fe2+, L-ascorbic acid and 2-OG. The 
H3K9(Me2)-biotin product binds to donor beads. Anti-H3K9(Me2) recognises the H3K9(Me2)-biotin 
product and, in turn, is sequestered by protein A on acceptor beads. Once the peptide brings the beads 
in proximity and upon excitation at 680 nm, a singlet oxygen species is transferred from the donor to the 
acceptor beads, emitting a chemiluminescence signal at 520-620 nm. 

Acceptor and donor beads are brought together in close proximity by the 

presence and co-recognition of an analyte of interest.400 In the present assay, we aimed 

to measure the basal activity of a recombinant KDM4A enzyme in demethylating a 

synthetic histone H3 peptide that spans residues 1-21 and is tri-methylated at K9. The 
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rate of conversion of H3K9(Me3) to H3K9(Me2) by KDM4A was assessed, and hence, 

our analyte of interest is H3K9(Me2). The donor beads are conjugated with streptavidin, 

and the acceptor beads with protein A, to facilitate co-recognition of the analyte. The 

H3K9(Me3) synthetic peptide is biotinylated, and hence, biotin motif binds to streptavidin 

on donor beads. Protein A on acceptor binds to any IgG antibodies, and so, an 

H3K9(Me2) antibody used in AlphaScreen assays by other teams400 was employed. 

In the presence of the cofactors Fe(II), L-ascorbic acid and 2-OG, KDM4A converts 

H3K9(Me3)-biotin to H3K9(Me2)-biotin. The antibody recognises the analyte and brings 

beads in proximity, generating a chemiluminescence signal (Figure 6.3). In the presence of 

an active inhibitor, the amount of H3K9(Me2) relative to the control is reduced, allowing 

the assessment of KDM4A inhibition potencies of tested compounds.379 

6. 2. Results

6. 2. 1. Peptide and antibody validation

As AlphaScreen beads, biotinylated-peptides and IgG antibodies differ from batch-to-

batch,401 every AlphaScreen assay necessitate optimisation. Hence, a series of 

experiments were carried out to validate different components of a KDM4A AlphaScreen 

assay adapted from a previously published study.402 

LC-MS analysis of H3K9(Me3)-biotin peptide. The expected (2764.2 g/mol) 

corresponded to the observed (2764.6 g/mol) molecular masses, as shown in the 

deconvoluted spectra of observed peaks (Figure 6.4a). To assess peptide integrity and 

antibody selectivity, dot blot analysis of H3K9(Me3)-biotin was performed at eight-point 

serial dilutions (1 μL drops, 0-1000 nM). Membranes were probed with antibodies 

against H3K9(Me1), H3K9(Me2) and H3K9(Me3). As expected, H3K9(Me1) antibody 

failed to detect any signal even at the highest concentration. The H3K9(Me2) antibody 

showed concentration-dependent cross-reactivity against the H3K9(Me3) peptide. 

However, the selectivity of the H3K9(Me3) antibody to the H3K9(Me3) peptide was 

superior compared to that of the H3K9(Me2) antibody at every concentration (Figure 

6.4b). 
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Figure 6.4 Validating H3(1-21) K9(Me3)-biotin peptide and antibody specificity. 
(a) Mass spectrum of H3K9(Me3)-biotin peptide confirms expected molecular mass (2764 g/mol). (b) Dot
blots of 1 μL droplets of increasing concentrations (0-1000 nM) of H3K9(Me3)-biotin peptide. Membranes
probed with antibodies against mono-, di- and trimethylated H3K9 to confirm peptide selectivity. (c) Dot
blots of H3K9(Me3)-biotin peptide (30 nM) blotted with streptavidin-HRP to confirm peptide biotinylation.
Representative images of two independent experiments are shown. (d) AlphaScreen beads were incubated
with H3K9(Me2) antibody (0.03 g/mL) and increasing concentrations (0-1000 nM) of either the
H3K9(Me2)-biotin or H3K9(Me3)-biotin peptides. Data are mean ± SEM of raw values (n=2).

Next, to assess biotinylation of the peptide, we blotted 1 μL drops of 0 or 30 nM 

of the H3K9(Me3)-biotin peptide on PVDF membranes. This concentration was chosen as 

it is the same concentration of the peptide used in the AlphaScreen assay. The membranes 

were probed with streptavidin-HRP.  As streptavidin binds to biotin, the biotinylated 

peptide gave a measurable signal compared to the control (0 nM) (Figure 6.4c). Lastly, to 

demonstrate the specificity of the H3K9(Me2) antibody, synthetic H3K9(Me2)-biotin and 

H3K9(Me)-biotin peptides were titrated with AlphaScreen beads and H3K9(Me2) 

antibody. At concentrations as high as 1000 nM, the H3K9(Me2)-biotin peptide 

consistently generated greater counts per minute (cpm) than H3K9(Me3)-biotin (Figure 

6.4d). In summary, we confirmed that the H3K9(Me3) peptide (used as a KDM4 substrate) 

is of correct molecular mass, is selectively recognised by the H3K9(Me3) antibody and is 

biotinylated. We also confirmed that the H3K9(Me2)-biotin peptide (catalytic product 
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of KDM4) is, in the context of AlphaScreen assay conditions, selectively recognised by 

H3K9(Me2) antibody. 

6. 2. 2. KDM4 enzyme validation

A plasmid construct encoding KDM4A residues 1-359, provided by Prof. Paul Brennan 

(University of Oxford, UK) was used to produce recombinant KDM4A enzyme at the 

Sydney Analytical core facility. Briefly, the plasmid was amplified by PCR and 

transformed into E. coli BL21 (DE3). KDM4A enzyme was extracted from cells and 

purified by nickel-affinity and size-exclusion chromatography. A KDM4 fraction was 

further purified using anion-exchange columns (detailed protocol in Appendix). 

The expected molecular mass of the recombinant KDM4 is 44 kDa. To confirm the 

molecular mass of KDM4A, we performed RapidFire mass spectrometry on two fractions 

separated by the anion-exchange purification step (KDM4A-Pur1 and KDM4A-Pur2). 

We also obtained a sample of KDM4A enzyme (KDM4A-Oxford) derived from the same 

plasmid construct and purified by our collaborators Prof. Christopher Schofield and Dr. 

Anthony Tumber (University of Oxford, UK). All three KDM4 samples were compared to 

a commercially available recombinant KDM4A enzyme designed for AlphaScreen assays 

by BPS Bioscience (KDM4-BPS). The KDM4-BPS enzyme was produced from a plasmid 

construct encoding residues 1-350, and its expected molecular mass is 42 kDa. Equal 

amounts of all KDM4 samples were analysed by RapidFire mass spectrometry. The 

observed molecular masses of the KMD4A-Pur1, KDM4A-Pur2 and KDM4-Oxford 

matched their expected molecular mass (44 kDa) as evident from the deconvoluted 

spectra (Figure 6.5a). However, while the KDM4-BPS enzyme had a prominent peak at the 

expected molecular mass (42 kDa), it also had an impurity at 44 kDa (Figure 6.5b). 
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Figure 6.5 Assessing the integrity of KDM4A preparations. 
Recombinant KDM4A enzymes (188 nM) were analysed by RapidFire-MS. (a) Raw data and (b) 
deconvoluted spectra acquired from the four recombinant KDM4A enzyme preparations. 

Next, we used RapidFire mass spectrometry to evaluate the demethylase activity 

of recombinant KDM4 enzymes using the H3K9(Me3) peptide. Mass spectra for the 

substrate H3K9(Me3)-biotin and the product H3K9(Me2)-biotin were monitored in real-

time at every 3.5 min. The percentage of the demethylated product at any given time 

point was calculated by dividing the peak area of the product peptide by the sum of 

the peak areas of both the substrate and product peptides. Demethylation (%) was 

plotted as a function of time and KDM4A enzyme kinetics were assessed (Figure 6.6). 

KDM4A-Pur2 and KDM4-Oxford were the most active KDM4 preparations, both 

demethylating 45-50% of the substrate H3K9(Me3) within 60 min. KDM4A-Pur1was less 

active, reaching a 40% conversion rate in 60 min. KDM4A-BPS was the least active, 

showing minimal demethylase activity. In addition to containing an impurity, the lack of 

activity indicates that the integrity of the enzyme had been compromised (< 20% 

demethylation in 60 min).  
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Figure 6.6 Assessing the activity of KDM4A enzymes by RapidFire mass spectrometry. 
Four recombinant KDM4A (188 nM) activity was assessed by RapidFire-MS. Reaction was initiated by the 
addition of the substrate H3K9(Me3)-biotin (60 μM) and the cofactors Fe2+ (60 μM), L-ascorbic acid (600 
μM) and 2-OG (60 μM) for 75 min. Extracted ion chromatograms for the trimethyl substrate and the 
dimethyl product were integrated using the RapidFire Integrator software (Agilent). The amount of 
demethylation (%) at each time-point was calculated as the peak of the dimethyl product divided by the 
sum of peak areas of the product and substrate. Data represent one experiment performed in triplicates. 

6. 2. 3. AlphaScreen assay validation

Having verified the structural and functional integrities of substrate H3K9(Me3) and the 

KDM4 enzymes, we performed the KDM4A demethylation assay followed by 

AlphaScreen detection. We used varying concentrations (0.01-0.03 μg/mL) of 

H3K9(Me2) antibody to determine the best signal-to-noise ratio (Figure 6.7). The highest 

signal-to-noise ratio was observed when H3K9(Me2) antibody was employed at 0.07 

μg/mL concentration. This H3K9(Me2) antibody concentration was used for all 

subsequent AlphaScreen assays. 

Figure 6.7 Determining the optimal H3K9(Me2) antibody concentration. 
AlphaScreen beads were pre-incubated with H3K9(Me2) antibody (0.01-0.20 μg/mL). Recombinant 
KDM4A (3 nM) was incubated with H3K9(Me3)-biotin peptide (30 nM) and the cofactors 2-OG (10 μM), 
Fe2+ (1 μM) and L-ascorbic acid (100 μM) for 20 min. Signals were detected after incubation with 
AlphaScreen beads and H3K9(Me2) antibody. Data represent mean ± SEM (n=3). 
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To validate the KDM4 inhibition assay, we determined IC50 values for pan-KDM 

inhibitors 2,4-PDCA and IOX1 and KDM4 inhibitor QC6352; and compared our values 

to published IC50 values, which were also obtained using KDM4 AlphaScreen assay with 

similar substrate-to-enzyme ratios and cofactor concentrations. We obtained IC50 values 

of 297 nM and 280 nM for 2,4-PDCA and IOX1, respectively (Figure 6.8a).  These values 

are comparable to previously published values (Table 6.1). However, in our hands, 

QC6352 was almost ten times less potent in inhibiting KDM4 (IC50 9.7 μM, Figure 6.8a) 

when compared to previously published values (IC50 = 35-104 nM, Table 6.1).378-380  

Given that these published values were determined in a KDM4 inhibition assay 

using 0.02% BSA as blocking agent,380 whereas we used 0.1% BSA (in line with 

methodology in REF402), we tested the potency of the inhibitors in KDM4A inhibition 

assays using 0.2% BSA in the final buffer. Reducing the BSA concentration slightly 

decreased the IC50 values of 2,4-PDCA to 113 nM and IOX1 to 78 nM, implicating that 

BSA concentration has little impact on the potency of these two KDM4 inhibitors. 

Nevertheless, decreasing the BSA concentration considerably reduced the IC50 of 

QC6352 from 9.7 μM (0.1% BSA, Figure 6.8a) to 0.3 μM (0.02% Figure 6.8b). Given the 

impact of BSA on the potency of some KDM4 inhibitors, subsequent assays were carried 

out at 0.2% BSA. 

Figure 6.8 Effect of BSA on KDM4A inhibition by QC6352.  
2,4-PDCA, IOX1 and QC6352 were tested for KDM4A inhibition in AlphaScreen assay buffer containing 
(a) 0.1% (w/v) and (b) 0.02% (w/v) BSA. Compounds (10-point serial dilutions) were pre-incubated with
recombinant KDM4A (3 nM) for 15 min. The demethylation reaction was initiated by the addition of the
H3K9(Me3)-biotin peptide (30 nM) and the cofactors 2-OG (10 μM), Fe2+ (1 μM) and L-ascorbic acid
(100 μM) and incubated for 20 min. Signals were detected after incubation with AlphaScreen beads and
H3K9(Me2) antibody (0.07 μg/mL). Data are mean ± SEM (n = 3-6).
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In summary, we have validated the KDM4 AlphaScreen assay and have obtained 

IC50 values for three KDM4 inhibitors comparable with previously published data (Figure 

6.8b, Table 6.1).  

Table 6.1 IC50 values of KDM4 inhibitors using AlphaScreen assays. 

Inhibitor KDM4A IC50 Published KDM4 IC50 

2,4-PDCA 297 ± 68.2 nM 200-900 nM390

IOX1 280 ± 24.0 nM 200-600 nM363, 365

QC6352 328 ± 4.1 nM 35-104 nM378-380

6. 2. 4. Screening for hit molecules to develop KDM4 inhibitors

A library of 46 analogues (provided by Dr. Jennifer Baker and Professor Adam 

McCluskey, University of Newcastle) was screened for KDM4A inhibition. These 

analogues contained benzothiazinone (1-10), methyl-benzothiazinone (11-19), 

benzoxazinone (20-29), dimethylaminopropyl-benzoxazinone (30-35), quinazolinone 

(36-44), imidazoquinazolinone (45) or benzoxazinone-dione (46) heterocyclic cores 

(Figure 6.9). All compounds were screened at 1 and 20 μM, and their potency to inhibit 

KDM4 was compared to uninhibited KDM4 activity (set as 100%). 

Figure 6.9 Heterocyclic core structures of compounds screened for KDM4 inhibition. 
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In the series of benzothiazinone analogues 1-10 (Table 6.2), only compound 4 

inhibited KDM4A, with residual KDM4 activity at 20 μM being 22.5%. Other 

benzothiazinone analogues failed to inhibit KDM4 activity. Unlike other analogues, 

compound 4 contains a propyl-dimethylamino side chain, suggesting this motif is an 

important part of the pharmacophore. 

None of the methyl-benzothiazinone analogues 11-19 (Table 6.3) inhibited 

KDM4A by more than 30 % at 20 μM. Compounds 5 and 11 only differ due to the latter 

containing a methyl group on the benzothiazinone core; however, the residual KDM4A 

activity at 20 μM is 68% and 99%, respectively. Therefore, a single methyl group on 

the heterocyclic ring structure reduces inhibition. On the other hand, benzoxazinones 20-

29 (Table 6.4) showed a slightly improved inhibition of KDM4A. Compound 29, containing 

an ethyl acetamide at the R1 side chain and a 3-dimethylaniline at the R2 side chain, 

reduced KDM4 activity to 55.5% when used at 20 μM. 

The dimethylaminopropyl-benzoxazinone analogues 30-35 (Table 6.5) contained 

the most potent inhibitors against KDM4A. Notably, these analogues contain the propyl-

dimethylamino side chain found in compound 4 within the benzothiazinone series.  

Replacement of the carboxylic acid group in the R1 side chain in compound 30 with an 

amide functionalised with a cinnamyl group in compound 31 did not increase inhibition 

of KDM4A. Importantly, methylation of the terminal phenyl yielded compound 32 that 

reduced KDM4A activity to 65.4% when used at 1 μM and to 1.7% when used at 20 

μM. Addition of a methoxy moiety in compound 33 caused minor loss of potency in 

inhibiting KDM4A. Substitution of the terminal phenyl with an indole group in analogue 

34, and the bromo-indole analogue 35, used at 20 μM, reduced KDM4A activity to 2% 

and 6.3%, respectively. Both analogues inhibited KDM4 by approximately 50% when 

used at 1 μM. 

None of the quinazolinone 36-44, imidazoquinazolinone 45 and benzoxazine-

dione 46 analogues inhibited KDM4A by more than 50% at 20 μM, indicating that these 

core structures are not suitable for KDM4 inhibition (Table 6.6, Table 6.7). 
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Table 6.2 Inhibition of KDM4A activity by benzothiazinone analogues 1-10.  
Compounds (1 or 20 μM) were pre-incubated with recombinant KDM4A enzyme (3 nM) for 15 min. The 
reaction was initiated by the addition of H3K9(Me3)-biotin peptide (30 nM) and cofactors 2-OG (10 μM), 
Fe2+ (1 μM) and L-ascorbic acid (100 μM) for 20 min. Signals were detected after incubation with 
AlphaScreen beads and H3K9(Me2) antibody (0.07 μg/mL) for 1 h. Data are mean ± SEM (n=2). 

Compound R1 R2
KDM4A activity (%) 

at 1 µM
KDM4A activity (%) 

at 20 µM

1 74.5 ± 3.85 75.0 ± 2.73

2 81.8 ± 3.95 90.8 ± 9.56

3 88.6 ± 4.09 110.2 ± 5.47

4 101.7 ± 7.44 22.5 ± 5.33

5 76.4 ± 1.89 68.3 ± 6.86

6 87.7 ± 5.87 113.5 ± 5.28

7 91.0 ± 5.29 108.2 ± 2.61

8 109.83 ± 2.40 68.6 ± 2.52

9 97.0 ± 4.03 99.8 ± 3.08

10 95.7 ± 7.26 89.3 ± 4.72
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Table 6.3 Inhibition of KDM4A activity by methyl-benzothiazinone analogues 11-19.  
Compounds (1 or 20 μM) were pre-incubated with recombinant KDM4A enzyme (3 nM) for 15 min. The 
reaction was initiated by the addition of H3K9(Me3)-biotin peptide (30 nM) and cofactors 2-OG (10 μM), 
Fe2+ (1 μM) and L-ascorbic acid (100 μM) for 20 min. Signals were detected after incubation with 
AlphaScreen beads and H3K9(Me2) antibody (0.07 μg/mL) for 1 h. Data are mean ± SEM (n=2). 

Compound R1 R2
KDM4A activity (%) 

at 1 µM
KDM4A activity (%) 

at 20 µM

11 78.8 ± 8.24 117.7 ± 15.17

12 79.0 ± 7.44 99.2 ± 7.73

13 81.4 ± 9.50 126.0 ± 17.09

14 101.0 ± 6.08 104.7 ± 6.75

15 98.5 ± 4.90 79.3 ± 1.36

16 101.3 ± 2.49 141.0 ± 6.30

17 83.0 ± 4.31 77.0 ± 6.67

18 78.0 ± 5.23 68.3 ± 2.70

19 78.3 ± 7.38 87.8 ± 3.09

S

N O

R2

O

R1

Cl

O

O

O

O

O

O

O

Cl

O

O

O

O

O

O

O

N

N

F

N
H

O



141 

Table 6.4 Inhibition of KDM4A activity by benzoxazinone analogues 20-29.  
Compounds (1 or 20 μM) were pre-incubated with recombinant KDM4A enzyme (3 nM) for 15 min. The 
reaction was initiated by the addition of H3K9(Me3)-biotin peptide (30 nM) and cofactors 2-OG (10 μM), 
Fe2+ (1 μM) and L-ascorbic acid (100 μM) for 20 min. Signals were detected after incubation with 
AlphaScreen beads and H3K9(Me2) antibody (0.07 μg/mL) for 1 h. Data are mean ± SEM (n=2). 

Compound R1 R2 R3
KDM4A activity (%) 

at 1 µM
KDM4A activity (%) 

at 20 µM

20 79.0 ± 6.92 73.3 ± 4.91

21 81.0 ± 3.46 79.5 ± 2.67

22 113.8 ± 9.18 106.8 ± 5.20

23 75.6 ± 1.17 68.3 ± 1.45

24 84.3 ± 6.71 77.0 ± 7.28

25 83.2 ± 5.10 79.5 ± 5.67

26 83.0 ± 14.57 81.0 ± 9.26

27 85.3 ± 3.25 80.8 ± 7.75

28 81.0 ± 3.49 62.8 ± 11.21

29 72.0 ± 4.57 55.5 ± 5.65
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Table 6.5 Inhibition of KDM4A activity by dimethylaminopropyl-benzoxazinone analogues 30-35.  
Compounds (1 or 20 μM) were pre-incubated with recombinant KDM4A enzyme (3 nM) for 15 min. The 
reaction was initiated by the addition of H3K9(Me3)-biotin peptide (30 nM) and cofactors 2-OG (10 μM), 
Fe2+ (1 μM) and L-ascorbic acid (100 μM) for 20 min. Signals were detected after incubation with 
AlphaScreen beads and H3K9(Me2) antibody (0.07 μg/mL) for 1 h. Data are mean ± SEM (n=2). 

Compound R1
KDM4A activity 

(%) at 1 µM
KDM4A activity 

(%) at 20 µM

30 87.5 ± 3.42 74.5 ± 11.16

31 99.3 ± 3.43 88.7 ± 6.75

32 65.4 ± 5.24 1.7 ± 0.76

33 84.7 ± 3.38 15.5 ± 2.59

34 53.2 ± 3.26 2.0 ± 0.37

35 48.7 ± 4.42 6.3 ± 0.61
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Table 6.6 Inhibition of KDM4 activity of quinazolinone analogues 36-44. 
Compounds (1 or 20 μM) were pre-incubated with recombinant KDM4A enzyme (3 nM) for 15 min. The 
reaction was initiated by the addition of H3K9(Me3)-biotin peptide (30 nM) and cofactors 2-OG (10 μM), 
Fe2+ (1 μM) and L-ascorbic acid (100 μM) for 20 min. Signals were detected after incubation with 
AlphaScreen beads and H3K9(Me2) antibody (0.07 μg/mL) for 1 h. Data are mean ± SEM (n=2). 

Compound R1 R2
KDM4A activity 

(%) at 1 µM
KDM4A activity 

(%) at 20 µM

36 86.3 ± 9.24 88.5 ± 9.15

37 83.8 ± 6.87 86.8 ± 5.54

38 80.5 ± 9.87 81.0 ± 6.59

39 84.6 ± 4.80 81.2 ± 3.87

40 82.8 ± 3.96 68.8 ± 7.91

41 96.8 ± 6.07 92.2 ± 3.39

42 102.0 ± 5.98 95.8 ± 2.06

43 89.2 ± 5.83 89.5 ± 8.27

44 80.3 ± 4.77 79.3 ± 7.42
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Table 6.7 Inhibition of KDM4A activity by analogues 45-46. 
Compounds (1 or 20 μM) were pre-incubated with recombinant KDM4A enzyme (3 nM) for 15 min. The 
reaction was initiated by the addition of H3K9(Me3)-biotin peptide (30 nM) and cofactors 2-OG (10 μM), 
Fe2+ (1 μM) and L-ascorbic acid (100 μM) for 20 min. Signals were detected after incubation with 
AlphaScreen beads and H3K9(Me2) antibody (0.07 μg/mL) for 1 h. Data are mean ± SEM (n=2). 

In summary, methyl-benzothiazinone 11-19, quinazolinone 36-44, 

imidazoquinazolinone 45 and benzoxazine-dione 46 analogues failed to inhibit KDM4 

by more than 50% when used at 20 μM concentration, indicating that these core 

structures are not suitable for development of KDM4 inhibitors. Conversely, compounds 

4, 32, 33, 34 and 35 inhibited KDM4 by more than 50% when used at 20 μM, with 

several showing inhibition at 1 μM concentration.  

6. 2. 5. Establishing KDM4 potency of hit compounds

To cross-validate the identified hits with greater than 50% KDM4A activity inhibition at 

20 μM and determine their IC50, we measured KDM4A activity following treatment with 

compounds 4, 32, 33, 34 and 35 at ten-point serial dilutions (Figure 6.10). QC6352 was 

used as a positive control with each independent repeat. In terms of potency, 35 has the 

lowest IC50 (1.7 μM), followed by 32 (9.2 μM), while the 4, 33 and 34 which all had high 

micromolar range potencies (18-25 μM).  

Compound Structure KDM4A activity 
(%) at 1 µM

KDM4A activity 
(%) at 20 µM

45 72.0 ± 2.68 49.5 ± 4.35

46 100.6 ± 4.83 97.5 ± 3.70
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Figure 6.10 IC50 values of identified KDM4A inhibitor hits. 
Compounds (tested at 10-point serial dilutions) were pre-incubated with recombinant KDM4A enzyme (3 
nM) for 15 min. The demethylation reaction was initiated by the addition of the H3K9(Me3)-biotin peptide 
(30 nM) and the cofactors 2-OG (10 μM), Fe2+ (1 μM) and L-ascorbic acid (100 μM) and incubated for 
20 min. Signals were detected after incubation with AlphaScreen beads and H3K9(Me2) antibody (0.07 
μg/mL). Data are mean ± SEM (n=3-6). 
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6. 3. Discussion

We successfully established the KDM4A AlphaScreen activity assay and identified two 

novel hits in the screened library. The compounds screened provide further insight into 

the binding pockets of KDM4A and a steppingstone for fragment docking and linking to 

develop better inhibitors. The same strategy was employed during the development of 

QC6352: analysis of two fragments models, 5-carboxypyridine and 5-amino-salicylate, 

was used to develop a fusional novel potent KDM4 inhibitor.380 

In general, KDM4A inhibition by benzoxazinones 30-35 was greater than that of 

benzothiazinones 1-10, indicating that an O-atom, rather than an N-atom, in the 

heterocyclic core is more suited for the pharmacophore. A common factor between the 

five hits, of benzothiazinone 4 and benzoxazinones 32-35, is the presence of the propyl-

dimethylamino group, indicating that this motif contributes to stronger inhibition. The 

propyl-dimethylamino group is likely to be protonated at physiological pH, increasing 

the number of H-bonds with KDM4A.  

Molecular docking analysis (performed by Dr. Jennifer Baker) of hits 4 and 32-

35 to KDM4A provided insight into the binding of these analogues (Figure 6.11). All five 

compounds lose key H-bonds with Y132 and K206, which are observed in the binding of 

2,4-PDCA, IOX1 and QC6352 to KDM4 enzymes. Benzothiazinone 4 ligates Fe(II) via 

the carboxylic motif. On the other hand, benzoxazinones 32-35 ligate Fe(II) via the 

dimethyl-propylamine group. An additional H-bond is observed between the bromine 

atom and K241 in 35, which explains why this hit molecule was the most potent against 

KDM4A. X-ray co-crystal structures and further SAR studies are required to confirm the 

binding site. 

While compound 4 inhibited KDM4 activity, it will not be considered for further 

development. The compound contains several problematic functional groups which are 

reactive and may interfere with AlphaScreen technology. For instance, the sulphur atom 

is likely to oxidise at physiological conditions. Furthermore, the α-β unsaturated amide 

moiety is reactive and could lead to Michael adduct with reactive amino-acid residues. 

Importantly, a counter screen is required to validate the hits are not pan-assay 

interference compounds (PAINS) and/or false positives.403 The dose-dependent inhibition 

we observed with these compounds somewhat confirm the on-target effect; however, 

further confirmation is still needed. 
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In summary, the benzoxazinone analogues are suitable candidates for future hit-

to-lead optimisation. The KDM4A AlphaScreen assay will be used to test newly 

synthesised analogues. The challenge lies within balancing the lipophilicity for cell 

membrane and blood-brain barrier permeability and the hydrophilicity for increasing 

H-bonds between inhibitor and ligand.380, 391 Nonetheless, strategic positioning of a

limited number of heteroatoms has led to the development of many potent inhibitors, and

therefore, molecule docking coupled with SAR studies will aid in the design of KDM4

inhibitors.
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Figure 6.11 Hypothetical molecular docking of benzothiazinone and benzoxazinone. 
Molecular docking analysis of hit compounds performed by Dr. Jennifer Baker. Non-covalent bonds are 
displayed as dashed lines. Molecular models created using PyMOL (Schrödinger).



149 

APPENDIX. KDM4A Protein Expression and Purification 

A construct encoding KDM4A (JMJD2A) residues 1-359 was amplified by PCR from 

expressed sequence tag (EST) clone and cloned into pNIC289-Bsa4. The expression 

plasmid was transformed into phage-resistant derivative of E. coli BL21 (DE3) carrying 

the pRARE2 plasmid. 12 L of TB media containing kanamycin (50 μg/mL) and 

chloramphenicol (34 μg/mL) were inoculated with overnight culture (5 mL/L) and grown 

at 37 °C in baffled flasks. Expression was induced with Isopropyl-β-D-thiogalactoside 

(0.2 mM) at A600 = 0.8 and allowed to continue for 18 h at 18 °C. Bacterial cells were 

then collected by centrifugation and frozen at –80 °C. Frozen cell pellets were thawed 

and resuspended in lysis buffer which consisted of HEPES (50 mM, pH 7.5), NaCl (500 

mM), imidazole (20 mM), TCEP (0.5 mM), PMSF (0.5 mM) and benzonase (15 units/mL). 

Cells were disrupted by high-pressure homogenisation followed by sonication and cell 

debris was removed by centrifugation.  

Purification 1 (Pur 1): Recombinant KDM4A was purified by nickel-affinity (1 mL HisTrap 

FF crude) and size-exclusion chromatography (120 mL HiLoad 16/60 Superdex 200) on 

an AKTAxpress system. The supernatant was loaded onto nickel-affinity column (0.8 

mL/min), washed with 10 column volumes of lysis buffer, 50 column volumes lysis buffer 

with imidazole (40 mM), and then eluted with lysis buffer containing imidazole (250 mM). 

The A280 peak was automatically collected and loaded on the gel filtration column (1 

mL/min) in HEPES (10 mM, pH 7.5), NaCl (500 mM), glycerol (5% v/v) and TCEP (0.5 

mM). EDTA (1 mM) was added to pooled fractions overnight. Finally, the protein was 

exchanged in HEPES (10 mM, pH 7.5), NaCl (500 mM), glycerol (5% v/v) and TCEP (0.5 

mM), concentrated to 25 mg/mL, flash frozen in liquid nitrogen and stored at –80 °C. 

Purification 2 (Pur 2): Following gel filtration and dialysis, a fraction of the protein was 

further purified using an anion exchange column (5 mL HiTrap Q HP) developed with a 

gradient from 50-500 mM NaCl in Tris-HCl (50 mM, pH 8.5). All columns were supplied 

by GE Healthcare. Finally, the protein was exchanged in HEPES (10 mM, pH 7.5), NaCl 

(500 mM), glycerol (5% v/v) and TCEP (0.5 M), concentrated to 13 mg/mL, flash frozen 

in liquid nitrogen and stored at –80 °C. 
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Figure 6.12 Coomassie Blue staining of SDS-PAGE gels of prepared protein samples. 

_____________________________________________________________________ 
The experiments above and this report were done by: 

Dr Chandrika Deshpande   
Staff Scientist, Protein Production and Characterisation 
Drug Discovery / Sydney Analytical / Core Research Facilities 
THE UNIVERSITY OF SYDNEY 
chandrika.deshpande@sydney.edu.au 
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A B S T R A C T

In the field of kinase inhibitors for applications in cancer research, tubulin is emerging as a targeted cellular
protein that can significantly contribute to their activities. However, investigation of kinase inhibitors beyond
the kinome is an area often neglected. Herein, we describe the results of pharmacological studies using drugs
targeting kinases, tubulin or both. A key finding is that if cells are treated with a kinase inhibitor unintentionally
targeting tubulin, their characteristic shape will diminish within a short timeframe. These changes in cell
morphology are not seen when cells are treated with bona fide kinase inhibitors that do not directly target
tubulin. Thus, early changes in cell morphology upon treatments are a strong indication that the inhibitor is
directly targeting tubulin. Recognizing tubulin as a target of kinase inhibitors will build confidence in the future
mechanistic studies using kinase inhibitors.

1. Introduction

Determining the mechanism of action by which kinase inhibitors
affect cells is crucial for their development as molecular probes for
pharmacological research and as effective drugs for therapy. The im-
portance of target validation has been substantially emphasized, as the
inconsistencies in the mechanistic studies often contribute to the low
data reproducibility and to the high attrition rates in clinical trials
[1–4].

A great proportion of cancer research uses kinase inhibitors with the
aim to kill malignant cells. Advanced technology platforms have been
developed to profile kinase inhibitors across the kinome and kinases
targeted by a given inhibitor are usually covered in the literature. The
mechanism of cell-killing efficacy of the kinase inhibitor is then at-
tributed to the inhibition of the published kinase(s). However, as re-
cently demonstrated, inhibition of the intended kinase(s) is not always
the mechanism of action underlying cytotoxicity [5–13]. Various non-
kinase proteins have emerged as targets responsible for cytotoxic

activity of kinase inhibitors, with microtubules being one of the most
prominent non-kinase targets.

Microtubules are hollow tubes composed of α/β-tubulin hetero-
dimers and the main component of the cytoskeleton. Polymerization of
α/β-tubulin heterodimers is required to form microtubules, and this
process must occur faster in mitosis than in other cell cycle phases, as
mitotic microtubules are crucial for the correct segregation of chro-
mosomes [14]. This phenomenon explains why compounds that bind to
tubulin and interfere with tubulin polymerization are effective in killing
rapidly proliferating cancer cells [15]. The large class of tubulin-tar-
geting agents contains structurally diverse molecules. Intriguingly,
some kinase inhibitors directly bind to tubulin, and their effects on
tubulin polymerization, rather than on kinase activity, underlies their
cytotoxic efficacy.

For example, tivantinib was developed as a type II kinase inhibitor
of the MET proto-oncogene-encoded kinase of the hepatocyte growth
factor receptor class to treat cancers characterized by sustained MET
activation, mutation or gene amplification [16]. However, follow-up
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mechanistic studies have shown that the cytotoxic activity of tivantinib
is independent of MET inhibition and results instead from the direct
binding to tubulin and inhibiting tubulin polymerization [6,7].

The list of kinase inhibitors directly targeting tubulin is increasing
[4,13] and these discoveries highlight the importance of expanding the
pharmacology of kinase inhibitors beyond the kinome. Kinase in-
hibitors targeting tubulin cannot be recognized in the commonly used
kinome-wide screens and overall toxicity screens. Identification of off-
targets, particularly those that contribute to the desired cellular effi-
cacy, requires detailed, orthogonal and multidisciplinary drug-target
validation approach [1,3,4,13]. These extensive studies are usually
performed for a limited number of kinase inhibitors. Yet, recognizing
tubulin as a target of a given kinase inhibitor would impact on the
future use of this compound, and would correctly guide medicinal
chemists in the chemical optimization and pharmacologists in their
mechanistic studies. As such, there is a clear need for a feasible meth-
odology that would enable an early identification of tubulin as a non-
kinase target for kinase inhibitors.

Given that microtubules are crucial not only for mitosis, but are also
critical determinants of the cell shape and morphology, we hypothe-
sized that a kinase inhibitor that unintentionally targets tubulin would
cause changes in cell morphology not otherwise seen. We reveal herein
the results of a cell morphology analysis using cancer drugs that target
kinases, tubulin or both. We show that these drugs have different effects
on cell morphology, depending on the cellular proteins they target. As a
cellular model, we employed A172 glioblastoma cells because of their
high differentiation status and star-shaped morphology. The prominent
shape of A172 cells allows us to clearly demonstrate changes in the cell
morphology upon drug treatment. We also demonstrate that changes in
cell morphology are apparent in melanoma, pancreatic and breast
cancer cells as well as in glioblastoma stem cell lines, which contain
cells of different sizes and shapes. Thus, our methodology is applicable
to diverse cancer cell lines and can be routinely employed in any la-
boratory using kinase inhibitors.

2. Materials and methods

2.1. Drugs

Tivantinib (Selleckchem TX, USA; #S2753), (R)-crizotinib
(Selleckchem #S1068), vinblastine (Tocris Bioscience, UK; #1256),
ponatinib (Selleckchem #S1490), centrinone (Tocris Bioscience
#5687), paclitaxel (Tocris Bioscience #1097), alisertib (Selleckchem
#S1133), dacomitinib (Selleckchem #S2727), UNC2025 (Selleckchem
#S7576), CMPD1 (Santa Cruz Biotechnology, TX, USA; #SC-203138),
colchicine (Tocris Bioscience #1364), ixabepilone (AdooQ Bioscience,
CA, USA; #A11449), tofacitinib (Selleckchem #S2789), vemurafenib
(Selleckchem #S1267), idelalisib (Selleckchem #S2226), trametinib
(Selleckchem #S2673) and palbociclib (Selleckchem #S1116) were
used as received.

2.2. Cell culture

A172 glioblastoma, breast cancer MDA-MB-231 and melanoma SK-
MEL-28 cell lines were obtained from the European Collection of Cell
Cultures (EACC, Salisbury, UK) through Cell Bank Australia. A172 and
SK-MEL-28 cells were cultured in DMEM medium, MDA-MB-231 in
RPMI1640 medium, both supplemented with GLUTAmax, 10% FBS and
Antibiotic-Antimycotic (all Life Technologies, CA, USA) at 37 °C and 5%
CO2. To derive A172-FUCCI cell line, A172 cells were transduced with
the CSII-EF-MCS vectors expressing the Fluorescent Ubiquitination-
based Cell Cycle Indicator (FUCCI) mKO2-hCdt1(30/120) or mAG-
hGem(1/110), and the packaging and envelope plasmids pCMV-R 8.2,
pMDG and pRSV-Rev, respectively. After selection using zeocin, cells
were subcloned and sorted for green and red fluorescence subsequently
to produce a cell line stably expressing the FUCCI system (A172-

FUCCI). A172-FUCCI cells were cultured in DMEM medium supple-
mented with 10% FBS and Antibiotic-Antimycotic (both Life
Technologies) at 37 °C and 5% CO2. Glioblastoma stem cell lines RN1,
WK1 and MMK1 were derived from glioblastoma specimens. Full
characterization of these cell lines, RNA sequencing, mutational profile
and subtype assignment is available online (http://www.
qimrberghofer.edu.au/our-research/commercialisation/q-cell/). RN1,
WK1 and MMK1 cell lines were cultured in KnockOut DMEM/F-12
basal medium supplemented with StemPro NSC SFM supplement, 2 mM
GlutaMAX-ICTS, 20 ng/mL EGF, 10 ng/mL FGF-β and Antibiotic-
Antimycotic solution (all Life Technologies) as adherent cells on flasks
coated with MatriGel Matrix (Corning Life Sciences, MA, USA) at 37 °C
and 5% CO2. The Kinghorn Cancer Centre (TKCC) pancreatic adeno-
carcinoma 05 (TKCC-05) cell line has been whole genome sequenced
[17], confirmed by STR profiling as unique (cellbankaustralia.com) and
cultured in DMEM/F-12 (Thermo Fisher Scientific, AU) supplemented
with 15mM HEPES (Thermo Fisher Scientific, AU), 10 ng/mL EGF, 0.1
IU/mL insulin (Novo Nordisk, DK), 40 ng/mL hydrocortisone (Sigma
Aldrich US), 0.12% glucose and 7.5% FBS as previously described [18].
The protocols were approved by the Human Ethics Committee of The
University of Sydney (HREC 2013/131), the Human Ethics Committee
of the Royal Brisbane & Women’s Hospital (RBWH 2004/161) and
Sydney Local Health District Human Research Ethics Committee X11-
0220. All cell cultures were routinely tested for mycoplasma infection
and the cumulative length of culturing did not exceed 20 passages.

2.3. Tubulin polymerization assay

Fluorescence-based tubulin polymerization assay was conducted in
a final volume of 55 μL using the Tubulin Polymerization Assay kit
(Cytoskeleton, CO, USA) as per manufacturer’s instructions. Briefly,
porcine brain tubulin was incubated with test compounds at 37 °C and
fluorescence was measured using with Tecan M200 PRO+microplate
reader (Tecan, Switzerland) at 355 nm excitation and 460 nm emission.

2.4. Cell viability assay

A172, MMK1, RN1, WK1, MDA-MB-231, SK-MEL-28 (2× 103 cells/
well) and TKCC-05 (0.8×103 cells/well) cells were seeded onto a 96-
well plate and treated on the following day with vehicle or test drugs
(0.001–50 μM) for 72–96 h. 10 μL of CellTiter-Blue reagent (Promega,
WI, USA) was added to each well and incubated at 37 °C for 1–4 h.
Fluorescence was measured with Tecan M200 PRO+microplate reader
(Tecan, Switzerland) at 585 nm. Data were normalized to controls (set
as 100% viability) and EC50 values calculated by non-linear regression
analysis using Prism 6.0 (GraphPad, La Jolla, CA, USA).

2.5. Cell morphology analysis

A172, SK-MEL-28 (2×103 cells/well), MDA-MB-231 (10× 103

cells/well), MMK1, RN1, WK1, TKCC-05 (4×103 cells/well) cell lines
were seeded onto a 96-well plate and treated the following day with
vehicle or test drugs. Plates were placed into IncuCyte S3 Live-cell
Analysis System (Essen Bioscience, Sartorius, Ann Arbor, USA). Images
were taken at 30min, then at regular 2-hour intervals using the 10×
objective.

2.6. Cell cycle analysis

A172-FUCCI cells (2× 103 cells/well) were seeded onto a 96-well
plate and treated the following day with vehicle or test drugs. Plates
were placed into IncuCyte S3 Live-cell analysis system (Essen
Bioscience, Sartorius, Ann Arbor, USA) for 24 h. Images were taken at
30min, then at regular 2-hour intervals using the 10× objective in
green (acquisition time 300ms) and red channels (acquisition time
400ms). The number of cells in G0-G1 phases (red), G1/S transition
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(yellow or overlap) and S-G2-M phases (green) were quantified using
IncuCyte S3 Basic Analysis software (Essen Bioscience). The ratio of G0-
G1, G1/S and S-G2-M cells in Fig. 4b was calculated as a percentage of
total cells counted for each treatment condition. Morphological changes
were observed in phase images at various time points.

2.7. Annexin V staining

A172 cells (1.5× 105) were plated into 6-well plates and treated
with test drugs (4–48 h). Floating and attached cells were collected,
centrifuged (200× g), washed with cold PBS and stained using the
LIVE/DEAD Near IR Dead Cell Stain Kit (Life Technologies) according
to manufacturer’s instructions. Cells were washed with 2% FBS in PBS,
centrifuged (200× g) and resuspended in 4% PFA fixation buffer for
10min at room temperature. Fixed cells were stained using the Annexin
V-FITC Early Apoptosis Detection Kit (Cell Signaling Technology,
Massachusetts, USA) for 2 h on ice. Cells were pipetted through a cell
strainer to achieve single cell suspension and analysed by flow cyto-
metry (BD LSRFortessa™, BD Biosciences, USA) using FlowJo Software
(BD Biosciences).

2.8. Immunofluorescence imaging

A172 cells (3× 104 cells) were seeded onto glass coverslips and
treated the following day with vehicle or test drugs for 30min and 4 h.
Cells were fixed with 4% paraformaldehyde for 20min at RT, washed
with PBS, then blocked in 1% bovine serum albumin/0.3%Triton X in
PBS for 30min. Cells were incubated with β-tubulin antibody (Abcam
#11308) and Alexa488-conjugated anti-mouse IgG (Life Technologies
#A-11029). Cell nuclei were counterstained using Prolong Gold
mounting media with DAPI (4′,6′-diamidino-2-phenylindole, Life
Technologies). Images were acquired under 100× (oil) objective on a
Zeiss upright fluorescence Axio Scope.A1 microscope and analyzed
using Zeiss Zen microscope software (Carl Zeiss Microscopy, USA).

3. Results

3.1. Test drugs

For initial testing, we have selected 5 well-known and commercially
available cancer drugs (Fig. 1). Tivantinib was developed as a non-ATP
competitive inhibitor binding to the inactive conformation of MET ki-
nase (Ki= 355 nM) [16,19]. Tivantinib also binds to tubulin in the
colchicine binding site and inhibits tubulin polymerization [20,21]. We

compared tivantinib to (R)-crizotinib, an orthogonal MET/ALK in-
hibitor (MET: Kd= 0.2 nM; ALK: Kd= 4.4 nM) [22]. Previous studies
excluded tubulin as a target of (R)-crizotinib [7], which we also con-
firmed in this study (Fig. 2a). Vinblastine (Fig. 1) is the proto-typical
and one of the most used tubulin inhibitors. Vinblastine binds to tubulin
in the vinca binding site and inhibits tubulin polymerization. Both ti-
vantinib and vinblastine disrupt formation of the mitotic spindle, which
is necessary for the separation of duplicated chromosomes during mi-
tosis. Through this mechanism vinblastine and tivantinib induce mitotic
arrest, a hallmark of all tubulin inhibitors [23].

As controls, we have included centrinone and ponatinib (Fig. 1).
Centrinone inhibits Polo-like kinase 4 (PLK4, IC50 = 0.16 nM) [24], a
serine-threonine kinase that controls the formation of centrosomes, the
major microtubule-organizing centers. In mitosis, centrosomes generate
a radial organization of microtubules necessary for the separation of
duplicated chromosomes between daughter cells. Thus, in regard to its
mechanism of action, centrinone shares similarities with vinblastine.
Both vinblastine and centrinone disrupt the function of microtubules in
mitosis, however vinblastine acts through direct interaction with tu-
bulin, whereas centrinone acts indirectly via PLK4 inhibition. Ponatinib
is a type II multi-targeted kinase inhibitor developed against BCR-ABL
kinase and its mutants (BCR-ABL: IC50= 8.6 nM; BCR-ABL T315I:
IC50= 40 nM) [25]. In addition to BCR-ABL kinases, ponatinib inhibits
numerous other kinases; however, to our best knowledge ponatinib
does not target tubulin and microtubules either directly or indirectly.
To confirm or dispute tubulin as a direct target for these test drugs, we
performed an in vitro tubulin polymerization assay. Purified tubulin
was incubated with paclitaxel (positive control drug increasing tubulin
polymerization) and test drugs tivantinib, (R)-crizotinib, vinblastine,
centrinone and ponatinib (Fig. 2a). Compared to control, paclitaxel
enhanced tubulin polymerization, whereas vinblastine and tivantinib
inhibited tubulin polymerization. (R)-crizotinib, centrinone and pona-
tinib did not affect the rate of tubulin polymerization (Fig. 2a), con-
firming that these kinase inhibitors do not directly target tubulin.

To ensure that the test drugs were used in cellular experiments at
concentrations at which they exhibit an effect on cells, we determined
their cellular efficacy (EC50) in CellTiter-Blue viability assay using A172
glioblastoma cells (Fig. 2b). Viability of A172 cells was most potently
attenuated by vinblastine (EC50= 2 nM). Tivantinib and ponatinib re-
duced viability of A172 cells with low sub-micromolar efficacy
(EC50= 0.3 and 0.1 μM, respectively); whereas (R)-crizotinib was ef-
fective at higher concentrations (EC50= 0.9 μM). The weakest efficacy
was determined for centrinone (EC50= 2.8 μM).

Fig. 1. Structures of test drugs.
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3.2. Cell morphology analysis

To investigate cell morphology changes upon drug treatments,
asynchronous A172 glioblastoma cells were treated with drugs at ap-
proximately 5-fold higher concentrations than EC50 values determined
in the cell viability assay (Fig. 2b). To monitor morphology of cells, we
used the image-based IncuCyte platform (Essen Bioscience) that enables
continuous monitoring of live cells. In our previous studies using tu-
bulin inhibitors [5,26,27] we observed early changes in cell mor-
phology. Therefore, images were taken at 30min and then every 2 h
using a 10× objective (Fig. 3). Treatment of A172 cells with tubulin-
targeting drugs tivantinib (1.25 μM) and vinblastine (10 nM) induced
changes in cell morphology within 30min. Cells lost their star-like or
elongated shapes, became rounded and smaller (Fig. 3, black arrows).
This ‘shrinkage’ effect was not seen when cells were treated with kinase
inhibitors (R)-crizotinib (5 μM), centrinone (15 μM) and ponatinib
(0.5 μM) for up to 8 h.

3.3. Analysis of cell cycle and apoptosis

Rounding and retraction from neighboring cells is a feature of cells
undergoing mitotis, and mitotic cells possess characteristic sphere-like
shapes (Fig. 3, orange arrows). Thus, rounding of cells could be mis-
taken as cells entering mitosis during the cell cycle. To analyse the cell
cycle progression upon drug treatments, we infected A172 cells with
Fluorescence Ubiquitination Cell Cycle Indicator (FUCCI) lentiviruses
expressing mKO2-hCdt1 (red) and mAG-hGeminin (green) [28]. As the
protein levels of Cdt1 and Geminin change during the cell cycle, the
color of the cell changes from red (G0-G1 phases, mKO2 positive cells)
through yellow (G1/S transition) to green (S-G2-M phases, mAG posi-
tive cells; Fig. 4a). The mKO2/mAG negative cells (colorless cells) are
cells straight post-division. IncuCyte-based imaging of A172-FUCCI
cells treated with test drugs revealed that the distribution of cells within
the cell cycle phases remained comparable with untreated cells and
there was no significant increase in the percentage of S-G2-M cells
within 8 h of treatment (Fig. 4b). The changes in the cell cycle dis-
tribution were significant only after 24 h of drug treatments. Tubulin

Fig. 2. Activity of test drugs in tubulin poly-
merization (a) and cell viability (b) assays. (a)
Porcine brain tubulin was incubated with
DMSO (Ctr), paclitaxel (3 μM), vinblastine
(3 μM), tivantinib (50 μM), (R)-crizotinib
(50 μM), centrinone (50 μM) and ponatinib
(50 μM). Assembly of microtubules was mon-
itored by an increase in fluorescence. Data re-
present mean from two independent experi-
ments. (b) Cellular efficacy (EC50) in A172
glioblastoma cells was determined with
CellTiter-Blue viability assay after 72 h of drug
treatment. EC50 values are mean ± SEM from
three independent experiments performed in
triplicate.

Fig. 3. Morphology of A172 glioblastoma cells during exposure to test drugs. Asynchronous A172 glioblastoma cells were treated with tivantinib (1.25 μM), (R)-
crizotinib (5 μM), vinblastine (10 nM), centrinone (15 μM) and ponatinib (0.5 μM). Images were captured at indicated time points with a 10× objective using the
IncuCyte™ platform from Essen Biosciences. A172 cells treated with tivantinib and vinblastine lost the star-like and elongated shapes; they became rounded and
smaller (black arrows). This effect was not seen when cells were treated with bona fide kinase inhibitors (R)-crizotinib, centrinone and ponatinib. Orange arrows
indicate mitotic cells. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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inhibitors tivantinib and vinblastine increased the percentage of green
S-G2 and mitotic (M) cells; whereas (R)-crizotinib, centrinone and po-
natinib increased the percentage of cells arrested in the G0-G1 phases
(red cells). These data are in agreement with the published mechanisms
of action for these drugs [6,24,29,30].

Furthermore, images collected during the cell cycle analysis phe-
nocopy the images in Fig. 3. Upon treatment with tubulin inhibitors
tivantinib and vinblastine, all cells regardless of the cell cycle stage lost
their characteristic shapes (Fig. 4c). The morphology and cell cycle

distribution of A172-FUCCI cells treated with (R)-crizotinib, centrinone
and ponatinib did not change up to 8 h. At 24 h, these kinase inhibitors
significantly increased the percentage of cells in the G0-G1 phases
(more red cells); however, all cells retained their morphology.

Cell shrinkage is also the first prominent morphological feature of
cells undergoing apoptosis and tubulin inibitors induce apoptosis
through the mitochondrial apoptotic pathway [15]. In order to de-
termine whether onset of apoptosis underlies the cell shrinkage ob-
served in cells treated with tivantinib and vinblastine, we quantified

Fig. 4. Cell cycle analysis. (a) Schematic diagram of the FUCCI platform. (b) A172-FUCCI cells were treated with tivantinib (1.25 μM), (R)-crizotinib (5 μM),
vinblastine (10 nM), centrinone (15 μM) and ponatinib (0.5 μM). Live cell imaging (IncuCyte, Essen Bioscience) was used to distinguish three different populations.
Quantification (b) and representative images (c) of two independent experiments performed with six replicates are shown. (For interpretation of the references to
colour in the text, the reader is referred to the web version of this article.)
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apoptosis in drug-treated A172 cells by Annexin V staining (Fig. 5).
Treatment of A172 cells with all five tested drugs did not increase the
basal level of Annexin V-positive cells (3.8% for Ctr vs 0.5–3.5% for test
drugs, Fig. 5, Q3) within first 4 h of treatment. At 24 h post-treatment,
only centrinone increased the quantity of apoptotic cells to 10%. At
48 h pot-treatment, the percentage of apoptotic cells increased
to> 10% when cells were treated with tivantinib and (R)-crizotinib;
and to>40% when cells were treated with vinblastine and centrinone
(Fig. 5, Q2+Q3). Surprisingly, ponatinib did not induce apoptosis up to
48 h, suggesting that this kinase inhibitor might have cytostatic effect
or it activates alternative cell death pathways. Together these data
suggest that the shrinking and rounding of cells observed within first
4 h of treatment with the tubulin inhibitors vinblastine and tivantinib is
neither due to mitosis nor only onset of apoptosis.

3.4. Immunofluorescence imaging of the tubulin network

As the shrinking of cells upon short-term (4 h) treatment with tu-
bulin inhibitors is not caused by mitotic arrest (Fig. 4) or onset of
apoptosis (Fig. 5), we hypothesized that the changes in cell morphology

are most likely due to the direct effect on the microtubule network. To
this end, we performed immunofluorescence imaging of β-tubulin in
A172 glioblastoma cells treated with test drugs (Fig. 6). Microtubule
network in untreated control cells is interconnected and appears fila-
mentous (Fig. 6a). By contrast, the microtubule network was highly
fragmented and disconnected in cells treated with the tubulin inhibitors
vinblastine and tivantinib, with cells losing their characteristic shape
within 30min (Fig. 6a). Kinase inhibitors (R)-crizotinib, centrinone and
ponatinib did not display any effect on the tubulin network or the cell
shape up to 4 h (Fig. 6b).

3.5. Drugs directly targeting tubulin rapidly change morphology of cells

Data presented in Figs. 3–6 suggest that tivantinib and vinblastine,
both directly targeting tubulin, induce prominent cell morphology
changes within few hours after the administration of the drug to cells.
To confirm whether early changes in cell morphology are indicative of
direct tubulin targeting, we evaluated morphology changes of A172 cell
treated with additional 12 drugs (Fig. 7) targeting kinases, tubulin or
both. Alisertib is an inhibitor of Aurora A kinase (IC50= 1.2 nM), which

Fig. 5. Analysis of apoptosis upon drug treatment. A172 cells were treated with tivantinib (1.25 μM), (R)-crizotinib (5 μM), vinblastine (10 nM), centrinone (15 μM)
and ponatinib (0.5 μM). Cell were stained with LIVE/DEAD™ Fixable Near-IR Stain and Annexin V-FITC, then analysed with flow cytometry. Representative images of
two independent experiments are shown.
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plays important roles in mitosis [31]. Dacomitinib is an irreversible
inhibitor of EGFR (IC50= 6 nM), HER2 (IC50= 45 nM) and HER4
(IC50= 73 nM) receptor tyrosine kinases [32]. UNC2025 is an inhibitor
of TAM family of receptor tyrosine kinases: Tyro3 (IC50= 17 nM), AXL
(IC50= 14 nM) and MERTK (IC50= 0.74 nM) [33]. Tofacitinib is a ki-
nase inhibitor with IC50of 1 nM, 20 nM and 112 nM against JAK3, JAK2,
and JAK1, respectively [34]. Trametinib inhibits MEK1 and MEK2
(IC50= 0.92 and 1.8 nM, respectively) with no inhibition of the c-Raf,
B-Raf and ERK1/2 kinases [35]. Idelalisib is a PI3Kδ inhibitor with
IC50= 2.5 nM [36]. Vemurafenib inhibits mutated B-
RafV600E(IC50= 31 nM) with 10-fold higher selectivity over wild-type
B-Raf [37]. Palbociclib is a selective inhibitor of CDK4 and CDK6 with
IC50 of 11 nM and 16 nM, respectively [38]. CMPD1 was developed as
an allosteric p38 MAPK inhibitor selectively blocking MK2 kinase ac-
tivation (IC50= 330 nM) [39], however follow-up studies showed that
CMPD1 inhibits tubulin polymerisation and its cytotoxic activity is in-
dependent of inhibition of the p38-MK2 pathway [5]. Colchicine, pa-
clitaxel and ixabepilone are well-established tubulin inhibitors binding
to colchicine and taxol binding sites on tubulin dimers [15]. We first
determined their cellular efficacy (Fig. 7a) in CellTiter-Blue viability
assay using A172 glioblastoma cells and then treated asynchronous
A172 cells with each drug at 2–20 x EC50 concentration. Morphology
changes were monitored up to 24 h with IncuCyte platform, taking 10×
images every 2 h. Similar to data obtained with tivantinib and vin-
blastine (Fig. 3), drugs directly targeting tubulin, i.e. CMPD1, colchi-
cine, paclitaxel and ixabepilone induced changes in cell morphology
within 4 h (Fig. 7b). Cells lost their characteristic star-like shapes, they
rounded

up and appeared smaller. This shrinkage effect was not seen when
cells were treated with kinase inhibitors alisertib, UNC2025, tofacitinib,
trametinib, idelalisib and vemurafenib for up to 24 h. Dacomitinib and

palbociclib changed cell morphology after 24 h, however there were no
changes at 4 h (Fig. 7c).

3.6. Morphology of glioblastoma stem cells

Serum-cultured A172 cells are highly differentiated and all cells
present star-like or elongated shapes. Thus, the morphology changes
upon treatment with tubulin inhibitors were prominent and could be
observed at 10× magnification (Figs. 3, 4c and Figure 7b). To in-
vestigate whether changes in cell morphology are apparent also in cells
with less defined shapes, we analyzed glioblastoma stem cell lines
treated with tivantinib, vinblastine and (R)-crizotinib. The WK1, RN1
and MMK1 stem cell lines represent classical, mesenchymal and pro-
neural glioblastoma subtypes, respectively (phenotype and genotype
details are available online, see Methods). These cells are continuously
grown in serum-free stem cell culture medium, which maintains the
stemness, heterogeneity and genotype of the original tumours [40–42].
Compared to serum-cultured and differentiated A172 glioblastoma
cells, these stem cells are smaller, less differentiated and present variety
of shapes and sizes (Fig. 8). Dose-response curves and EC50 values for
tivantinib, vinblastine and (R)-crizotinib determined in a cell viability
assay (5 days treatment) are provided in Fig. 8a–c. We then treated
WK1, RN1 and MMK1 cells with each drug at concentration at least 2-
fold higher than the determined EC50 values (Fig. 8). When cells were
treated with tubulin inhibitors tivantinib and vinblastine, cells lost their
characteristic shape and shrivelled to rounded-up cells within 4 h
(Fig. 8, black arrows). These changes were not observed in cells treated
with (R)-crizotinib, a kinase inhibitor that does not inhibit tubulin
polymerization (Fig. 8).

Finally, we extended our work to melanoma, breast and pancreatic
cancer cell lines (Fig. 9). Similar to images obtained with A172 (Fig. 3)

Fig. 6. A172 glioblastoma cells were treated
with tivantinib (1.25 μM), (R)-crizotinib
(5 μM), vinblastine (10 nM), centrinone
(15 μM) and ponatinib (0.5 μM) for 30min and
4 h. Cells were fixed and stained with
Alexa488-labelled anti-β-tubulin antibody
(green) and DAPI (blue). Images were acquired
under 100× objectives on a Zeiss upright
fluorescence Axio Scope.A1 microscope.
Representative images of two independent ex-
periments are shown. (For interpretation of the
references to colour in this figure legend, the
reader is referred to the web version of this
article.)
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and glioblastoma stem cells (Fig. 8), melanoma SK-MEL-28 (Fig. 9a),
breast cancer MDA-MB-231 (Fig. 9b) and pancreatic adenocarcinoma
TKCC-05 (Fig. 9c) cells changed their morphology and shrivelled up
within 4 h when treated with tivantinib and vinblastine. (R)-crizotinib
did not change SK-MEL-28 and MDA-MB-231 cell morphologies up to
24 h (Fig. 9a and b). Unexpectedly, pancreatic TKCC-05 cells shrivelled
up within 30min of the treatment with (R)-crizotinib (Fig. 9c), however
they recovered their morphology within 4 h, suggesting that these

reversible changes in cell morphology were most likely due to the
mechanical stress, rather than irreversible modification of the tubulin
network, as seen with tivantinib and vinblastine (Fig. 9b).

4. Discussion and conclusions

In this study, we analyzed morphology changes in 7 different cancer
cell lines treated with 17 cancer drugs. Four drugs (vinblastine,

Fig. 7. Morphology changes. (a) Cellular efficacy (EC50) in A172 glioblastoma cells was determined with CellTiter-Blue viability assay after 72 h drug treatment. EC50

values are mean from three independent experiments performed in triplicate. (b) A172 cells were treated with CMPD1 (2 μM), colchicine (70 nM), paclitaxel (15 nM)
and ixabepilone (50 nM). (c) A172 cells were treated alisertib (2 μM), dacomitinib (14 μM), UNC2025 (5 μM), tofacitinib (10 μM), trametinib (10 μM), idelalisib
(10 μM), vemurafenib (10 μM) and palbociclib (10 μM). Images were taken with a 10× objective (IncuCyte). When treated with CMPD1, colchicine, paclitaxel and
ixabepilone (panels in b), cells shrivelled within 4 h (black arrows). This effect was not seen when cells were treated with kinase inhibitors (panels in c). Orange
arrows indicate mitotic cells.
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colchicine, paclitaxel, ixabepilone) directly target tubulin, two agents
are kinase inhibitors directly binding to tubulin (tivantinib, CMPD1)
and eleven drugs are structurally different kinase inhibitors without
tubulin-targeting activity (Table 1). In order to cover a wide range of
kinase inhibitors, targets of tested inhibitors include receptor tyrosine
kinases (e.g. EGFR), intracellular tyrosine kinases (e.g. JAK), in-
tracellular serine-threonine kinases (e.g. B-Raf), dual specificity kinases
(e.g. MEK) and mitotic kinases (e.g. PLK4, Aurora). Furthermore, as
kinase inhibitors vary in their binding modes, we have selected type I

(e.g. vemurafenib), type II (e.g. ponatinib) and type III (e.g. trametinib)
inhibitors (Table 1). Our key finding is that only drugs directly binding
to tubulin cause changes in cell morphology within hours of treatment
(Table 1). Importantly, cells’ characteristic shape diminished within a
short timeframe in which there were no changes in the cell cycle dis-
tribution (i.e. no increase in mitotic cells) and in which we could not
detect any apoptotic cells. The changes in cell morphology were not
seen when cells were treated with bona fide kinase inhibitors that do not
directly target tubulin. Importantly, cells treated with centrinone, a

Fig. 8. Morphology changes in glioblastoma stem cell lines. Cellular efficacies (EC50) in WK1 (a), RN1 (b) and MMK1 (c) glioblastoma stem cell lines were de-
termined with CellTiter-Blue viability assay after 5 days of drug treatment. EC50 values are mean from three independent experiments performed in triplicate. Each
cell line was treated with tivantinib (3 μM), vinblastine (50 nM) and (R)-crizotinib (5 μM). Images were taken with a 10× objective (IncuCyte). When treated with
tivantinib and vinblastine, cells shriveled within 4 h of treatment (black arrows). This effect was not seen when cells were treated with a bona fide kinase inhibitor (R)-
crizotinib. Orange arrows indicate mitotic cells.
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Fig. 9. Morphology changes in melanoma, breast and pancreatic cancer cell lines. (a) Cellular efficacies (EC50) in SK-MEL-28 (a), MDA-MB-231 (b) and TKCC-05 (c)
cell lines were determined with CellTiter-Blue viability assay. EC50 values are mean from three independent experiments performed in triplicate. (a) SK-MEL-28 cells
were treated with tivantinib (1.5 μM), vinblastine (3.5 nM) and (R)-crizotinib (4 μM). (b) MDA-MB-231 cells were treated with tivantinib (1 μM), vinblastine (10 nM)
and (R)-crizotinib (2 μM). (c) a) TKCC-05 cells were treated with tivantinib (1.5 μM), vinblastine (5.5 nM) and (R)-crizotinib (2.5 μM). Images were taken with a 10×
objective (IncuCyte). When treated with tivantinib and vinblastine, cells shrivelled within 4 h of treatment (black arrows). This effect was not seen when cells were
treated with a bona fide kinase inhibitor (R)-crizotinib. Orange arrows indicate mitotic cells.
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kinase inhibitor that disrupts the function of tubulin and microtubules
indirectly via inhibiting PLK4 kinase, maintained their characteristic
morphology up to 24 h of the treatment. Furthermore, alisertib which
inhibits mitotic kinase Aurora A (thereby inducing mitotic arrest, which
is also a hallmark of tubulin targeting drugs) did not change cell mor-
phology up to 24 h. Thus, early – in our models within 4 h – changes in
cell morphology imply that a test drug directly disrupts the microtubule
network. We propose that early changes in cell morphology upon drug
treatments are a strong indication that the test drug is directly targeting
tubulin. Such observations should be followed up with a biochemical
tubulin polymerization assay to validate tubulin as a target of a given
kinase inhibitor.

We demonstrate that the cell morphology changes are observable in
serum-grown homogenous cell lines with defined cell body shapes (e.g.
A172 glioblastoma) as well as in glioblastoma stem cell lines, in which
cell body shapes and sizes are variable. Furthermore, changes to cell
morphology are not specifically unique to glioblastoma models, as we
observed equivalent morphology changes in melanoma, breast and
pancreatic cancer cells. We also show that these rapid changes in cell
morphology are due to the drug’s direct effect on tubulin polymeriza-
tion and disruption of the microtubule network within the cytoskeleton.
Most importantly, changes in cell morphology upon drug treatments are
observable using the 10× magnification of a standard microscope, thus
can be performed in any laboratory using kinase inhibitors.

Our study offers a feasible approach to identify tubulin as a po-
tential non-kinase target, however it does not offer a pathway to the
absolute delineation of the mechanism of action of a given kinase in-
hibitor. The cytotoxic efficacy of a kinase inhibitor that also targets
tubulin might be a sum of inhibiting both targets, which would be best
described as a dual kinase-tubulin inhibitor. In some cases, when the
targeted kinase is not crucial for a given cancer cell proliferation/sur-
vival, the cytotoxic activity of an inhibitor targeting both kinases and
tubulin, is most likely linked to tubulin targeting. To comprehensively

delineate a mechanism of action of a drug requires follow-up drug-
target validation and detailed pharmacological investigations [4,13].
Our study offers a fast approach to identify tubulin as a potential off-
target.

Why is this important? An immense number of kinase inhibitors is
being used to understand the deregulated signalling pathways in cancer
cells. Unintentional targeting of tubulin will most likely increase the
cellular efficacy of a given kinase inhibitor and provide misguided in-
terpretations. For example, mechanistic studies using a kinase inhibitor
that also targets tubulin will result in incorrect links between the tar-
geted signalling pathway and the disease. Needless to say, data ob-
tained with a dual kinase-tubulin inhibitor will not be reproducible by
others using orthogonal kinase inhibitor that does not inhibit tubulin. In
the drug development campaigns, whether a newly developed inhibitor
is a molecularly targeted agent against a kinase or a chemotherapeutic
agent targeting tubulin will have implications for lead optimization.
The primary focus of kinase inhibitor campaigns is on the inhibitor’s
potency and kinome selectivity. The main challenge in the field of tu-
bulin inhibitors is to develop agents against which cancer cells will not
acquire resistance. Finally, a correct mechanism of action of a new
cancer drug will define the selection of preclinical disease models and
guide the design of clinical trials.

The main advantage of our methodology is its simplicity and fea-
sibility. Identification of a new cellular target for a given efficacious
drug can be approached via CRISPR-mediated chemical-genetic screens
[13] or direct chemoproteomic pull-down followed by a proteomic
screen to identify all proteins that bind to the inhibitor [43,44]. Al-
ternatively, new drug targets can be identified indirectly using through
computational interference using COMPARE platform, Connectivity
Map [45,46] or Cancer Therapeutics Response Portal [47–49]. While
these direct and indirect platforms are helpful in characterising the
cellular mechanism of action of a small molecule, they entail extensive
experiments and expertise. The cell morphology observation approach

Table 1
Summary of morphology changes induced by tested drugs. For kinase inhibitors, the nominal kinase target and known binding modes [53] are listed.

Drug Nominal kinase Type of the nominal kinase
Binding mode of the inhibitor

Effect on microtubules
MTA classification

Effect on A172 cell morphology

Vinblastine – – Inhibits microtubule polymerisation
Microtubule-destabilising agent

Cell shrinkage within 4 h

Colchicine – – Inhibits microtubule polymerisation
Microtubule-destabilising agent

Cell shrinkage within 4 h

Paclitaxel – – Enhances microtubule polymerisation
Microtubule-stabilising agent

Cell shrinkage within 4 h

Ixabepilone – – Enhances microtubule polymerisation
Microtubule-stabilising agent

Cell shrinkage within 4 h

CMPD1 p38 MAPK Serine-threonine kinase
Type III inhibitor

Inhibits microtubule polymerisation
Microtubules destabilising agent

Cell shrinkage within 4 h

Tivantinib MET Receptor tyrosine kinase
Type II inhibitor

Inhibits microtubule polymerisation
Microtubules destabilising agent

Cell shrinkage within 4 h

(R)-Crizotinib MET Receptor tyrosine kinase
Type I inhibitor

– No changes at 24 h

Centrinone PLK4 Intracellular serine-threonine kinase Indirectly via PLK4 inhibits microtubule-organizing centres No changes at 24 h
Ponatinib BCR-ABL Intracellular tyrosine kinase

Type II inhibitor
– No changes at 24 h

Alisertib Aurora A Intracellular serine-threonine kinase – No changes at 24 h
Dacomitinib EGFR Receptor tyrosine kinase

Type I inhibitor, irreversible
– No changes at 4 h

Cell shrinkage at 24 h
UNC2025 MERTK, Flt3

(equal potency)
Receptor tyrosine kinases
Type I inhibitor

– No changes at 24 h

Tofacitinib JAK3 Intracellular tyrosine kinases
Type I inhibitor

– No changes at 24 h

Trametinib MEK Intracellular dual specificity kinase
Type III inhibitor

– No changes at 24 h

Idelalisib PI3Kδ Lipid kinase
ATP competitive

– No changes at 24 h

Vemurafenib B-Raf Intracellular serine-threonine kinase
Type I inhibitor

– No changes at 24 h

Palbociclib CDK4/6 Intracellular serine-threonine kinase
Type I inhibitor

– No changes at 4 h
Cell shrinkage at 24 h

M. Hoque et al. Pharmacological Research 134 (2018) 166–178

176



presented in this article does not require any additional experiments
and can be completed within the standard cell viability assay.

The majority of kinase inhibitors that have been identified to di-
rectly target tubulin (e.g. tivantinib, CMPD1, rigosertib) [13,20,27]
bind to the colchicine binding site of tubulin. The large group of col-
chicine-site binders provided information of how these agents interact
with the colchicine domain, which led to the development of several
pharmacophore models [21,50–52]. Whether the structures of kinase
inhibitors targeting tubulin align with these pharmacophore models has
not been investigated so far. However, the docking of tivantinib into the
colchicine binding site [21] revealed that the tivantinib binding mode is
different from the previous docking models. Thus, the pharmacophore
models developed on the colchicine-site binders might not be directly
applicable to kinase inhibitors.

In summary, we describe features of cell morphology changes that
can be readily used to identify kinase inhibitors unintentionally tar-
geting tubulin. Recognizing tubulin as a direct target of a new kinase
inhibitor will build confidence in the future development of bona fide
kinase inhibitors and lay solid mechanistic foundations upon which the
scientific community can build. We acknowledge that 17 cancer drugs
are a limited sample size of the large arsenal of cancer drugs available
to scientists, and based on our study we cannot make definitive con-
clusions about the whole class of kinase inhibitors. Similarly, few
cancer models used in this study do not represent all types of cancers,
and some cancer cells might respond diferently to drugs targeting tu-
bulin. However, we believe that the presented study will help to raise
awareness about non-kinase targets of kinase inhibitors and highlight
the importance of observing cell morphology upon cancer drug treat-
ment. Further studies will investigate if changes in cell morphology
could guide identification of tubulin as an off-target not only for kinase
inhibitors but also for other cancer drug classes, such as epigenetic
drugs, proteasome inhibitors, PARP inhibitors or apoptosis inducers
exemplified by venetoclax. Such studies would validate the predictive
power of cell morphology in pharmacological research.
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ABSTRACT: Photoremovable protecting groups added to bioactive molecules provide spatial and temporal control of the
biological effects. We present synthesis and characterization of the first photoactivatable small-molecule tubulin inhibitor. By
blocking the pharmacophoric OH group on compound 1 with photoremovable 4,5-dimethoxy-2-nitrobenzyl moiety we
developed the photocaged prodrug 2 that had no effect in biological assays. Short UV light exposure of the derivative 2 or UV-
irradiation of cells treated with 2 resulted in fast and potent inhibition of tubulin polymerization, attenuation of cell viability, and
apoptotic cell death, implicating release of the parent active compound. This study validates for the first time the photoactivatable
prodrug concept in the field of small molecule tubulin inhibitors. The caged derivative 2 represents a novel tool in antitubulin
approaches.

KEYWORDS: Photoactivatable caged prodrug, tubulin inhibitor, glioblastoma

Delivering bioactive molecules to cells with temporal and
spatial precision is useful for elucidating complex

biological processes. One method for regulating the action of
bioactive molecules employs photolabile-protecting groups
(PPGs).1 The PPG is a chromophore covalently attached to
the pharmacophoric moiety of the bioactive molecule, thus
blocking its biological activity, a concept known as “caging”.
The covalent bond between the bioactive molecule and the
PPG is cleaved by irradiation with ultraviolet (UV) light,
leading to the release of the parent bioactive molecule
(“uncaging”). A number of PPGs have been developed for
this purpose, including p-nitrobenzyl, 4,5-dimethoxy-2-nitro-
benzyl (DMNB), and 6-bromo-7-hydroxycoumarine-4-ylmeth-
yl,2 and the caging concept has been successfully applied to
phototrigger calcium, neurotransmitters, nucleic acids, and
antibiotics.3,4 For example, photocaged rapamycin has been

used to induce controlled activity of the small GTPase Rac in
the cellular context,5 and photocaged anisomycin has been
employed to locally inhibit protein synthesis.6 Photocaged
puromycin was effectively applied for spatiotemporal monitor-
ing of mRNA translation.7 We have recently developed a
number of caged kinase inhibitors that serve as valuable
molecular probes to delineate signaling pathways.8−10 Fur-
thermore, photocaging has been applied for delivery of
molecules across membranes and for the control of side
effects.11,12

Microtubule-targeting agents (MTAs) disrupt polymerization
of α- and β-tubulin to form microtubules. Microtubules are
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crucial for cell division in mitosis, and this explains why
compounds that bind to tubulin and interfere with tubulin
polymerization are highly effective in killing rapidly proliferat-
ing cancer cells. Importantly, tubulin has a crucial role also in
nonmitotic cells, which underlies the overall success of MTAs
in cancer therapy.13−15

MTAs are structurally diverse and very often structurally
complex molecules as the vast majority of these agents are
natural products isolated from bacteria, plants, and marine
sponges.16 With the long history of clinical efficacy, MTAs
remain to date the most classical yet reliable chemo-
therapeutics. Microtubules targeting Vinca alkaloids (vinblas-
tine, vincristine) and taxanes (paclitaxel, cabazitaxel) are
frontline treatments for breast, ovarian, and hormone-refractory
prostate cancers. However, the acquired resistance developed
over the time of treatment has plagued the success of these
drugs.
Mechanisms of MTA resistance are manifold, including

overexpression of efflux proteins, point mutations at the
paclitaxel-binding site, or polymorphism resulting in the
overexpression of various β-tubulin isotypes.13 Another major
limitation in the use of MTAs is the high rate of neuropathy
induced by these compounds. This effect manifests itself as a
painful peripheral axonal pain for which there is currently no
effective symptomatic treatment.17 Myeloid toxicity and
neutropenia is also frequently observed with MTAs, with
subtle differences between compounds within the same family.
Clinically approved MTAs are ineffective for treatment of

brain tumors as their large molecular weight (>800 g/mol)
renders them unable to cross the blood−brain barrier. Hence,
there has been increasing research interest toward the
development of effective MTA delivery methods18−20 or
identification of small-molecule tubulin inhibitors able to
cross the blood−brain barrier.21,22 We discovered that a
small-molecule known as CMPD1 and initially developed to
inhibit p38 MAPK-MK2 signaling pathway,23 primarily inhibits
tubulin polymerization.24 CMPD1 showed potent antimitotic
and apoptotic activity in a panel of cancer cells. This cytotoxic
activity and the small molecular weight (349 g/mol) made
CMPD1 an attractive lead for the development of potential
chemotherapeutic agents for brain tumors. Recently, we
reported synthesis of CMPD1 analogues with improved
molecular properties and demonstrated their anticancer efficacy
in patient-derived glioblastoma cells.25

Herein, we present a novel concept in the class of small-
molecule tubulin inhibitors. In order to reduce side effects
associated with tubulin inhibitors, we developed a caged tubulin
inhibitor by addition of a photoactivatable protecting group and
describe its pharmacology in glioblastoma cells. We have
chosen glioblastoma cell-based models as this heterogeneous
brain cancer represents a major unmet medical need. Although
glioblastoma was one of the first cancers to be profiled through
The Cancer Genome Atlas project, making it genomically a
well-characterized cancer,26 the results of glioblastoma trials
using inhibitors of oncogenic drivers have been disappointing
so far.27 Importantly, glioblastoma cells are sensitive to
MTAs,22,25 suggesting that MTAs able to cross the blood−
brain barrier could be effective in glioblastoma therapy. The
photoactivatable approach presented in this work opens a new
avenue to reduce side effects of MTAs as the active drug may
be locally released at the tumor site.
To synthesize the photoactivatable tubulin inhibitor, the

tubulin inhibitor 1 was converted into a photocaged derivative

2 (Scheme 1). We have chosen the 4,5-dimethoxy-2-nitro-
benzyl (DMNB) as the PPG because of its excellent

quantitative cleavage by UV irradiation.1,9,10 DMNB was
attached to the phenol moiety of compound 1, as the SAR
study demonstrated that the removal of the OH group resulted
in significant loss of cellular efficacy.25 DMNB-caged derivative
2 was obtained in 60% yield in the final synthetic step using
DMNB-bromide as a reagent, followed by reversed-phase
chromatography purification. UV spectra of compounds 1 and
2 (Figure S1) revealed that inhibitor 1 shows no absorption at
365 nm, whereas the photoprodrug 2 possesses an absorption
maximum around 350 nm. As the high absorption of
photocaged molecules at the irradiation wavelength is crucial
to trigger the PPG cleavage, we identified 365 nm as suitable
irradiation wavelength.
In the photocaging concept it is essential that the parent

molecule is sufficiently stable under the conditions used for
uncaging by UV irradiation. Otherwise, the irradiation would
degrade the released active drug immediately after the PPG
cleavage. Initially, in an analytical setup to examine the UV
stability of the tubulin inhibitor 1, we used a light-emitting
diode (LED) reactor and a wavelength of 365 nm (5400 mW,
Figure S2, lamp A) to irradiate compound 1 (1 mM). HPLC
and LC−MS analysis of samples collected over the period of 20
min confirmed that inhibitor 1 was stable under these
conditions (Figure S3).
To determine the kinetics of the photorelease, caged

analogue 2 was UV irradiated at 365 nm (2700 mW, Figure
S2, lamp A), and samples were collected at indicated time
points for quantitative HPLC analysis (Figure 1). After 1 min
of irradiation, approximately 80% of the bioactive inhibitor 1
was released from the photoprodrug 2. The reaction progress
curve excellently fitted (R2 = 1) to the exponential one-phase
decay kinetics with a time constant (τ) of 0.605 min. The
maximum measured concentration of parent inhibitor 1 was
reached after 2 min of irradiation. This data confirm that
DMNB-caged compound 2 possesses suitable uncaging
kinetics.
To assess the inactivity of caged prodrug 2, as well as

reactivation and recovery of the cytotoxic effects, we performed
a series of cell viability assays using U251 and patient-derived
RN1 glioblastoma cells. The U251 cell line was established

Scheme 1. Synthesis of the Photoactivatable Tubulin
Inhibitor 2a

aReagents and conditions: (a) AlCl3, HCl, N2, 96 h; (b) Zn/Hg, HCl,
toluene, 24 h; (c) PYBOP, DIPEA, DMF; (d) Pd(PPh3)4, Na2CO3,
EtOH/H2O, MW 130°C, 20 min; (e) K2CO3, DMF, RT.
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prior to genome analysis of glioblastoma tumors and is not
assigned to any glioblastoma subtype. The patient-derived RN1
cell line was established in our laboratories28,29 and represents
the most common (>60%) classical subtype of glioblastomas.
RN1 cells were grown as stem cells under defined conditions in
order to maintain the phenotype and genotype of the primary
resected tumor.30

First, we investigated the effects of UV light on cell viability
in order to determine tolerable levels of UV exposure. We
exposed U251 and RN1 cells to UV light up to 5 min (lamp B,
1800 mW, Figure S2) and after 24 h of incubation performed
viability assay using Cell TiterBlue reagent. We found that
U251 and RN1 cells tolerated a continuous UV light exposure
of 1 min and 30s, respectively (Figure S4).
To assess the cytotoxic effects, cells were treated with

uncaged inhibitor 1 and caged derivative 2 for 72 h, and cell
viability assays were performed to evaluate the number of viable
cells. The parent compound 1 decreased the viability of U251
and RN1 cells with EC50 values of 1.3 and 0.3 μM, respectively
(Figure 2), which is in good agreement with previously
published data.24,25 UV irradiation of cells treated with
compound 1 did not affect the efficacy of the uncaged
derivative (Figure 2). In contrast to the bioactive compound 1
and as expected by our PPG design, caged derivative 2 had no
significant cytotoxicity up to high micromolar concentrations
(EC50 = 72 and 37.4 μM for U251 and RN1, respectively),
providing evidence that addition of the PPG to compound 1
resulted in the loss of cytotoxic activity. UV irradiation (30 s of
RN1 and 1 min of U251 cells) restored the activity of
compound 2 and efficacy in both cell lines was equivalent to the
efficacy of the uncaged compound (EC50 = 2.1 and 1.2 μM for
U251 and RN1, respectively), suggesting that a recovery of the
cytotoxic activity is achieved with a short period of UV
irradiation.
To confirm that addition of the bulky PPG was detrimental

to the cytotoxicity of compound 1, compound 3 containing a
benzyl moiety on the phenolic OH group was synthesized and
its cytotoxicity tested using U251 glioblastoma cells (Figure 3).
Compound 3 affected U251 cell viability only at concentrations
higher than 40 μM. We also synthesized 4,5-dimethoxy-2-
nitrobenzyl (tert-butoxycarbonyl)alaninate 4 to investigate if
the DMNB moiety released via irradiation of the caged
derivative 2 could be cytotoxic to the cells. Importantly,
compound 4 when UV irradiated to release DMNB did not

change the viability of U251 cells up to 100 μM concentration
(Figure 3). Together, these data indicate that (i) the
unsubstituted phenolic group is crucial for the biological
activity of 1 and that (ii) cytotoxicity after UV irradiation
results from uncaging the inhibitor 1 and not from the released
DMNB.
To further validate that the caging with DMNB caused loss

of biological activities determined for compound 1 in cells, we
conducted an in vitro tubulin polymerization and tubulin
binding assays using uncaged and caged analogues 1 and 2,
respectively (Figure 4). Purified β-tubulin was incubated with
clinical MTAs paclitaxel and vinblastine, as well as with
compounds 1 and 2. Compared to control, paclitaxel enhanced
tubulin polymerization, whereas vinblastine and compound 1
inhibited tubulin polymerization (Figure 4A), which is in
agreement with their established mechanism of action.24 In
contrast, caged derivative 2 did not exhibit any effect on the
kinetics of tubulin polymerization. However, if the same assay
was performed with derivative 2 exposed to UV irradiation, the
inhibition of tubulin polymerization was indistinguishable from
that obtained with the uncaged compound 1. Thus, the
uncaging of 2 by UV irradiation produced a bioactive molecule

Figure 1. Photolytic characterization of the caged derivative 2. A
solution of compound 2 (1 mM) was irradiated at 365 nM, and
samples collected at indicated time points were analyzed by HPLC.
Compound 2 was photolyzed to produce compound 1 in one-phase
decay kinetics (τ = 0.605 min, R2 = 1). Data represent mean ± SEM
from two independent experiments performed in duplicate.

Figure 2. Evaluation of the uncaging protocol in a cell viability assay.
(A) U251 and (B) patient-derived RN1 glioblastoma cells were grown
as adherent cultures, treated with uncaged inhibitor 1 and caged
derivative 2. U251 cells were UV irradiated (365 nm, 1800 mW) for 1
min, RN1 cells were irradiated for 30 s. Cellular efficacy (EC50) values
were determined using Cell TiterBlue viability assay after 72 h of drug
treatment. Data represent mean ± SEM from three independent
experiments performed in triplicate.
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inhibiting tubulin polymerization with the same efficacy as the
unmodified tubulin inhibitor 1 (Figure 4A).
Small molecules inhibiting tubulin polymerization predom-

inantly bind into the colchicine binding site on tubulin.31 To
investigate the binding site of compound 1, we performed
fluorescence-based colchicine binding assay.32,33 Competition
of the inhibitor and colchicine for the binding site will decrease
the intrinsic fluorescence of colchicine-tubulin complex by
reducing the amount of colchicine bound. With this assay, we
confirmed that compound 1, but not the caged derivative 2,
decreased the intrinsic colchicine fluorescence in a dose-
dependent manner (Figure 4B). Nocodazole, tubulin inhibitor
binding to the colchicine site (positive control) also efficiently
decreased the fluorescence, whereas vinblastine (negative
control) had no effect on the fluorescence. The observation
that compound 1 caused a weaker decrease in the fluorescence
compared to nocodazole suggests that compound 1 is likely to
bind in the vicinity or allosterically to colchicine.
We next examined in greater detail how addition of the PPG

to compound 1 alters the microtubule network in cells. For this,
U251 glioblastoma cells were treated with 1 and 2, and the
effect on the microtubules was investigated via immunofluor-
escence staining of β-tubulin. Treatment of U251 cells with
compound 1 (5 μM) led to a disassembly of microtubules and
pronounced changes in cell morphology (Figure 5). However,

treatment with compound 2 had no effect on cell morphology
and the tubulin network; the images of cells treated with 2
resembled the images of untreated control cells. Importantly, if
cells were treated with UV irradiated (365 nm, 1800 mW, 5
min) compound 2, cells rounded up and lost their star-shaped
structure. Furthermore, tubulin filaments lost their organiza-
tion, suggesting that UV irradiation of compound 2 released a
compound that acts as tubulin inhibitor and disrupts the highly
organized tubulin network in cells.
Microtubule targeting agents not only characteristically

disrupt the tubulin network and cell morphology as
demonstrated in Figure 5, they also induce apoptosis through
the intrinsic (mitochondrial) apoptotic pathway.34 In order to
determine whether this mechanism contributes to the cellular
efficacy of the caged derivative 2 after UV irradiation, we
quantified apoptosis in drug-treated RN1 cells by Annexin V
staining (Figure 6). UV irradiation (365 nm, 1800 mW, 30 s) of
the patient-derived RN1 cells did not increase the basal level of

Figure 3. Efficacy of negative control compounds 3 and 4 in the cell
viability assay. (A) Chemical structures of compounds 3 and 4. (B)
Cellular efficacy of compound 3 and UV-irradiated (365 nm, 1800
mW, 1 min) compound 4 in U251 glioblastoma cells was determined
using Cell TiterBlue viability assay after 72 h of drug treatment. Data
represent mean ± SEM from three independent experiments
performed in triplicate.

Figure 4. Tubulin polymerization and colchicine binding assay. (A)
Porcine brain tubulin was incubated with paclitaxel, vinblastine, and
compounds 1 and 2 ± UV irradiation (365 nm, 1800 mW, 5 min).
Assembly of microtubules was monitored by an increase in
fluorescence. Data represent the mean from three independent
experiments; each data point was performed in triplicate. (B)
Colchicine binding assay. Porcine tubulin was incubated with
colchicine and tested compounds. Fluorescence intensity (F) was
normalized to the fluorescence of the colchicine−tubulin complex
(F0). Data represent mean ± SEM from four independent experi-
ments.

Figure 5. Immunofluorescence imaging of treated cells. U251 cells
treated with compounds 1 and 2 and UV-irradiated (365 nm, 1800
mW, 5 min) compound 2. All treatments were done with 5 μM
concentration for 24 h. Cells were fixed and stained with Alexa488-
labeled anti-β-tubulin antibody (green) or DAPI (blue). Representa-
tive images of two independent experiments are shown.
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Annexin V-positive cells (8.1% and 10.1% for Ctr and UV
treated cells, respectively; Figure 6). Treatment of RN1 cells
with the parent bioactive compound 1 (5 μM, 48 h) increased
the amount of apoptotic cells to 47.8%. In agreement with
previous data, compound 2 was ineffective in inducing
apoptosis (12.6% of Annexin V-positive cells). However, the
quantity (55.9%) of apoptotic RN1 cells when treated with
compound 2 combined with UV irradiation (365 nm, 1800
mW, 30 s) was comparable to the quantity of apoptotic cells
after treatment with compound 1 (47.8%), further confirming
that the uncaging with UV light released an active compound.
In summary, we have described the synthesis of the novel

photocaged tubulin inhibitor 2, as well as its photolytic and
pharmacological characterization. By using DMNB as photo-
labile protecting group to cage a small molecule tubulin
inhibitor, we demonstrate spatial and temporal photoinducible
toxicity to glioblastoma cells, inhibition of tubulin polymer-
ization, and induction of apoptotic cell death. Collectively,
these data show for the first time that caging concept combined
with UV irradiation can be used to control the activity of small
molecule tubulin inhibitors. This concept offers a novel tool for
pharmacological studies and potentially a novel therapeutic
approach to reduce the side effects of microtubule-targeting
agents.
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A B S T R A C T

Dual-specificity tyrosine phosphorylation-related kinase 1A (DYRK1A) is a dual-specificity protein kinase that catalyses phosphorylation and autophosphorylation.
Higher DYRK1A expression correlates with cancer, in particular glioblastoma present within the brain. We report here the synthesis and biological evaluation of new
heterocyclic diphenolic derivatives designed as novel DYRK1A inhibitors. The generation of these heterocycles such as benzimidazole, imidazole, naphthyridine,
pyrazole-pyridines, bipyridine, and triazolopyrazines was made based on the structural modification of the lead DANDY and tested for their ability to inhibit
DYRK1A. None of these derivatives showed significant DYRK1A inhibition but provide valuable knowledge around the importance of the 7-azaindole moiety. These
data will be of use for developing further structure-activity relationship studies to improve the selective inhibition of DYRK1A.

1. Introduction

Protein kinases catalyse protein phosphorylation and are therefore
linked to the occurrence of multiple diseases including neurodegen-
erative disorders and cancer.1,2 Inhibitors targeting protein kinases are
regarded as potential new therapeutic agents for researchers.3,4

DYRK1A (dual-specificity tyrosine phosphorylation-related kinase 1A)
is a dual-specificity protein kinase that catalyses not only autopho-
sphorylation on its own tyrosine residue, but the phosphorylation of
serine and threonine residues of its substrates.5 The DYRK1A gene is the
only DYRK member (others including DYRK1B, DYRK2, DYRK3 and
DYRK4) located on 21q22.2 of human chromosome 21,6 which encodes
more than 300 annotated genes, one third of which are overexpressed
in Down syndrome (DS).7 Recent studies indicated that the DYRK1A
expression level is correlated with cancer. For example, an upregulation
of over 30% of DYRK1A levels has been found in glioblastoma cells, a
cancer that represents approximately 15% of brain tumours.8 It has
been suggested that DYRK1A inhibition by DYRK1A inhibitors leads to
cancer cell apoptosis.9 The development of novel DYRK1A inhibitors
has consequently attracted considerable interest as new chemother-
apeutic agents.

There are several compounds with inhibitory activity for DYRK1A.
Some have been isolated from natural sources, with examples including
harmine,10 variolins,11 meriolins12 and staurosporine.13,14 All of these
natural leads possess an indolocarbazole ring system. Purely synthetic

inhibitors also exist, though they possess very similar structural features
namely with the heterocyclic cores, which include imidazopyridine,15

imidazopyridazine,16 pyridoquinazoline,17 thiazoloquinazoline,18 pyr-
rolopyrimidines.9,19 Recently discovered lead compounds DANDY (1)
represent one chemotype of the most potent DYRK1A inhibitors.19 That
study showed that variable hydroxy substitution gave potent com-
pounds, including mono substitution (1a, IC50= 23.1 nM) and dihy-
droxylation (1b, IC50= 3.0 nM) among others. In our previous studies,9

we were able to improve potency without increasing phenyl substitu-
tion and thus generate a molecule that was more likely to cross the
blood-brain barrier. Our previous studies also suggested that the
NeCeN moiety of DANDY plays an important role in maintaining
DYRK1A inhibition.9,20 It is still unclear if other heterocyclic cores with
a similar arrangement are tolerated, or potentially provide a more po-
tent scaffold. Herein, we present the synthesis of a new and diverse
group of heterocyclic compounds. They correspond to the 7-azaindole
DANDY by maintaining the characteristic diphenol moieties and dini-
trogen functionality (shown in pink in Fig. 1). Different spatial ar-
rangements of two nitrogen atoms were studied by designing hetero-
cycles such as benzimidazole-2-amine 2, 2-acetamide 3, imidazole 4,
naphthyridine 5, pyrazole-pyridines 6 and 7, bipyridine 8, and triazo-
lopyrazines 9 and 10. Additionally, the 7-membered analogue 11 with
an intrinsic diphenol has also been investigated. We decided to main-
tain single hydroxy substitution on the phenyl groups to improve drug-
like properties and reduce toxicity associated with oxidation to the
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quinone. With these novel analogues in hand, we then explored their
inhibitory activity against DYRK1A.

2. Results and discussion

We synthesised benzimidazole-2-amine 2 and benzimidazole-2-
acetamide 3 starting from commercially available 2-fluoroaniline (12)
(Scheme 1). The selectively brominated intermediate 13 was achieved
by treatment with N-bromosuccinimide (NBS) in chloroform in 90%
yield. The aniline 13 was then oxidised to nitro compound 14 in the
presence of hydrogen peroxide in triflouroacetic acid (TFA) at 75 °C for
2 h. It was planned that the subsequent nucleophilic substitution could
be achieved by treatment with tert-butyldimethylsilyl ether (OTBS)-
aniline 15a under basic conditions. Unexpectedly, the desired product
16a was not obtained, and the by-product 16b was produced instead.
We proposed that the silicon atom in the TBS protecting group favoured
bond formation with the fluorine atom of 14, resulting in the formation
of a four-membered transition state (Scheme 1), and eventually pro-
ducing ether 16b.

To avoid the formation of 16b, the compound 14 was treated with
4-aminophenol and potassium carbonate in anhydrous di-
methylformamide at 90 °C (Scheme 2), and the desired amine 16c was
successfully obtained in moderate yield. Nitro reduction to 17 by iron
powder in acetic acid was realised at room temperature in excellent
yield. Cyclisation to intermediate 18 was achieved in the presence of
cyanogen bromide to proceed in 78% yield at room temperature.21 The

2-aminobenzimidazole analogue 2 was achieved using a standard Su-
zuki coupling reaction, followed by acetylation to afford the 2-acet-
amide benzimidazole analogue 3 in moderate 65% yield (Scheme 2).

Imidazole-based analogue 4 could be easily obtained from imida-
zole 19 first by treatment with iodine in the presence of potassium
iodide and aqueous sodium hydroxide at room temperature. The re-
gioselective diiodinated intermediate 20 was acquired in excellent yield
(Scheme 3).22 The diarylation of 20 was achieved through a double-
Suzuki coupling reaction. The conditions described previously by using
potassium carbonate as a base were initially trialled, but failed to afford
the desired product 4. We assumed that the strong basicity of imidazole
combined with the addition of potassium carbonate increased the pH to
a point that was detrimental to the reaction.23 The use of milder base
dipotassium phosphate and the addition of phase transfer catalyst tetra-
n-butylammonium bromide (TBAB) afforded analogue 4 in 35% yield.

Analogue 5 was achieved through known synthetic routes.24 The
regioselective bromination of 2-aminonicotinate 21 gave the 3-bro-
mopyridine 22 in 90% yield,25 and subsequent esterification under
classical conditions furnished 23 in excellent yield (Scheme 4). The
cyclisation of 23 was achieved by treatment with N,N-dimethylforma-
mide dimethyl acetal (DMF-DMA) in a sealed tube at high temperatures
to afford the imine intermediate, followed by the treatment with n-BuLi
and MeCN at −78 °C and subsequent addition of acetic acid to give 24
in 35% yield in a one pot reaction sequence. Decyanation of 24 was
performed by treatment with concentrated hydrochloric acid at 150 °C
in a sealed tube to give compound 25 in 33% yield after neutralisation.

Fig. 1. Generalised heterocyclic cores based on 7-azaindole core of DANDY.

Scheme 1. Reagents and conditions: (a) NBS (1.0 equiv.), CHCl3, RT, 2 h, 90%; (b) aq·H2O2 (30%, 5.0 equiv.), TFA, 75 °C, 2 h, 75%; (c) 15a (1.1 equiv.), K2CO3 (1.5
equiv.), DMF, 90 °C, 3 h, 80%.
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Given that triflates act as pseudohalides in coupling reactions,26 we
initially attempted the triflation of the hydroxy group on compound 25
(not shown here). However, the triflate intermediate appeared unstable
in this heterocyclic system as observed by TLC monitoring. Instead,
chlorination was achieved by treatment with phosphoryl chloride at
105 °C in a sealed tube to give chloro-substituted intermediate 26.
Subsequent Suzuki coupling was achieved using the more reactive
[1,1′-bis(diphenylphosphino)ferrocene]palladium(II) dichloride cata-
lyst and microwave irradiation at 130 °C. Thus, analogue 5 could be
obtained in good overall yield.

For the synthesis of 6, we initially elected to use benzaldehyde 28a
as the reactant by treatment with 27a in the presence of lithium dii-
sopropylamide at −78 °C to proceed intermediate 29a. Unfortunately,
the reaction was sluggish and yielded a complex mixture of products
after stirring for another 12 h at room temperature (Scheme 5). We
assumed that the HOMO of the nucleophile 27a and the LUMO of the
electrophile 28a might not match with each other due to the electronic
effects from the aromatic systems. Therefore, we decided to swap the
functional groups of ketone 27a and aldehyde 28a to aldehyde 27b and
ketone 28b, respectively (Scheme 5). As predicted, the desired aldol

product 29b was successfully achieved in 78% yield by treatment with
lithium diisopropylamide in a similar protocol as described above.

With the intermediate 29b available, subsequent oxidation with
Dess-Martin periodinane (DMP) was employed to furnish 1,3-dione 30
in 95% yield (Scheme 5). The formation of pyrazole intermediate 31
was achieved in 75% yield by treatment with hydrazine monohydrate
in methanol at room temperature.27 No reaction occurred when this
substrate was treated with (4-hydroxyphenyl)boronic acid under stan-
dard Suzuki coupling conditions. A proposed explanation for this lies in
the formation of a complex between the paladium catalyst and pyr-
idine-N and pyrazole moieties (a typical bidentate coordination site),
thus reducing the catalytic reactivity of the palladium catalyst in the
reaction. Therefore, the pyrazole-N was protected with the tosyl group
and the resulting 32 was treated with (4-hydroxyphenyl)boronic acid
under the Suzuki coupling conditions, which finally afforded aryl-sub-
stituted compound 33 in 85% yield. Removal of the tosyl and benzyl
protecting groups could be easily achieved in two sequential steps, and
analogue 6 was eventually furnished in reasonable yield.

The pyrazole-pyridine based analogue 7, with the phenol substitu-
tion at the C-4 position was also investigated (Scheme 6). In a similar
manner to that of analogue 6, compound 7 could be derived from the
cyclisation of a 1,3-dione, which could be originally achieved from the
aldol condensation between aldehyde and ketone with the optimised
conditions described above. 2-Amino-4-bromopyridine (34) was then
chosen as the starting material which was first coupled with boronic
acid 35 to afford 4-aryl intermediate 36. Iodination at the C-2 position
of 36 could be furnished by a Sandmeyer reaction using diiodomethane
as the solvent and halogen source with catalytic hydrogen iodide to give
the desired compound 37 in 25% yield.28 The 2-aldehyde containing
compound 38 was furnished by the lithium-halogen exchange and
quenching with dimethylformamide in a moderate 50% yield. The
subsequent aldol condensation with 28b gave the aldol product 39 in

Scheme 2. Reagents and conditions: (a) 4-amino-
phenol (1.1 equiv.), K2CO3 (1.5 equiv.), anhydrous
DMF, 90 °C, 3 h, 65%; (b) Fe (5.0 equiv.), AcOH, RT,
2 h, 95%; (c) BrCN (5M in CH3CN, 1.2 equiv.),
MeCN-H2O, 3:1 (v/v), RT, 16 h, 78%; (d) (4-hydro-
xyphenyl)boronic acid (1.5 equiv.), Pd(PPh3)4
(2mol%), aq. K2CO3 (2M, 3.0 equiv.), 1,4-dioxane,
110 °C, 4 h, 30%; (e) Ac2O (1.1 equiv.), AcOH,
110 °C, 3 h, 65%.

Scheme 3. Reagents and conditions: (a) NaOH (4M), KI (5.0 equiv.), I2 (2.2
equiv.), H2O, RT, 10 h, 80%; (b) (4-hydroxyphenyl)boronic acid (3.0 equiv.), Pd
(PPh3)4 (6mol%), K2HPO4 (3.8 equiv.), TBAB (0.1 equiv.), MeOH-H2O, 4:1 (v/
v), MW, 100 °C, 60min, 35%.

Scheme 4. Reagents and conditions: (a) Br2 (1.3
equiv.), AcOH, RT, 20 h, 90%; (b) H2SO4 (8.0
equiv.), MeOH, 80 °C, 18 h, 94%. (c) (1) DMF-DMA
(10.0 equiv.), 110 °C, 3 h; (2) n-BuLi (2.2 equiv.),
MeCN (2.2 equiv.), THF, −78 °C 1 h; (3) AcOH (3.0
equiv.), −40 °C, 2 h, then RT, 20 h, 35% over three
steps; (d) aq. HCl (32%), 150 °C, 3 h, 33%; (e) POCl3,
105 °C, 3 h, 93%; (f) (4-hydroxyphenyl)boronic acid
(2.5 equiv.), PdCl2(dppf) (20mol%), aq. K2CO3
(2M, 6.0 equiv.), 1,4-dioxane, MW, 130 °C, 3 h,
85%. dppf= 1,1′-ferrocenediyl-bis(diphenylpho-
sphine).
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60% yield. Oxidation by DMP and subsequent pyrazole formation
yielded intermediate 41 and the two sequential deprotection steps
eventually afforded analogue 7.

Analogue 8 is a known compound reported by Constable and co-
workers.29 Using 2,2′-bipyridine 42 as the starting material, it was first
treated with hydrogen peroxide in acetic acid to achieve N-oxide 43 in
high yield. The dinitro-substitution at the para-positions of 43 was
achieved by treatment with a mixture of sulfuric acid and nitric acid at
100 °C (Scheme 7). The low yield of 20% after 20 h of heating pre-
sumably resulted from the use of the normal nitric acid instead of
fuming nitric acid as previously reported.30 The following chloro-sub-
stitution could be achieved by treatment with acetyl chloride in acetic

acid at 100 °C to afford 45 in good yield.30 Reduction of N-oxide 45 was
performed in the presence of phosphorus trichloride to give 46 in ex-
cellent yield, which was further coupled with (4-hydroxyphenyl)
boronic acid to furnish the desired compound 8 in moderate overall
yield.30

The next core under investigation was triazolopyrazine. Considering
the spatial arrangements of diphenol substitutions on lead compound 1,
we designed triazolopyrazine analogues with linkers between the phe-
nols and triazolopyrazine core to give the optimal structural arrange-
ments. Therefore, analogues 9a and 10a were proposed, in addition to
meta-hydroxy-substituted 9b and 10b, in order to investigate more
diversified analogues (see as Schemes 8 and 9, respectively).

Scheme 5. Reagents and conditions: aldehyde (1.0 equiv.), ketone (1.05 equiv.), LDA (1.1 equiv.), THF, −78 °C to RT, 1 h, 78%; (b) DMP (1.5 equiv.), CH2Cl2, RT,
30min, 95%; (c) N2H4·H2O (2.0 equiv.), MeOH, RT, 48 h, 75%; (d) TsCl (1.1 equiv.), NaH (60% in mineral oil, 2.0 equiv.), CH2Cl2, 0 °C-RT, 30min, 95%; (e) (4-
hydroxyphenyl)boronic acid (1.5 equiv.), Pd(PPh3)4 (2mol%), aq. K2CO3 (2M, 3.0 equiv.), 1,4-dioxane, 100 °C, 4 h, 85%; (f) 1) KOH (5.0 equiv.), MeOH, 75 °C, 1 h;
2) Pd/C (10 wt%), H2, MeOH, RT, 5 h, 45% over two steps.

Scheme 6. Reagents and conditions: (a) 35 (1.5
equiv.), Pd(PPh3)4 (2mol%), aq. K2CO3 (2M, 3.0
equiv.), 1,4-dioxane, 100 °C, 4 h, 87%; (b) isopentyl
nitrite (20.0 equiv.), aq. HI (57%, 2mol%), CH2I2,
RT, 24 h, 25%; (c) n-BuLi (1.1 equiv.), DMF (1.5
equiv.), toluene, −78 °C, 1 h, 50%; (d) 28b (1.05
equiv.), LDA (1.1 equiv.), THF, −78 °C to RT, 1 h,
60%. (e) DMP (1.5 equiv.), CH2Cl2, RT, 30min,
75%; (f) N2H4·H2O (2.0 equiv.), MeOH, RT, 48 h,
70%; (g) 1) Pd/C (10wt%), H2, MeOH, RT, 5 h; 2)
TBAF (2.0 equiv.), THF, RT, 30min, 55% over two
steps.
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The synthesis of triazolopyrazine analogues 9a–b could be achieved
from the commercially available 2,6-dichloropyrazine 47 shown in
Scheme 8. The formation of hydrazone 48 was achieved in two se-
quential steps. Firstly, treatment of 47 with hydrazine monohydrate in
ethanol gave the hydrazine intermediate, which was then reacted with
4-(benzyloxy)benzaldehyde 28a to give hydrazone 48 in 70% yield
over two steps.31 The oxidative heterocyclisation of hydrazone 48 to
triazolopyrazine intermediate 49 was easily achieved using (diacetox-
yiodo)benzene in dichloromethane at room temperature in excellent
yield.32 The following nucleophilic substitution reactions with alcohols
50a–b, using 18-crown-6 and potassium hydroxide, could be achieved
to give ethers 51a–b in moderate yields (69–73%). Hydrogenolysis of
51a–b then gave the desired compounds 9a–b in reasonable yields
(Scheme 8).

The synthesis of triazolopyrazine analogues 10a–b could be
achieved in a similar manner as that described above (Scheme 9).
Pyrazine-2-carboxylic acid 52 was first oxidised to give N-oxide inter-
mediate as reported previously.33 The subsequent chlorination34 was
achieved by treatment with phosphoryl chloride at high temperature to
give the chloro-intermediate 53 in 70% yield over two steps. Amide
formation was performed via the acetyl chloride intermediate, followed
by the treatment with para- or meta-OTBS aniline 15a–b and triethy-
lamine in anhydrous dichloromethane to give the amides 54a–b in good
yields (80–85%). The following reactions were performed in a similar
manner to those described in Scheme 8, hydrazones 56a–b were ob-
tained in 78–85% yields over two steps and further converted to the
cyclised compounds 57a–b in good yields. The deprotection of the TBS
groups gave the desired compounds 10a–b in excellent yields.35

The synthesis of 7-membered analogue 11 could be achieved from
commercially available starting material 58. Nucleophilic substitution
with 4-methoxy-2-nitroaniline was unsuccessful under basic conditions
at high temperatures (Scheme 10). However, a Buchwald-Hartwig cross
coupling reaction could be utilised by first protecting the aldehyde 58
as the dioxolane 59, then coupling with 4-methoxy-2-nitroaniline to
obtain the desired secondary amine 60. The following acetal depro-
tection was easily carried out by treatment with trifluoroacetic acid in
chloroform to give the desired intermediate 61 in 90% yield. Com-
pound 62 could be obtained from 61 in one pot via a cascade process.
Initial reduction of the nitro moiety to the aniline was followed by in-
tramolecular condensation with the aldehyde. Subsequent imine re-
duction in the presence of hydrogen gave 62.36,37 Finally, the 7-mem-
bered analogue 11 was successfully obtained after demethylation under
classical conditions in reasonable yield.

With the completed synthesis of these derivatives, their potency for
DYRK1A inhibition was determined in a kinase inhibition assay using
recombinant DYRK1A, Woodtide as a substrate and an ATP con-
centration of 100 μM. The lead compound 1a at 1 μM was confirmed to
have almost complete inhibitory potency against DYRK1A.9 Next, we

Scheme 7. Reagents and conditions: (a) aq·H2O2
(30%, 5.0 equiv.), AcOH, RT to 70 °C, 15 h; (b)
H2SO4 (21.0 equiv.), HNO3 (8.4 equiv.), 100 °C,
20 h, 20%; (c) acetyl chloride (5.0 equiv.), AcOH,
100 °C, 12 h, 85%. (d) PCl3 (20.0 equiv.), 65 °C,
20 h, 95%; (e) (4-hydroxyphenyl)boronic acid (2.5
equiv.), PdCl2(dppf) (5 mol%), aq. K2CO3 (2M, 5.0
equiv.), 1,4-dioxane, 110 °C, 4 h, 40%.

Scheme 8. Reagents and conditions: (a) N2H4·H2O (1.1 equiv.), ethanol, 80 °C,
8 h; (b) 4-(benzyloxy)benzaldehyde 28a (1.1 equiv.), ethanol, 80 °C, 10 h, 70%
over two steps. (c) PhI(OAc)2 (1.0 equiv.), CH2Cl2, RT, 12 h, 85%; (d) 50a or
50b (1.1 equiv.), KOH (3.0 equiv.), 18-crown-6 (0.07 equiv.), toluene, 40 °C,
4 h, 69–73%; (e) Pd/C (10wt%), H2, MeOH, RT, 2 h, 67–70%.

Scheme 9. Reagents and conditions: (a) (1) Na2WO4·2H2O (0.025 equiv.),
aq·H2O2 (30%, 1.1 equiv.), H2SO4 (1M), pH=2, RT to 80 °C, 2 h; (2) POCl3,
120 °C, 2 h, 70% over two steps; (b) (1) oxalyl chloride (1.5 equiv.), DMF (0.1
equiv.), CH2Cl2, 0 °C to RT, 2 h; (2) 15a or 15b (1.0 equiv.), triethylamine (1.1
equiv.), CH2Cl2, RT, 2 h, 80–85% over two steps; (c) N2H4·H2O (1.1 equiv.),
ethanol, 80 °C, 8 h; (d) 55 (1.1 equiv.), ethanol, 80 °C, 10 h, 78–85% over two
steps. (e) PhI(OAc)2 (1.0 equiv.), CH2Cl2, RT, 12 h, 80–87%; (f) TBAF (2.0
equiv.), THF, RT, 30min, 95–97%.
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tested the analogues described above at two concentrations (1 μM vs
10 μM) (Table 1).

An analysis of the results gave some important insights into the
structure-activity relationship about these molecules. Interestingly,
naphthyridine 5, the most structurally related compound to the lead
compound 1a with the NH moiety replaced with N, showed the best

DYRK1A inhibitory potency among these new derivatives (reducing
activity to 67% and 30% at 1 μM and 10 μM, respectively), though
much lower potency than that of compound 1a, highlighting the im-
portance of the NH moiety in maintaining DYRK1A inhibition.
Furthermore, pyrazole-pyridine-based analogue 6 or 11 failed to show
any inhibitory potency against DYRK1A at both 1 μM and 10 μM.

Scheme 10. Reagents and conditions: (a) NaH (60%
in mineral oil, 1.5 equiv.), 4-methoxy-2-nitroaniline
(1.0 equiv.), THF, 0 to 70 °C, 24 h; (b) TsOH (0.01
equiv.), ethane-1,2-diol (5.0 equiv.), toluene,
125 °C, 24 h, 95%; (c) 4-methoxy-2-nitroaniline (1.0
equiv.), Pd(OAc)2 (10mol%), Cs2CO3 (1.5 equiv.),
toluene, 120 °C, 3 h, 89%; (d) TFA (6.0 equiv.),
CHCl3, RT, 30min, 90%; (e) Pd/C (10wt%), H2,
MeOH, RT, 4 h, 75%; (f) BBr3 (6.0 equiv.), CH2Cl2,
RT, 10 h, 50%; TsOH= p-toluenesulfonic acid.

Table 1
DYRK1A inhibition assay at different concentrations (1 μM vs 10 μM).

Compound Structures DYRK1A remaining
activity at 1 μM (%)

DYRK1A remaining
activity at 10 μM (%)

Compound Structures DYRK1A remaining
activity at 1 μM (%)

DYRK1A remaining
activity at 10 μM (%)

1a 3.3 ± 0.3 3.3 ± 0.3 8 90 ± 15.3 83 ± 9.5

2 74 ± 5.5 43 ± 21.5 9a 94 ± 11.2 99 ± 5.5

3 106 ± 10.3 107 ± 14.7 9b 94 ± 10.5 91 ± 9.0

4 100 ± 13.0 79 ± 11.0 10a 99 ± 12.1 99 ± 10.7

5 67 ± 15.8 30 ± 9.5 10b 104 ± 8.4 102 ± 8.7

6 110 ± 4.1 98 ± 10.6 11 104 ± 16.7 113 ± 14.7

7 64 ± 5.1 9 ± 1.2
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Compound 11 with its fused ring structure showed no inhibition of
DYRK1A, which may indicate that aromaticity between the two ni-
trogen atoms is essential, as is the phenol group on each side chain.
Analogue 7, with a closer distance between the two phenol substituents
in comparison to 6, exhibited reduced DYRK1A activity at both 1 μM
(64%) and 10 μM (9%). This may suggest that the two phenols at a
specific distance between each other may play an important role in
maintaining DYRK1A inhibition. However, this is not replicated with
para-hydroxy analogues 9a and 10a and meta-hydroxy analogues 9b
and 10b, all of which were mostly ineffectual against DYRK1a with
activity staying above 90%. The slight change between 9a and 9b (99%
and 91% at 10 μM, respectively) suggests that the hydroxyl group plays
an important role in DYRK1A inhibition, as even subtle modification
from para to meta substitution changes inhibitory activity.

3. Conclusions

We have presented a series of synthetic methods in this paper that
have generated 12 novel compounds containing a variety of hetero-
cyclic cores. All these novel compounds were assessed in a DYRK1A
inhibition assay. However, none of these derivatives showed significant
DYRK1A inhibition. Regardless, biological studies have provided us
with the valuable knowledge that the 7-azaindole heterocyclic core
shows more potent activity against DYRK1A than other heterocycles,
even when maintaining the diphenolic characteristics. Analogue 5 is the
most potentially bioactive molecule among these new series of com-
pounds though, comparing analogue 5 to lead compound 1a has hinted
that the NH moiety is important, probably to act as a hydrogen bond
donor in the binding modes. By comparing analogues 6 with 7, we have
shown that the distance between the two phenols has strong effects on
the DYRK1A inhibition. These data will be of use for designing further
structure-activity relationship studies to further improve the selective
inhibition of DYRK1A.

4. Experimental

4.1. General chemical synthesis details

Unless noted otherwise, commercially obtained reagents were used
as purchased without further purification. Solvents for flash chroma-
tography were distilled prior to use, or used as purchased for HPLC
grade, with the eluent mixture reported as the volume/volume ratio (v/
v). Unless otherwise stated, reactions were performed under an atmo-
sphere of nitrogen. Flash chromatography was performed using Merck
Kieselgel 60 (230–400 mesh) silica gel. Analytical thin-layer chroma-
tography (TLC) was performed using Merck aluminum-backed silica gel
60 F254 (0.2mm) plates (Merck, Darmstadt, Germany), which were
visualized using shortwave (254 nm) ultraviolet fluorescence. Melting
points were measured with open capillaries using a Stanford Research
Systems (SRS) MPA160 melting point apparatus with a with a rate of
5 °C/min and are uncorrected. Infrared absorption spectra were re-
ported as vibrational frequency (cm−1). Nuclear magnetic resonance
spectra were recorded at 300 K on Bruker Advance DRX200, DRX300,
DRX400 or DRX500 spectrophotometers. The data are reported as
chemical shift (δ ppm) relative to the residual protonated solvent re-
sonance (CDCl3: δ 7.26, d6-DMSO: δ 2.50, d3-MeOD: δ 3.31, D2O: δ 4.79
and d6-acetone: δ 2.05), the carbon of the solvent resonance (CDCl3: δ
77.16, d6-DMSO: δ 39.52, d3-MeOD: δ 49.00 and d6-acetone: δ 29.84/
206.26),38 relative integral, multiplicity (s= singlet, br.s= broad
singlet, d= doublet, dd= doublet of doublets, t= triplet, m=multi-
plet, etc.) and coupling constants (J Hz). Low-resolution mass spectra
(LRMS) was obtained from a ThermoQuest Finnigan LCQ Deca ion trap
mass spectrometer with electro-spray ionisation in either positive
(+ESI) or negative (-ESI) mode. Data is expressed as observed mass (m/
z), assignment (M=molecular ion), and relative intensity (%). High-
resolution mass spectra (HRMS) was performed on a Bruker Apex Qe

7 T Fourier Transform Ion Cyclotron Resonance (FTICR) mass spectro-
meter equipped with an Apollo Π ESI dual source. Samples were run
with syringe infusion at 150 μL/hr on a Cole Palmer syringe pump into
electrospray ionization (ESI). Atmospheric pressure chemical ionization
(APCI) was performed by untilising MeOH. High performance liquid
chromatography (HPLC) analysis of organic purity was conducted on a
Waters Alliance 2695 instrument using a SunFire™ C18 column (5 μm,
2.1×150mm) and detected using a Waters 2996 photodiode array
(PDA) detector set at 254 nm. Separation was achieved using water
(solvent A) and acetonitrile (solvent B) at flow rate of 0.2mL/min and a
gradient of 0% B to 100% (HPLC Method A) or 0% B to 40% (HPLC
Method B) over 30min. HPLC data is reported as percentage purity and
retention time (RT) in minutes.

4-Bromo-2-fluoroaniline (13). This compound was prepared fol-
lowing a literature procedure.39 To a suspension of 2-fluoroaniline (12)
(2.22 g, 20mmol) in CHCl3 (50mL) was added NBS (3.56 g, 20mmol),
and the resulting mixture was stirred at RT for 2 h. After completion
monitored by TLC, the mixture was quenched with sat. Na2S2O3 (aq.)
and extracted with CH2Cl2 (3× 20mL). The combined organic layers
were dried over MgSO4 and concentrated in vacuo. The crude product
was purified by flash chromatography (hexane/ethyl acetate 10:1) to
give the product 13 as an orange oil (3.42 g, 90%); Rf (hexane/ethyl
acetate 6:1): 0.35; 1H NMR (300MHz, CDCl3): δ 7.14 (1H, dd, J=2.1,
10.5 Hz), 7.05 (1H, d, J=8.4 Hz), 6.65 (1H, t, J=9.0 Hz), 3.72 (2H,
br.s); 13C NMR (75MHz, CDCl3): δ 151.5 (d, JCF=241.5 Hz), 133.9 (d,
JCF=12.8 Hz), 127.5 (d, JCF=3.0 Hz), 118.8 (d, JCF=21.8 Hz), 117.9
(d, JCF=3.8 Hz), 109.0 (d, JCF=9.0 Hz). The spectroscopic data
matched that reported in the literature.39

4-Bromo-2-fluoro-1-nitrobenzene (14). This compound was prepared
following a literature procedure.39 To a solution of 13 (1.26 g,
6.6 mmol) in TFA (13mL) was added aq·H2O2 (30%, 3.4 mL, 33mmol)
dropwise over 30min, and the resulting mixture was stirred at 75 °C for
1 h. After completion monitored by TLC, the mixture was poured into
ice (20mL), the pale yellow precipitate was obtained and filtered,
washed by cold water and dried under reduced pressure to get the
desired compound 14 without further purification (1.09 g, 75%). Rf

(hexane/ethyl acetate 10:1): 0.45; 1H NMR (400MHz, CDCl3): δ 7.97
(1H, t, J=8.0 Hz), 7.50 (1H, dd, J=2.0, 10.0 Hz), 7.47–7.44 (1H, m);
13C NMR (100MHz, CDCl3): δ 155.4 (d, JCF=268Hz), 136.4, 129.4 (d,
JCF=9.0 Hz), 128.1 (d, JCF=4.0 Hz), 127.1 (d, JCF=2.0 Hz), 122.1
(d, JCF=24.0 Hz). The spectroscopic data matched that reported in the
literature.39

5. General procedure A for the TBS protection

The compounds could be prepared according to the literature.40 To
a solution of hydroxy substrate (1.0 equiv.) in anhydrous DMF (0.05M)
was added imidazole (2.5 or 5.0 equiv.) at 0 °C, followed by the addi-
tion of TBSCl (1.5 or 3.5 equiv.). The reaction mixture was allowed to
warm to RT for 12 h. After completion monitored by TLC, the mixture
was extracted with ethyl acetate (3×30mL) and H2O (50mL), the
organic layers were dried over MgSO4 and concentrated in vacuo.

4-((tert-Butyldimethylsilyl)oxy)aniline (15a). This compound was
prepared according to general procedure A by treating 4-aminophenol
(2.18 g, 0.02mol), imidazole (3.2 g, 0.05mol) and TBSCl (4.53 g,
0.03mol). The residue was purified by flash chromatography (hexane/
ethyl acetate 10:1→5:1) to give the product 15a as pale yellow oil
(4.0 g, 87%). Rf (hexane/ethyl acetate 2:1): 0.45; 1H NMR (300MHz,
d6-DMSO): δ 6.53 (2H, d, J=8.7 Hz), 8.46 (2H, d, J=8.7 Hz), 4.59
(2H, s), 0.93 (9H, s), 0.11 (6H, s); 13C NMR (75MHz, d6-DMSO): δ
145.5, 142.8, 119.9, 114.9, 25.6, 17.8, −4.6. The spectroscopic data
matched that reported in the literature.41

3-((tert-Butyldimethylsilyl)oxy)aniline (15b). This compound was
prepared according to general procedure A by treating 3-aminophenol
(1.09 g, 0.01mol), imidazole (1.60 g, 0.025mol) and TBSCl (2.27 g,
0.015mol). The crude product was purified by flash chromatography
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(hexane/ethyl acetate 10:1→5:1) to give the product 15b as pale
yellow oil (2.07 g, 93%). Rf (hexane/ethyl acetate 2:1): 0.45; 1H NMR
(500MHz, CDCl3): δ 6.99 (1H, t, J=8.0 Hz), 6.31–6.26 (2H, m),
6.21–6.20 (1H, m), 3.46 (2H, br.s), 0.99 (9H, s), 0.20 (6H, s); 13C NMR
(125MHz, CDCl3): δ 156.9, 147.8,130.1, 110.7, 108.7, 107.3, 25.9,
18.3, −4.2. The spectroscopic data matched that reported in the lit-
erature.42

4-(5-Bromo-2-nitrophenoxy)aniline (16b). To a solution of 14
(220mg, 1mmol) in DMF (10mL) was added K2CO3 (207mg,
1.5 mmol), followed by the addition of 4-((tert-butyldimethylsilyl)oxy)
aniline 15a (245mg, 1.1mmol). The resulting mixture was heated to
90 °C and stirred for 3 h. After completion monitored by TLC, the
mixture was extracted with ethyl acetate (3×10mL) and H2O. The
combined organic layers were dried over MgSO4 and concentrated in
vacuo. The crude product was purified by flash chromatography
(hexane/ethyl acetate 5:1→ 2:1) to give the product 16b as a pale
yellow semisolid (247mg, 80%); Rf (hexane/ethyl acetate 4:1): 0.25;
1H NMR (400MHz, d6-DMSO): δ 7.96 (1H, d, J=8.8 Hz), 7.42 (1H, dd,
J=2.0, 8.8 Hz), 6.96 (1H, d, J=2.0 Hz), 6.88 (2H, dd, J=2.0,
10.8 Hz), 6.65 (2H, dd, J=2.0, 10.8 Hz), 5.26 (2H, br. s); 13C NMR
(100MHz, d6-DMSO): δ 152.6, 146.7, 143.6, 138.8, 127.4, 127.2,
125.1, 121.1, 120.3, 115.0; HRMS (ESI+) Calc. for C12H9N2O3Br
[M+Na]+ 330.9689/332.9668, found 330.9691/332.9670. IR (neat,
cm−1): v 3475, 3385, 3098, 3085, 1615, 1505, 1466, 1231, 824, 528.

4-((5-Bromo-2-nitrophenyl)amino)phenol (16c). To a solution of 14
(220mg, 1mmol) in anhydrous DMF (10mL) was added K2CO3
(207mg, 1.5mmol), followed by the addition of 4-aminophenol
(120mg, 1.1mmol). The resulting mixture was heated to 90 °C and
stirred for 3 h. After completion monitored by TLC, the mixture was
extracted with ethyl acetate (3× 10mL) and H2O. The combined or-
ganic layer was dried over MgSO4 and concentrated in vacuo. The crude
product was purified by flash chromatography (hexane/ethyl acetate
10:1→4:1) to give the product 16c as a pale orange solid (201mg,
65%); m.p. 151–152 °C; Rf (hexane/ethyl acetate 4:1): 0.30; 1H NMR
(300MHz, d6-DMSO): δ 9.65 (1H, br.s), 9.40 (1H, br.s), 8.02 (1H, d,
J=9.0 Hz), 7.14 (2H, d, J=8.1 Hz), 6.92–6.84 (4H, m); 13C NMR
(75MHz, d6-DMSO): δ 156.1, 145.0, 131.0, 130.2, 129.0, 128.2, 127.7,
119.4, 117.7, 116.3; HRMS (ESI+) Calc. for C12H9N2O3Br [M+Na]+

330.9689/332.9668, found 330.9692/332.9672. IR (neat, cm−1): v
3349, 3089, 1602, 1556, 1475, 1241, 1198, 747, 531.

4-((2-Amino-5-bromophenyl)amino)phenol (17). To a solution of 16c
(308mg, 1mmol) in acetic acid (15mL) was added iron powder
(280mg, 5mmol), and the resulting mixture was stirred at RT for 12 h.
After completion monitored by TLC, the volatile was removed under
reduced pressure and the residue was washed with sat. NaHCO3 (aq.)
and extracted with ethyl acetate (3×15mL). The combined organic
layers were dried over MgSO4 and concentrated in vacuo. The crude
product was purified by flash chromatography (CH2Cl2/MeOH 100:1)
to give the product 17 as a brown solid (265mg, 95%); m.p.
145–147 °C; Rf (hexane/ethyl acetate 1:1): 0.25; 1H NMR (400MHz, d6-
DMSO): δ 6.91 (1H, dd, J=2.4, 8.4 Hz), 6.75 (2H, dd, J=2.4, 6.8 Hz),
6.68 (1H, d, J=8.4 Hz), 6.59 (2H, dd, J=2.4, 6.8 Hz), 6.55 (1H, d,
J=2.4 Hz), 5.08 (2H, br.s), 4.97 (1H, br.s); 13C NMR (100MHz, d6-
DMSO): δ 146.1, 145.7, 145.3, 138.4, 125.1, 120.2, 118.4, 116.2,
114.8, 105.5; HRMS (ESI+) Calc. for C12H11BrN2O [M+H]+

279.0128/281.0107, found 279.0125/281.0104. IR (neat, cm−1): v
3500, 3400, 2896, 1610, 1598, 1510, 1220, 756, 520.

4-(2-Amino-6-bromo-1H-benzo[d]imidazol-1-yl)phenol (18). This
compound was prepared following a literature procedure.21 To a solu-
tion of 17 (200mg, 0.72mmol) in the mixture solvent of MeCN-H2O
(4:1 (v/v), 10mL) was added cyanogen bromide (158 μL, 0.79mmol,
5M in MeCN) at 0 °C. and the resulting mixture was allowed to warm to
RT for 16 h. After completion monitored by TLC, the mixture was
treated with sat. NaHCO3 (aq.) (10mL) and extracted with ethyl acetate
(3× 15mL). The combined organic layers were dried over MgSO4 and
concentrated in vacuo. The residue was purified by flash

chromatography (CH2Cl2/MeOH 100:1→20:1) to give the product 18
as a pale pink solid (171mg, 78%);m.p. 273–274 °C; Rf (CH2Cl2/MeOH
15:1): 0.20; 1H NMR (400MHz, d6-DMSO): δ 9.98 (1H, s), 7.24 (2H, dd,
J=2.0, 6.4 Hz), 7.14 (1H, dd, J=0.4, 8.4 Hz), 7.11 (1H, dd, J=1.6,
8.4 Hz), 6.96 (2H, dd, J=2.0, 6.4 Hz), 6.81 (1H, dd, J=0.4, 1.6 Hz),
6.35 (2H, s); 13C NMR (100MHz, d6-DMSO): δ 157.8, 155.3, 141.6,
136.8, 128.5, 125.0, 123.8, 116.8, 116.4, 110.4, 110.3; HRMS (ESI+)
Calc. for C13H10BrN3O [M+H]+ 304.0080/304.0059, found 304.0083/
306.0062. IR (neat, cm−1): v 3330, 3205, 1647, 1514, 1449, 1272,
1247, 1122, 800, 727, 586, 432.

6. General procedure B for Suzuki coupling reaction

To a solution of aryl-halide (1.0 equiv.) in 1,4-dixoane (0.02M) was
added arylboronic acid (1.2 equiv.), aq. K2CO3 (2M, 2.0 equiv.), and Pd
(PPh3)4 (2mol%), and the reaction was heated to 100–110 °C for 4 h
under argon. After completion monitored by TLC, the reaction mixture
was cooled to RT, solvent was removed under reduce pressure, and then
partitioned between H2O and ethyl acetate. The aqueous layer was
extracted with ethyl acetate, and the combined organic layers were
dried over MgSO4 and concentrated in vacuo.

6.1. 4,4′-(2-Amino-1H-benzo[d]imidazole-1,6-diyl)diphenol (2)

This compound was prepared according to general procedure B by
treating 18 (61mg, 0.2 mmol) with (4-hydroxyphenyl)boronic acid
(33mg, 0.24mmol) at 110 °C. The residue was purified by flash column
chromatography (CH2Cl2: MeOH=50:1→10:1) to afford the product
2 as a pale yellow solid (10mg, 30%). m.p. 249–250 °C; Rf (CH2Cl2/
MeOH 10:1): 0.35; 1H NMR (400MHz, d6-DMSO): δ 9.85 (1H, br.s),
9.36 (1H, s), 7.42 (2H, dd, J=2.0, 6.4 Hz), 7.35 (1H, d, J=1.6 Hz),
7.26 (2H, dd, J=2.0, 6.8 Hz), 7.06 (1H, dd, J=1.6, 8.0 Hz), 6.97 (2H,
dd, J=2.0, 6.8 Hz), 6.82 (2H, dd, J=2.0, 6.4 Hz), 6.79 (1H, d,
J=8.0 Hz), 6.14 (2H, br.s); 13C NMR (100MHz, d6-DMSO): δ 157.3,
156.2, 154.9, 143.4, 134.5, 133.8, 132.6, 128.1, 127.5, 125.8, 117.1,
116.5, 115.5, 112.6, 107.6; HRMS (ESI+) Calc. for C19H15N3O2 [M
+H]+ 318.1237, found 318.1241. IR (neat, cm−1): v 3337, 3135,
2954, 2921, 2852, 1633, 1608, 1540, 1513, 1459, 1218, 1170, 1101,
835, 801, 513. HPLC: 96.0% (HPLC Method A), RT: 16.8 min.

6.2. N-(1,6-bis(4-hydroxyphenyl)-1H-benzo[d]imidazol-2-yl)acetamide
(3)

To a solution of 2 (30mg, 0.10mmol) in acetic acid (1mL) was
added acetic anhydride (10 μL, 0.11mmol) at RT. And the resulting
mixture was stirred at 110 °C for 3 h. After completion monitored by
TLC, the solvent was removed under reduced pressure and the residue
was neutralised with sat. NaHCO3 (aq.) and extracted with ethyl acetate
(3×15mL). The combined organic layers were dried over MgSO4 and
concentrated in vacuo. The crude product was purified by flash chro-
matography (CH2Cl2: MeOH=50:1→10:1) to afford the product 3 as
a pale yellow solid (25mg, 38%). m.p. 207–209 °C; Rf (CH2Cl2/MeOH
10:1): 0.25; 1H NMR (400MHz, d6-DMSO): δ 10.28 (1H, br.s), 9.86
(1H, s), 9.45 (1H, s), 7.77 (1H, s), 7.50 (2H, d, J=8.4 Hz), 7.43 (1H, d,
J=8.0 Hz), 7.24 (2H, d, J=8.0 Hz), 7.16 (1H, d, J=8.4 Hz), 6.93
(2H, d, J=8.4 Hz), 6.85 (2H, d, J=8.4 Hz), 1.95 (3H, s); 13C NMR
(100MHz, d6-DMSO): δ 170.3, 157.9, 157.1, 141.7, 141.6, 135.6,
134.6, 132.2, 128.3, 128.0, 126.5, 122.0, 116.5, 116.4, 116.2, 110.7,
23.0; HRMS (ESI+) Calc. for C21H17N3O3 [M+H]+ 360.1343, found
360.1346. IR (neat, cm−1): v 3274, 2953, 2921, 2852, 1587, 1550,
1513, 1366, 1203, 834, 808, 560. HPLC: 96.6% (HPLC Method A), RT:
16.6 min.

6.3. 4,5-Diiodo-1H-imidazole (20)

This compound was prepared following a literature procedure.22 To
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a solution of imidazole 19 (1.11 g, 16mmol) in NaOH (4M, 60mL) was
added a solution of KI (13.3 g, 80mmol) and I2 (8.88 g, 35mmol) in
H2O (50mL) dropwise. The resulting mixture stirred at RT for 10 h.
After completion monitored by TLC, the mixture was reduced to pH=8
with acetic acid, and the resulting white precipitate was filtered and
washed with cold water. The remaining solid was air dried to afford the
product 20 as a white creamy solid (4.1 g, 80%). m.p. 188–190 °C; Rf

(hexane/ethyl acetate 1:1): 0.15; 1H NMR (300MHz, d6-DMSO): δ 7.77
(1H, s); 13C NMR (75MHz, d6-DMSO): δ 141.8, 86.9. The spectroscopic
data matched that reported in the literature.43

6.4. 4,4′-(1H-Imidazole-4,5-diyl)diphenol (4)

This compound was prepared following a literature procedure.23

The mixture of 4,5-diiodo-1H-imidazole 20 (0.11 g, 0.34mmol), (4-
hydroxyphenyl)boronic acid (141mg, 1.02mmol), TBAB (11mg,
0.034mmol), K2HPO4 (226mg, 1.30mmol) and Pd(PPh3)4 (25mg,
6mol%) were transferred to a microwave reactor tube equipped with a
magnetic stirring bar, followed by the addition of a mixture solvent of
MeOH/H2O (5mL, 4:1), and the resulting mixture was degassed and
back-filled with nitrogen and then stirred at 100 °C (100W) with mi-
crowave irradiation for 60min. After completion monitored by TLC, the
reaction mixture was dissolved in aq. HCl (10%, 10mL) and stirred
vigorously. The mixture was washed with ethyl acetate (2 x 10mL), the
combined aqueous layers were neutralised with sat. NaHCO3 (aq.) and
extracted with ethyl acetate (3×10mL). The combined organic layers
were washed with H2O, dried over MgSO4 and concentrated in vacuo.
The crude product was purified by flash chromatography (CH2Cl2:
MeOH=50:1→10:1) to afford the product 4 as a white solid (30mg,
35%). Rf (CH2Cl2/MeOH 10:1): 0.25; 1H NMR (400MHz, d6-DMSO): δ
9.44 (2H, Br.s), 7.67 (1H, s), 7.25 (4H, d, J=8.4 Hz), 6.72 (4H, d,
J=8.4 Hz); 13C NMR (100MHz, d6-DMSO): δ 156.3, 134.4, 128.6,
125.6, 124.3, 115.2. HRMS (ESI+) Calc. for C15H12N2O2 [M+Na]+

275.0791, found 275.0794. HPLC: 97.7% (HPLC Method A), RT:
13.3 min. The spectroscopic data matched that reported in the litera-
ture.44

6.5. 2-Amino-5-bromonicotinic acid (22)

This compound was prepared following a literature procedure.25 To
a suspension of 2-aminonicotinic acid 21 (3.75 g, 27mmol) in glacial
acetic acid (15mL) was added a solution of bromine (1.8mL, 35mmol)
in glacial acetic acid (3mL) and the mixture was stirred at RT for 20 h.
After completion monitored by TLC, the resulting precipitate was fil-
tered and washed with glacial acetic acid 3 times. The remaining solid
was air dried and then recrystallised from boiling methanol to afford
the product 22 as white crystalline needles (5.2 g, 90%). 1H NMR
(400MHz, d6-DMSO): δ 8.36 (1H, d, J=2.6 Hz), 8.25 (1H, d,
J=2.6 Hz), 7.95–7.79 (2H, br.s); 13C NMR (100MHz, d6-DMSO): δ
166.6, 156.5, 149.9, 143.8, 109.3, 103.7. The spectroscopic data mat-
ched that reported in the literature.25

6.6. Methyl 2-amino-5-bromonicotinate (23)

To a solution of 2-amino-5-bromonicotinic acid 22 (1.0 g, 4.6 mmol)
in MeOH (10mL) was added sulphuric acid (2.0mL, 36.8 mmol)
dropwise and the mixture was stirred at 80 °C for 18 h. After completion
monitored by TLC, the solvent was removed under reduced pressure.
The residue was neutralised with sat. NaHCO3 (aq.) and extracted with
ethyl acetate (3×20mL). The combined organic layers were dried
over MgSO4 and concentrated in vacuo to afford the product 23 as a
white powder (1.0 g, 94%) without further purification. m.p.
148–149 °C; Rf (CH2Cl2/MeOH 20:1): 0.55; 1H NMR (400MHz, d6-
DMSO): δ 8.24 (1H, d, J=2.4 Hz), 8.21 (1H, d, J=2.4 Hz), 6.68–6.19
(2H, br.s), 3.89 (3H, s); 13C NMR (100MHz, d6-DMSO): δ 166.6, 158.0,
154.4, 142.0, 107.5, 106.1, 52.4. HRMS (ESI+) Calc. for C7H7N2O2Br

[M+H]+ 230.9764/232.9743, found 230.9765/232.9745. IR (neat,
cm−1): v 3425, 3131, 2918, 1704, 1620, 1223, 796, 526.

6.7. 6-Bromo-4-hydroxy-1,8-naphthyridine-3-carbonitrile (24)

This compound was prepared following a literature procedure.24 To
a sealed tube was added a mixture of methyl 2-amino-5-bromonicoti-
nate 23 (500mg, 2.16mmol) and N,N-dimethylformamide dimethyl
acetal (3 mL, 21.6mmol), and stirred at 110 °C for 3 h. The volatiles
were concentrated under reduced pressure, and the crude intermediate
was dissolved in anhydrous THF (30mL), which would be used im-
mediately in the following step.

To a solution of n-BuLi (2.5 M in hexane, 1.9 mL, 4.75mmol) in
anhydrous THF (10mL) was added anhydrous acetonitrile (248 μL,
4.75mmol) dropwise at −78 °C under nitrogen atmosphere. The re-
sulting reaction mixture was stirred at −78 °C for 20min. To the re-
sulting white suspension was added dropwise the intermediate solution
described above, and the reaction mixture was stirred at −78 °C for
30min, then at −40 °C for 2 h. Acetic acid (370 μL, 6.48mmol) was
added and the resulting yellow suspension was warmed to RT and
stirred for 10 h. After completion monitored by TLC, the mixture was
diluted with H2O (20mL) and extracted with ethyl acetate (3×15mL).
The combined organic layers were washed with H2O (2× 15mL) and
brine, dried over MgSO4 and concentrated in vacuo. The crude product
was purified by flash chromatography (hexane/ethyl acetate= 5:1→
1:1) to afford the product 24 as an orange solid (190mg, 35%). 1H
NMR (400MHz, d6-DMSO): δ 13.43–13.41 (1H, br.s), 8.97 (1H, d,
J=2.4 Hz), 8.85 (1H, s), 8.61 (1H, d, J=2.4 Hz); 13C NMR (100MHz,
d6-DMSO): δ 174.0, 154.8, 148.6, 148.4, 136.5, 121.2, 116.5, 115.9,
95.3. The spectroscopic data matched that reported in the literature.24

6.8. 6-Bromo-1,8-naphthyridin-4-ol (25)

This compound was prepared following a literature procedure.24 To
a sealed tube was added a mixture of 6-bromo-4-hydroxy-1,8-naph-
thyridine-3-carbonitrile 24 (100mg, 0.40mmol) in aq. HCl (32%, 2mL)
and stirred at 150 °C for 3 h. After cooling to room temperature, the
reaction mixture was neutralised with ammonia solution, extracted
with ethyl acetate (3× 10mL). The combined organic layers were
washed with H2O (2×10mL), dried over MgSO4 and concentrated in
vacuo. The crude product was purified by flash chromatography
(CH2Cl2: MeOH=50:1→20:1) to afford the product 25 as a pale
yellow solid (30mg, 33%). 1H NMR (300MHz, d6-DMSO): δ 12.4 (1H,
br.s), 8.84 (1H, s), 8.53 (1H, s), 7.98 (1H, d, J=7.5 Hz), 6.15 (1H, d,
J=7.5 Hz); 13C NMR (75MHz, d6-DMSO): δ 176.5, 153.6, 149.1,
140.9, 136.3, 121.3, 114.3, 110.0. The spectroscopic data matched that
reported in the literature.24

6.9. 3-Bromo-5-chloro-1,8-naphthyridine (26)

This compound was prepared following a literature procedure.24 To
a sealed tube was added a mixture of 6-bromo-1,8-naphthyridin-4-ol 25
(30mg, 0.13mmol) in POCl3(1mL) and stirred at 105 °C for 3 h. After
cooling to RT, the reaction mixture was poured into ice, and the re-
sulting mixture was neutralised with sat. NaHCO3 (aq.) and extracted
with ethyl acetate (3×5mL). The combined organic layers were wa-
shed with H2O (2×5mL), dried over MgSO4 and concentrated in
vacuo. The crude product was purified by flash chromatography
(hexane/ethyl acetate= 5:1→ 3:1) to afford the product 26 as a white
solid (29mg, 93%). 1H NMR (400MHz, CDCl3): δ 9.16 (1H, d,
J=2.4 Hz), 9.02 (1H, d, J=4.8 Hz), 8.75 (1H, d, J=2.4 Hz), 7.61
(1H, d, J=4.8 Hz); 13C NMR (100MHz, CDCl3): δ 155.8, 155.0, 153.4,
142.1, 135.3, 123.0, 122.8, 119.5. The spectroscopic data matched that
reported in the literature.24
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6.10. 4,4′-(1,8-Naphthyridine-3,5-diyl)diphenol (5)

A mixture of 3-bromo-5-chloro-1,8-naphthyridine 26 (15mg,
0.06mmol), (4-hydroxyphenyl)boronic acid (21mg, 0.15mmol) and
aq. K2CO3 (2M, 180 μL, 0.36mmol) in 1,4-dioxane (1mL) was de-
gassed, and then PdCl2(dppf) (9 mg, 0.012mmol) was added. The re-
sulting mixture was degassed and back-filled with nitrogen, and then
stirred at 130 °C (100W) in microwave under nitrogen atmosphere for
2 h. After completion monitored by TLC, the reaction mixture was
concentrated under reduced pressure, and diluted with H2O (5mL),
neutralised with sat. NH4Cl (aq.) and extracted with ethyl acetate
(3× 5mL). The combined organic layers were washed with H2O
(5mL), dried over MgSO4 and concentrated in vacuo. The crude product
was purified by flash chromatography (CH2Cl2: MeOH=50:1→10:1)
to afford the product 5 as a yellow solid (16mg, 85%). m.p.
211–213 °C; Rf (CH2Cl2/MeOH 15:1): 0.30; 1H NMR (400MHz, d6-
DMSO): δ 9.90 (1H, s), 9.78 (1H, s), 9.38 (1H, s), 9.04 (1H, br.s), 8.37
(1H, d, J=2.4 Hz), 7.62 (2H, d, J=8.4 Hz), 7.54 (1H, d, J=4.4 Hz),
7.48 (2H, d, J=8.4 Hz), 7.00 (2H, d, J=8.4 Hz), 6.92 (2H, d,
J=8.4 Hz); 13C NMR (100MHz, d6-DMSO): δ 158.7, 158.5, 155.4,
152.8, 152.5, 149.6, 134.2, 131.5, 130.7, 129.0, 127.6, 127.3, 122.7,
121.1, 116.7, 116.3. HRMS (ESI+) Calc. for C20H14N2O2 [M+Na]+

337.0947, found 337.0950. IR (neat, cm−1): v 3363, 2921, 1606, 1512,
1265, 831, 559, 527. HPLC: 98.5% (HPLC Method A), RT: 15.5 min.

7. General procedure C for condensation reactions

The compounds ware prepared following a literature proce-
dure.45,46 To a solution of halogenated pyridine substrate (1.0 equiv.) in
anhydrous toluene (0.05M) was added n-BuLi (1.1 equiv., 2.5 M in
hexane) dropwise at −78 °C, and the resulting mixture was stirred for
30min. N, N-dimethylacetamide or DMF (1.5 equiv.) was added drop-
wise and the mixture was stirred for another 30min. After completion,
the reaction was quenched with sat. NH4Cl (aq.) and extracted with
ethyl acetate (3× 15mL). The organic layer was dried over MgSO4 and
concentrated in vacuo.

7.1. 1-(5-Bromopyridin-2-yl)ethan-1-one (27a)

This compound was prepared according to general procedure C by
treating 2,5-dibromopyridine (237mg, 1mmol) with N, N-dimethyla-
cetamide (44 μL, 1.5mmol). The crude product was purified by flash
chromatography (hexane/ethyl acetate 10:1) to give the product 27a as
a white solid (160mg, 80%); Rf (hexane/ethyl acetate 8:1): 0.45; 1H
NMR (300MHz, CDCl3): δ 8.70 (1H, s), 7.95–7.88 (2H, m), 2.66 (3H, s);
13C NMR (75MHz, CDCl3): δ 199.2, 151.9, 150.2, 139.6, 125.4, 123.0,
25.8. The spectroscopic data matched that reported in the literature.45

7.2. 5-Bromopicolinaldehyde (27b)

This compound was prepared according to general procedure C by
treating 2,5-dibromopyridine (237mg, 1mmol) with DMF (115 μL,
1.5 mmol). The crude product was purified by flash chromatography
(hexane/ethyl acetate 10:1) to give the product 27b as an off-brown
solid (149mg, 80%); Rf (hexane/ethyl acetate 8:1): 0.45; 1H NMR
(400MHz, CDCl3): δ 10.03 (1H, s), 8.85 (1H, dd, J=0.8, 2.0 Hz), 8.02
(1H, ddd, J=0.8, 2.0, 8.0 Hz), 7.85 (1H, dd, J=0.8, 8.0 Hz); 13C NMR
(100MHz, CDCl3): δ 192.4, 151.7, 151.3, 140.0, 126.3, 122.8. The
spectroscopic data matched that reported in the literature.47

8. General procedure D for benzyl protection

The compounds were prepared following a literature procedure.48

To a solution of hydroxyaryl substrate (1.0 equiv., 1 mmol) in DMF
(0.05M) was added K2CO3 (1.5 equiv., 1.5 mmol), followed by the
dropwise addition of benzyl bromide (1.2 equiv., 1.2mmol) at RT, and

the mixture was stirred at RT for 12 h. After completion monitored by
TLC, the solvent was removed under reduced pressure, and the residue
was washed with H2O (30mL) and extracted with ethyl acetate
(3×20mL), the organic layers were dried over MgSO4 and con-
centrated in vacuo.

8.1. 4-(Benzyloxy)benzaldehyde (28a)

The compounds were prepared according to general procedure D by
treating 4-hydroxybenzaldehyde (1.22 g, 0.01mol) with K2CO3 (2.07 g,
0.015mol) and benzyl bromide (1.42mL, 0.012mol). The crude pro-
duct was purified by flash chromatography (hexane/ethyl acetate
10:1→5:1) to give the product 28a as a white solid (1.97 g, 93%). Rf

(hexane/ethyl acetate 4:1): 0.35; 1H NMR (300MHz, CDCl3): δ 9.89
(1H, s), 7.84 (2H, d, J=7.8 Hz), 7.43–7.35 (5H, m), 7.08 (2H, d,
J=7.8 Hz), 5.15 (2H, s); 13C NMR (75MHz, CDCl3): δ 190.9, 163.8,
136.0, 132.1, 130.2, 128.8, 128.4, 127.6, 115.3, 70.4. The spectro-
scopic data matched that reported in the literature.49

8.2. 1-(4-(Benzyloxy)phenyl)ethan-1-one (28b)

This compound was prepared according to general procedure D by
treating 1-(4-hydroxyphenyl)ethan-1-one (1.36 g, 0.01mol) with
K2CO3 (2.07 g, 0.015mol) and benzyl bromide (1.42mL, 0.012mol).
The crude product was purified by flash chromatography (hexane/ethyl
acetate 10:1→ 5:1) to give the product 28b as a white solid (2.17 g,
96%); Rf (hexane/ethyl acetate 4:1): 0.50; 1H NMR (400MHz, CDCl3):
δ 7.94 (2H, dd, J=2.0, 6.8 Hz), 7.45–7.33 (5H, m), 7.01 (2H, dd,
J=2.0, 6.8 Hz), 5.12 (2H, s), 2.55 (3H, s); 13C NMR (100MHz, CDCl3):
δ 196.8, 162.7, 136.3, 130.7, 130.6, 128.7, 128.3, 127.5, 114.6, 70.2,
26.4. The spectroscopic data matched that reported in the literature.50

9. General procedure E for aldol condensation

LDA formation: To a solution of N,N-diisopropylethylamine (1.3
equiv.) in anhydrous THF was added n-BuLi (1.2 equiv.) dropwise at
−78 °C. After addition, the resulting mixture was stirred at −78 °C for
30min before using.

To a solution of LDA (1.3 equiv.) in solvent (10mL) was added
ketone (1.1 equiv.) at −78 °C, and the resulting mixture was stirred for
30min. To the mixture above was added a solution of aldehyde (1.0
equiv.) in the corresponding solvent (0.1M) dropwise, after addition,
the resulting mixture was slowly warmed up to 25 °C. After completion
monitored by TLC, the reaction was quenched with sat. NH4Cl (aq.) and
extracted with ethyl acetate (3× 15mL). The organic layer was dried
over MgSO4 and concentrated in vacuo. The crude product was purified
by flash chromatography.

9.1. 1-(4-(Benzyloxy)phenyl)-3-(5-bromopyridin-2-yl)-3-hydroxypropan-
1-one (29b)

This compound was prepared according to general procedure E by
treating 27b (186mg, 1.0 mmol) with LDA (1.2mmol) and 28b
(249mg, 1.1 mmol). After completion monitored by TLC, the reaction
was quenched with sat. NH4Cl (aq.) and extracted with ethyl acetate
(3×15mL). The organic layer was dried over MgSO4 and concentrated
in vacuo. The crude product was purified by flash chromatography
(hexane/ethyl acetate 10:1→ 3:1) to give the product 29b as a white
solid (322mg, 78%); m.p. 133–134 °C; Rf (hexane/ethyl acetate 3:1):
0.25; 1H NMR (400MHz, CDCl3): δ 8.58 (1H, d, J=2.4 Hz), 7.93 (2H,
d, J=9.0 Hz), 7.82 (1H, dd, J=2.4, 8.4 Hz); 7.51 (1H, d, J=8.0 Hz),
7.43–7.32 (5H, m), 6.99 (2H, d, J=9.0 Hz), 5.31 (1H, p, J=4.0 Hz),
5.12 (2H, s), 4.31 (1H, d, J=4.8 Hz), 3.60 (1H, dd, J=3.6, 17.6 Hz),
3.36 (1H, dd, J=8.0, 17.6 Hz); 13C NMR (100MHz, CDCl3): δ 198.6,
163.2, 160.7, 149.7, 139.4, 136.1, 130.7, 129.9, 128.8, 128.4, 127.5,
122.1, 119.2, 114.8, 70.3, 70.2, 45.0; HRMS (ESI+) Calc. for
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C21H18BrNO3 [M+Na]+ 434.0362/436.0342, found 434.0365/
436.0345. IR (neat, cm−1): v 3257, 2890, 1672, 1601, 1571, 1253,
1170, 1011, 828, 699, 543.

10. General procedure F for the oxidation of alcohols

To a solution of alcohol substrate (1.0 equiv.) in CH2Cl2 (0.05M)
was added Dess-Martin periodinane (DMP) (1.5 equiv.), and the mix-
ture was stirred at RT for 30min. After completion monitored by TLC,
the mixture was quenched with sat. NaHCO3 (aq.) (5 mL) and the re-
sulted mixture was extracted with CH2Cl2 (3× 10mL), the organic
layers were dried over MgSO4 and concentrated in vacuo.

10.1. 1-(4-(Benzyloxy)phenyl)-3-(5-bromopyridin-2-yl)propane-1,3-dione
(30)

This compound was prepared according to general procedure F by
treating 29b (206mg, 0.5 mmol) with DMP (318mg, 0.75mmol). The
crude product was purified by flash chromatography (hexane/ethyl
acetate 10:1→ 5:1) to give the product 30 as a yellow solid (195mg,
95%). m.p. 162–163 °C; Rf (hexane/ethyl acetate 8:1): 0.50; 1H NMR
(400MHz, CDCl3): δ 16.54 (1H, br.s), 8.73 (1H, d, J=2.0 Hz), 8.04
(2H, d, J=8.8 Hz), 8.01–7.96 (2H, m), 7.46–7.35 (6H, m), 7.05 (2H, d,
J=8.8 Hz), 5.15 (2H, s); 13C NMR (100MHz, CDCl3): δ 186.9, 180.9,
162.8, 151.2, 150.5, 139.8, 136.3, 129.9, 128.8, 128.4, 128.3, 127.6,
124.0, 123.2, 115.0, 93.1, 70.3; HRMS (ESI+) Calc. for C21H16BrNO3
[M+Na]+ 432.0206/434.0185, found 432.0205/434.0185. IR (neat,
cm−1): v 3031, 2944, 1588, 1510, 1492, 1451, 1242, 1170, 999, 826,
800, 624, 518.

11. General procedure G for the formation of pyrazoles

The compounds were prepared following a literature procedure.27

To a solution of 1,3-dione (1.0 equiv.) in MeOH (0.05M) was added
N2H4·H2O (64%, 2.0 equiv.), and the resulting mixture was stirred at RT
for 48 h under nitrogen. After completion monitored by TLC, the sol-
vent was removed under reduced pressure, and the residue was treated
with H2O (10mL) and extracted with ethyl acetate (3×10mL). The
combined organic layers were dried over MgSO4 and concentrated in
vacuo.

11.1. 2-(3-(4-(Benzyloxy)phenyl)-1H-pyrazol-5-yl)-5-bromopyridine (31)

This compound was prepared according to general procedure G by
treating 30 (150mg, 0.37mmol) with N2H4·H2O (58 μL, 0.74mmol).
The crude product was purified by flash chromatography (hexane/ethyl
acetate 5:1→2:1) to give the product 31 as a pale yellow solid
(113mg, 75%). m.p. 241–243 °C; Rf (hexane/ethyl acetate 1:1): 0.30;
1H NMR (400MHz, d6-DMSO): δ 13.45 (1H, br.s), 8.72 (1H, s),
8.17–8.07 (1H, m), 7.97–7.87 (1H, m), 7.78–7.76 (2H, m), 7.48–7.32
(5H, m), 7.16–7.11 (3H, m), 5.16 (2H, s); 13C NMR (100MHz, d6-
DMSO): δ 158.8, 151.5, 150.3, 144.1, 139.8, 137.4, 128.9, 128.3,
128.2, 127.1, 122.3, 121.4, 119.0, 115.8, 115.5, 100.5, 69.8; HRMS
(ESI+) Calc. for C21H16BrN3O [M+Na]+ 428.0369/430.0348, found
428.0367/430.0346. IR (neat, cm−1): v 3201, 3061, 2888, 1613, 1590,
1448, 1242, 798, 734, 518, 498.

11.2. 2-(3-(4-(Benzyloxy)phenyl)-1-tosyl-1H-pyrazol-5-yl)-5-
bromopyridine (32)

To a solution of 31 (101mg, 0.25mmol) in CH2Cl2 (10mL) was
added NaH (60% in mineral oil, 20mg, 0.50mmol) slowly at 0 °C, after
10min, tosyl chloride (TsCl) (52mg, 0.27mmol) was added, and the
resulting mixture was allowed to warm to RT for 30min. After com-
pletion monitored by TLC, the mixture was quenched with H2O (5mL)
and extracted with CH2Cl2 (3×5mL), the organic layers were dried

over MgSO4 and concentrated in vacuo. The crude product was purified
by flash chromatography (hexane/ethyl acetate 10:1→5:1) to give the
product 32 as a white solid (133mg, 95%). m.p. 152–154 °C; Rf

(hexane/ethyl acetate 6:1): 0.55; 1H NMR (300MHz, CDCl3): δ 8.64
(1H, d, J=2.1 Hz), 8.06 (1H, d, J=8.4 Hz), 7.88 (1H, dd, J=2.1,
8.4 Hz), 7.57 (2H, d, J=8.4 Hz), 7.49–7.36 (7H, m), 7.18 (2H, d,
J=8.4 Hz), 7.03 (2H, d, J=8.4 Hz), 6.89 (1H, s), 5.14 (2H, s), 2.36
(3H, s); 13C NMR (75MHz, CDCl3): δ 159.8, 154.4, 150.4, 149.5, 149.1,
145.5, 139.3, 136.6, 134.7, 131.5, 129.6, 128.7, 128.2, 128.0, 127.6,
122.2, 121.7, 120.9, 114.2, 110.1, 70.1, 21.7; HRMS (ESI+) Calc. for
C28H22BrN3O3S [M+Na]+ 582.0457/584.0437, found 582.0455/
584.0435. IR (neat, cm−1): v 3023, 2940, 1611, 1510, 1384, 1177,
1107, 1005, 816, 576, 545.

11.3. 4-(6-(3-(4-(Benzyloxy)phenyl)-1-tosyl-1H-pyrazol-5-yl)pyridin-3-
yl)phenol (33)

This compound was prepared according to general procedure B by
treating 32 (112mg, 0.2mmol) with (4-hydroxyphenyl)boronic acid
(41mg, 0.3mmol) at 110 °C. The crude product was purified by flash
chromatography (hexane/ethyl acetate 5:1→2:1) to afford the product
33 as a white solid (97mg, 85%). m.p. 192–193 °C; Rf (hexane/ethyl
acetate 2:1): 0.25; 1H NMR (400MHz, CDCl3): δ 8.77 (1H, dd, J=0.8,
2.4 Hz), 8.20 (1H, dd, J=0.8, 8.4 Hz), 7.90 (1H, dd, J=2.4, 8.4 Hz),
7.59 (2H, d, J=8.4 Hz), 7.49–7.47 (4H, m), 7.44–7.34 (5H, m), 7.17
(2H, d, J=8.0 Hz), 7.03 (2H, d, J=8.8 Hz), 6.96–6.94 (3H, m), 5.88
(1H, br.s), 5.14 (2H, s), 2.35 (3H, s); 13C NMR (100MHz, CDCl3): δ
159.9, 156.5, 155.3, 149.7, 148.7, 147.3, 145.5, 136.8, 136.5, 134.9,
134.7, 131.6, 129.9, 129.8, 128.8, 128.5, 128.3, 128.1, 127.7, 122.0,
121.3, 116.4, 114.3, 110.4, 70.3, 21.8; HRMS (ESI+) Calc. for
C34H27N3O4S [M+Na]+ 596.1614, found 596.1613. IR (neat, cm−1): v
3061, 2926, 1608, 1378, 1242, 1174, 1112, 826, 809, 662, 591, 568,
543.

11.4. 4-(6-(3-(4-Hydroxyphenyl)-1H-pyrazol-5-yl)pyridin-3-yl)phenol (6)

To a solution of 33 (46mg, 0.08mmol) in MeOH was added KOH
(22mg, 0.4 mmol) at RT, and the resulting mixture was stirred at 75 °C
for 1 h. After completion monitored by TLC, the solvent was removed
and the residue was diluted with H2O and extracted with ethyl acetate
(3×5mL). The combined organic layers were washed with brine
(5mL) and dried over MgSO4 and concentrated in vacuo to get the crude
compound without further purification. To the crude intermediate ob-
tained above in MeOH (5mL) was added Pd/C (4mg, 10 wt%) under
nitrogen, and the mixture was stirred at room temperature for 5 h under
1 atm of hydrogen. After completion monitored by TLC, the Pd-C was
filtered through Celite®, and the filtrate was concentrated under re-
duced pressure. The crude product was purified by flash chromato-
graphy (CH2Cl2/MeOH 50:1→15:1) to give the product 6 as a pale
yellow solid (12mg, 45% over two steps). m.p. 249–252 °C; Rf

(CH2Cl2/MeOH 10:1): 0.25; 1H NMR (400MHz, d6-DMSO): δ 13.30
(1H, br.s), 9.68 (1H, br.s), 8.84 (1H, s), 8.07–8.06 (1H, m), 7.97–7.96
(1H, m), 7.67 (2H, d, J=8.4 Hz), 7.62 (2H, d, J=8.8 Hz), 7.14 (1H, s),
6.91 (2H, d, J=8.8 Hz), 6.85 (2H, d, J=8.4 Hz); 13C NMR (100MHz,
d6-DMSO): δ 158.2, 157.9, 147.0, 134.7, 134.6, 134.4 (two overlapping
signals), 134.3, 128.3, 127.9, 127.0, 119.8, 116.5, 116.0, 100.1, 100.0;
HRMS (ESI+) Calc. for (C20H15N3O2)2 [M+Na]+ 681.2221, found
681.2217. IR (neat, cm−1): v 3292, 2921, 2851, 1610, 1598,1449,
1247, 824, 793, 506. HPLC: 98.0% (HPLC Method A), RT: 16.1 min.

11.5. (4-((tert-Butyldimethylsilyl)oxy)phenyl)boronic acid (35)

This compound was prepared according to general procedure A by
treating (4-hydroxyphenyl)boronic acid (1.38 g, 0.01mol) with imida-
zole (3.2 g, 0.05mol) and TBSCl (5.29 g, 0.035mol). The crude product
was purified by flash chromatography (hexane/ethyl acetate 10:1→
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3:1) to give the product 35 as a white solid (2.27 g, 90%). Rf (hexane/
ethyl acetate 1:1): 0.30; 1H NMR (300MHz, CDCl3): δ 8.11 (2H, d,
J=8.4 Hz), 6.96 (2H, d, J=8.4 Hz), 1.02 (9H, s), 0.26 (6H, s); 13C
NMR (75MHz, CDCl3): δ 159.9, 137.6, 119.9, 111.0, 25.8, 18.4, −4.2.
The spectroscopic data matched that reported in the literature.51

11.6. 4-(4-((tert-Butyldimethylsilyl)oxy)phenyl)pyridin-2-amine (36)

This compound was prepared according to general procedure B by
treating 4-bromopyridin-2-amine 34 (346mg, 2mmol) and boronic
acid 35 (756mg, 3mmol) at 100 °C. The crude product was purified by
flash chromatography (hexane/ethyl acetate 10:1→3:1) to afford the
product 36 as a white solid (522mg, 87%). m.p. 117–119 °C; Rf

(hexane/ethyl acetate 2:1): 0.20; 1H NMR (400MHz, CDCl3): δ 8.08
(1H, dd, J=0.8, 5.6 Hz), 7.47 (2H, dd, J=2.0, 6.4 Hz), 6.90 (2H, dd,
J=2.0, 6.4 Hz), 6.85 (1H, dd, J=1.6, 5.6 Hz), 6.66 (1H, dd, J=0.8,
1.6 Hz), 4.46 (2H, s), 1.00 (9H, s), 0.23 (6H, s); 13C NMR (100MHz,
CDCl3): δ 159.0, 156.7, 150.0, 148.6, 131.8, 128.1, 120.6, 112.6, 105.8,
25.8, 18.4, −4.2; HRMS (ESI+) Calc. for C17H24N2OSi [M+H]+

301.1731, found 301.1728. IR (neat, cm−1): v 3467, 3297, 3139, 2956,
2928, 2854, 1633, 1596, 1518, 1471, 1253, 1239, 1180, 912, 901, 835,
821, 801, 784, 693, 666, 468.

11.7. 4-(4-((tert-Butyldimethylsilyl)oxy)phenyl)-2-iodopyridine (37)

This compound was prepared following a literature procedure.28 To
a solution of 36 (255mg, 0.85mmol) in CH2I2 (5mL) was added iso-
amyl nitrite (1.75mL, 17mmol) at RT under nitrogen. After 30min, aq.
HI (57%, 2.5 μL, 0.017mmol) was added, and the resulting mixture was
stirred at RT for 24 h. After completion monitored by TLC, the mixture
was poured into a mixture of NH4OH/H2O (1:1 (v/v), 50mL) and ex-
tracted with CHCl3 (2× 25mL). The combined organic layers were
dried over MgSO4 and concentrated in vacuo. The crude product was
purified by flash chromatography (hexane/ethyl acetate 100:1→40:1)
to afford the product 37 as colorless oil (85mg, 25%). Rf (hexane/ethyl
acetate 10:1): 0.40; 1H NMR (400MHz, CDCl3): δ 8.34 (1H, dd, J=0.4,
5.2 Hz), 7.90 (1H, dd, J=0.8, 1.6 Hz), 7.48 (2H, dd, J=2.0, 6.4 Hz),
7.42 (1H, dd, J=1.6, 5.2 Hz), 6.93 (2H, dd, J=2.0, 6.4 Hz), 1.00 (9H,
s), 0.23 (6H, s); 13C NMR (100MHz, CDCl3): δ 157.5, 150.8, 150.0,
132.2, 129.4, 128.4, 121.0, 120.8, 119.0, 25.8, 18.4, −4.2; HRMS (ESI
+) Calc. for C17H22NOSiI [M+H]+ 412.0588, found 412.0586. IR
(neat, cm−1): v 2954, 2929, 2857, 1604, 1579, 1513, 1470, 1263, 911,
828.

11.8. 4-(4-((tert-Butyldimethylsilyl)oxy)phenyl)picolinaldehyde (38)

This compound was prepared according to general procedure C by
treating 37 (85mg, 0.2 mmol) with DMF (23 μL, 0.3 mmol). The crude
product was purified by flash chromatography (hexane/ethyl acetate
10:1) to give the product 38 as pale yellow oil (31mg, 50%); Rf

(hexane/ethyl acetate 10:1): 0.45; 1H NMR (300MHz, CDCl3): δ 10.13
(1H, s), 8.78 (1H, d, J=5.1 Hz), 8.16 (1H, d, J=1.2 Hz), 7.69 (1H, dd,
J=1.8, 5.1 Hz), 7.60 (2H, d, J=8.7 Hz), 6.96 (2H, d, J=8.7 Hz),
1.00 (9H, s), 0.24 (6H, s); 13C NMR (75MHz, CDCl3): δ 193.8, 157.7,
153.5, 150.7, 149.4, 129.9, 128.4, 125.0, 121.1, 119.0, 25.8, 18.4,
−4.2; HRMS (ESI+) Calc. for C18H23NO2Si [M+Na]+ 336.1390,
found 336.1338. IR (neat, cm−1): v 3331, 2957, 2927, 2858, 1714,
1604, 1515, 1462, 1263, 1037, 912, 830, 781.

11.9. 1-(4-(Benzyloxy)phenyl)-3-(4-(4-((tert-butyldimethylsilyl)oxy)
phenyl)pyridin-2-yl)-3-hydroxypropan-1-one (39)

This compound was prepared according to general procedure E by
treating 38 (62mg, 0.2mmol) with 28b (50mg, 0.22mmol) and LDA
(0.24mmol). After completion monitored by TLC, the reaction was
quenched with sat. NH4Cl (aq.) and extracted with ethyl acetate

(3×15mL). The combined organic layers were dried over MgSO4 and
concentrated in vacuo. The crude product was purified by flash chro-
matography (hexane/ethyl acetate 8:1) to give the product 39 as pale
yellow semi-solid (65mg, 60%); Rf (hexane/ethyl acetate 10:1): 0.25;
1H NMR (400MHz, CDCl3): δ 8.53 (1H, dd, J=0.4, 5.2 Hz), 7.96 (2H,
d, J=9.2 Hz), 7.76–7.75 (1H, m), 7.56 (2H, d, J=8.8 Hz), 7.43–7.32
(6H, m), 6.99 (2H, d, J=9.2 Hz), 6.93 (2H, d, J=8.8 Hz), 5.42 (1H,
dd, J=3.6, 8.4 Hz), 5.12 (2H, s), 4.41 (1H br.s), 3.63 (1H, dd, J=3.6,
17.2 Hz), 3.41 (1H, dd, J=8.4, 17.2 Hz), 1.01 (9H, s), 0.24 (6H, s); 13C
NMR (100MHz, CDCl3): δ 198.8, 163.1, 162.2, 157.1, 149.1, 149.0,
136.2, 131.1, 130.8, 130.2, 128.8, 128.6, 128.4, 127.6, 120.8, 120.0,
118.0, 114.8, 70.7, 70.3, 45.6, 25.8, 18.4, −4.2; HRMS (ESI+) Calc.
for C33H37NO4Si [M+Na]+ 562.2384, found 562.2380. IR (neat,
cm−1): v 3487, 2955, 2929, 2857, 1660, 1599, 1514, 1253, 1172, 912,
900, 850, 833, 779, 613.

11.10. 1-(4-(Benzyloxy)phenyl)-3-(4-(4-((tert-butyldimethylsilyl)oxy)
phenyl)pyridin-2-yl)propane-1,3-dione (40)

This compound was prepared according to general procedure F by
treating 39 (54mg, 0.1mmol) with DMP (64mg, 0.15mmol). The
crude product was purified by flash chromatography (hexane/ethyl
acetate 5:1→ 3:1) to give the product 40 as a yellow solid (40mg,
75%). m.p. 134–135 °C; Rf (CH2Cl2/MeOH 20:1): 0.55; 1H NMR
(400MHz, CDCl3): δ 16.67 (1H, br.s), 8.70 (1H, d, J=5.2 Hz), 8.35
(1H, d, J=1.2 Hz), 8.08 (2H, d, J=8.8 Hz), 7.63 (2H, d, J=8.8 Hz),
7.60 (1H, dd, J=2.0, 5.2 Hz), 7.54 (1H, s), 7.46–7.33 (5H, m), 7.06
(2H, d, J=8.8 Hz), 6.97 (2H, d, J=8.4 Hz), 5.15 (2H, s), 1.01 (9H, s),
0.25 (6H, s); 13C NMR (100MHz, CDCl3): δ 187.0, 182.0, 162.8, 157.4,
153.2, 149.7, 149.3, 136.4, 130.5, 129.9, 128.8, 128.5, 128.4 (two
overlapping signals), 127.7, 123.4, 121.0, 119.6, 115.0, 93.3, 70.3,
25.8, 18.4, −4.2; HRMS (ESI+) Calc. for C33H35NO4Si [M+H]+

538.2408, found 538.2414. IR (neat, cm−1): v 2953, 2928, 2857, 1604,
1510, 1453, 1248, 1173, 911, 832, 805, 733, 659.

11.11. 2-(3-(4-(Benzyloxy)phenyl)-1H-pyrazol-5-yl)-4-(4-((tert-
butyldimethylsilyl)oxy)phenyl)pyridine (41)

This compound was prepared according to general procedure G by
treating 40 (53.8mg, 0.1mmol) and N2H4·H2O (7.8 μL, 0.2mmol). The
crude product was purified by flash chromatography (CH2Cl2/MeOH
50:1→20:1) to give the product 41 as a pale yellow semi-solid (37mg,
70%). Rf (CH2Cl2/MeOH 15:1): 0.25; 1H NMR (400MHz, d3-MeOD): δ
8.59 (1H, s), 8.24 (1H, s), 7.78–7.74 (4H, m), 7.62 (1H, s), 7.49–7.31
(5H, m), 7.20 (1H, s), 7.11 (2H, d, J=8.8 Hz), 7.03 (2H, d, J=8.8 Hz),
5.16 (2H, s), 1.05 (9H, s), 0.28 (6H, s); 13C NMR (100MHz, d3-MeOD):
δ 160.5, 158.6, 150.7, 150.6, 144.6, 138.6, 132.0, 130.7, 129.5 (two
overlapping signals), 129.4, 129.2, 128.9, 128.6, 128.1, 121.9, 118.6,
116.4, 102.8, 101.6, 71.1, 26.1, 19.1, −4.3; HRMS (ESI+) Calc. for
C33H35N3O2Si [M+H]+ 534.2571, found 534.2568. IR (neat, cm−1): v
2952, 2928, 2856, 1606, 1515, 1471, 1454, 1254, 1175, 913, 835.

11.12. 4-(2-(3-(4-Hydroxyphenyl)-1H-pyrazol-5-yl)pyridin-4-yl)phenol
(7)

To a solution of 41 (53mg, 0.1 mmol) in MeOH was added Pd/C
(5mg, 10wt%) under nitrogen atmosphere, and the mixture was stirred
at room temperature for 4 h under 1 atm of hydrogen. After completion
monitored by TLC, the Pd-C was filtered through Celite®, and the fil-
trate was concentrated under reduced pressure to get the crude com-
pound without further purification. To the crude intermediate obtained
above in THF (3mL) was added TBAF (0.2mL, 0.2mmol, 1M in THF).
The resulting mixture was stirred at RT for 30min. After completion
monitored by TLC, the solvent was removed under reduced pressure.
The crude product was purified by flash chromatography (CH2Cl2/
MeOH 20:1→10:1) to give the product 7 as an off-white solid (18mg,
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55% over two steps). m.p. 159–161 °C; Rf (CH2Cl2/MeOH 10:1): 0.15;
1H NMR (500MHz, d6-DMSO): δ 13.29 (1H, br.s), 9.88 (1H, br.s), 9.60
(1H, br.s), 8.57 (1H, d, J=5.0 Hz), 8.16 (1H, d, J=1.0 Hz), 7.74 (2H,
d, J=7.0 Hz), 7.67 (2H, d, J=8.5 Hz), 7.56 (1H, d, J=4.0 Hz), 7.23
(1H, s), 6.93 (2H, d, J=8.5 Hz), 6.84 (2H, d, J=8.5 Hz); 13C NMR
(125MHz, d6-DMSO): δ 159.5, 157.9, 150.4, 148.5, 133.0, 128.8 (two
overlapping signals), 127.3, 127.2, 124.8, 123.7, 122.7, 119.8, 116.6,
116.2, 100.6; HRMS (ESI+) Calc. for C20H15N3O2 [M+H]+ 330.1237,
found 330.1242. IR (neat, cm−1): v 2953, 2921, 2852, 1601, 1515,
1451, 1373, 1253, 1172, 823, 799, 776, 567. HPLC: 98.4% (HPLC
Method A), RT: 15.9 min.

11.13. [2,2′-Bipyridine] 1,1′-dioxide (43)

This compound was prepared following a literature procedure.52 To
a solution of 2,2′-bipyridine 42 (1.0 g, 6.4mmol) in acetic acid (15mL)
was added hydrogen peroxide (3.3mL, 32mmol, 30% (w/w) in H2O)
dropwise at RT, and the resulting mixture was heated to 70 °C and
stirred for 15 h. After completion, the cooled mixture was added
acetone (20mL) forming a white precipitate, filtered and dried. The
crude white solid was recrystallised from H2O to get the desired pure
compound 43 (1.08 g, 90%). Rf (CH2Cl2/MeOH 15:1): 0.35; 1H NMR
(300MHz, D2O): δ 8.46 (2H, d, J=6.3 Hz), 7.88–7.83 (2H, m),
7.77–7.30 (4H, m); 13C NMR (75MHz, D2O): δ 142.3, 140.4, 132.4,
129.5, 129.1. The spectroscopic data matched that reported in the lit-
erature.53

11.14. 4,4′-Dinitro-[2,2′-bipyridine] 1,1′-dioxide (44)

This compound was prepared following a literature procedure.30 To
a suspension of 43 (1.0 g, 5.3mmol) in sulphuric acid (6mL, 111mmol)
was added nitric acid (2.5 mL, 44mmol) dropwise at 0 °C, and the re-
sulting mixture was heated to 100 °C and stirred for 20 h. After com-
pletion monitored by TLC, the mixture was cooled to RT and ice
(20mL) was added to get yellow precipitate, filtered and washed with
cold water and dried to get the desired compound 44 without further
purification (295mg, 20%). Rf (CH2Cl2/MeOH 15:1): 0.40; 1H NMR
(400MHz, CDCl3): δ 8.69 (2H, d, J=3.2 Hz), 8.59 (2H, d, J=7.2 Hz),
8.38 (2H, dd, J=3.2, 7.2 Hz); 13C NMR (100MHz, CDCl3): δ 142.1,
141.2, 140.5, 123.8, 122.0. The spectroscopic data matched that re-
ported in the literature.53

11.15. 4,4′-Dichloro-[2,2′-bipyridine] 1,1′-dioxide (45)

This compound was prepared following a literature procedure.30 To
a suspension of 44 (100mg, 0.36mmol) in acetic acid (2mL) was added
acetyl chloride (0.13mL, 1.8 mmol) dropwise at RT under nitrogen
atmosphere, the resulting mixture was stirred for 2 h, and then heated
to 100 °C for 12 h. After completion monitored by TLC, the volatile was
removed under reduced pressure and the residue was treated with sat.
NaHCO3 (aq.) (2 mL) and CH2Cl2 (5mL), and the off-white precipitate
was obtained, filtered and washed with CH2Cl2 and dried to get the
desired compound 45 without further purification (79mg, 85%). Rf

(CH2Cl2/MeOH 10:1): 0.20; 1H NMR (400MHz, d6-DMSO+TFA): δ
8.42 (2H, d, J=6.8 Hz), 7.93 (2H, d, J=3.2 Hz), 7.68 (2H, dd,
J=3.2, 6.8 Hz); 13C NMR (100MHz, d6-DMSO+TFA): δ 143.0, 141.4,
132.3, 129.6, 128.5. The spectroscopic data matched that reported in
the literature.53

11.16. 4,4′-Dichloro-2,2′-bipyridine (46)

This compound was prepared following a literature procedure.30 To
a suspension of 45 (50mg, 0.19mmol) in CHCl3 (5mL) was added PCl3
(0.33mL, 3.8mmol) dropwise at RT under nitrogen atmosphere, and
the resulting mixture was heated to 65 °C and stirred for 20 h. After
completion monitored by TLC, the mixture was poured into ice (5mL)

and solid NaOH was added to make pH=8, and then extracted with
CH2Cl2 (3×10mL). The combined organic layers were dried over
MgSO4 and concentrated in vacuo. The crude product was purified by
flash chromatography (hexane/ethyl acetate 8:1) to give the product 46
as a white solid (41mg, 95%); Rf (hexane/ethyl acetate 4:1): 0.4; 1H
NMR (300MHz, CDCl3): δ 8.55 (2H, d, J=5.4 Hz), 8.43 (2H, d,
J=2.1 Hz), 7.32 (2H, dd, J=2.1, 5.4 Hz); 13C NMR (75MHz, CDCl3):
δ 156.5, 150.2, 145.5, 124.5, 121.9. The spectroscopic data matched
that reported in the literature.53

11.17. 4,4′-([2,2′-Bipyridine]-4,4′-diyl)diphenol (8)

A mixture of 46 (40mg, 0.18mmol), (4-hydroxyphenyl)boronic
acid (62mg, 0.45mmol) and aq. K2CO3 (2M, 450 μL, 0.9 mmol) in 1,4-
dioxane (5mL) was degassed, and then [1,1′-bis(diphenylphosphino)
ferrocene]dichloropalladium(II) (6.5 mg, 0.009mmol) was added. The
resulting mixture was degassed and back-filled with nitrogen, and then
heated at reflux for 4 h. After completion monitored by TLC, the reac-
tion mixture was concentrated under reduced pressure, and then di-
luted with H2O (5mL), neutralised with sat. NH4Cl (aq.) and extracted
with ethyl acetate (3×5mL). The combined organic layers were wa-
shed with H2O (5mL) and dried over MgSO4 and concentrated in vacuo.
The crude product was purified by flash chromatography (CH2Cl2:
MeOH=50:1→ 10:1) to afford the product 8 as a white solid (25mg,
40%). m.p. 328–330 °C; Rf (CH2Cl2/MeOH 15:1): 0.30; 1H NMR
(400MHz, d6-DMSO): δ 9.88 (2H, br.s), 8.70 (2H, d, J=5.2 Hz), 8.64
(2H, d, J=1.6 Hz), 7.74 (4H, d, J=8.8 Hz), 7.71 (2H, dd, J=1.6,
5.2 Hz), 6.94 (4H, d, J=8.8 Hz); 13C NMR (100MHz, d6-DMSO): δ
158.8, 155.8, 149.8, 148.0, 128.1, 127.7, 120.7, 116.8, 116.1. HRMS
(ESI+) Calc. for C22H16N2O2 [M+Na]+ 363.1104, found 363.1110. IR
(neat, cm−1): v 3084, 2922, 1586, 1514, 1234, 826, 567. HPLC: 96.1%
(HPLC Method A), RT: 18.7 min.

12. General procedure H for the synthesis of hydrazones

The compounds were prepared following a literature procedure.31

To a solution of chloro-pyrazine substrate (1.0 equiv.) in ethanol
(0.05M) was added hydrazine monohydrate (1.1 equiv.). The resulting
mixture was stirred at 80 °C for 8 h. After completion monitored by TLC,
the reaction mixture was cooled to RT, and the precipitate obtained
filtered, washed by ethanol and dried to get a pale yellow solid. To a
solution of the crude intermediate (1.0 equiv.) in ethanol (0.05M) was
added aryl-aldehyde (1.1 equiv.), and the resulting mixture was stirred
at 80 °C for 10 h. After completion monitored by TLC, the reaction
mixture was cooled to RT, and the precipitate was obtained and fil-
tered, washed by ethanol and dried to get the products.

12.1. 2-(2-(4-(Benzyloxy)benzylidene)hydrazinyl)-6-chloropyrazine (48)

This compound was prepared according to general procedure H by
treating 47 (1.49 0.01mol) with 28a (2.33 g, 0.011mol) to give the
product 48 as an off-white solid (2.37 g, 70%). m.p. 213–214 °C; Rf

(hexane/ethyl acetate 2:1): 0.30; 1H NMR (300MHz, d6-DMSO): δ
11.40 (1H, br.s), 8.52 (1H, s), 8.01–7.99 (2H, m), 7.66 (2H, d,
J=8.1 Hz), 7.46–7.30 (5H, m), 7.06 (2H, d, J=8.1 Hz), 5.14 (2H, s);
13C NMR (75MHz, d6-DMSO): δ 159.5, 152.4, 145.5, 142.7, 136.8,
131.9, 128.6, 128.4, 128.2, 127.9, 127.7, 127.3, 115.1, 69.3; HRMS
(ESI+) Calc. for C18H15ClN4O [M+Na]+ 361.0827, found 361.0832.
IR (neat, cm−1): v 3167, 3030, 2860, 1608, 1569, 1511, 1380, 1245,
822, 720, 508.

13. General procedure I for the oxidative heterocyclisation

The compounds were prepared following a literature procedure.32

To a solution of hydrazone (1.0 equiv.) in CH2Cl2 (0.05M) was added
PhI(OAc)2 (1.0 equiv.). The resulting mixture was stirred at RT for 12 h.
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After completion monitored by TLC, the solvent was removed under
reduced pressure.

13.1. 3-(4-(Benzyloxy)phenyl)-5-chloro-[1,2,4]triazolo[4,3-a]pyrazine
(49)

This compound was prepared according to general procedure I by
treating 48 (2.37 g, 7mmol) with PhI(OAc)2 (2.25 g, 7mmol). The
crude product was purified by flash chromatography (hexane/ethyl
acetate 1:1) to give the product 49 as a white solid (2.00 g, 85%). m.p.
216–217 °C; Rf (hexane/ethyl acetate 1:1): 0.30; 1H NMR (400MHz, d6-
DMSO): δ 9.46 (1H, s), 8.06 (1H, s), 7.65 (2H, ddd, J=2.8, 4.8,
9.6 Hz), 7.52–7.50 (2H, m), 7.45–7.41 (2H, m), 7.39–7.34 (1H, m), 7.19
(2H, ddd, J=2.8, 4.8, 9.6 Hz), 5.22 (2H, s); 13C NMR (100MHz, d6-
DMSO): δ 160.3, 147.8, 147.4, 143.2, 137.1, 133.3, 129.5, 128.9,
128.4, 128.3, 122.2, 119.8, 114.4, 69.9; HRMS (ESI+) Calc. for
C18H13ClN4O [M+Na]+ 359.0670, found 359.0668. IR (neat, cm−1):
v 3087, 2879, 1607, 1453, 1233, 750, 554.

13.2. 2-(4-(Benzyloxy)phenyl)ethan-1-ol (50a)

Step 1: The formation of 4-(2-hydroxyethyl)phenol. This compound
was prepared following a literature procedure.54 To a solution of 2-(4-
hydroxyphenyl)acetic acid (760mg, 5mmol) in ethanol (20mL) was
added sulfuric acid (27 μL, 0.5mmol), and the resulting mixture was
heated at reflux for 3 h. After completion monitored by TLC, the solvent
was removed under reduced pressure, and the crude product was dis-
solved in anhydrous THF (20mL), followed by the addition of LiAlH4
(228mg, 6mmol) slowly at 0 °C, and the resulting mixture was allowed
to warm to RT for 12 h. After completion monitored by TLC, the solu-
tion was cooled to 0 °C, and quenched by Na2SO4·10H2O solid and fil-
tered through Celite®. The solvent was removed under reduced pressure
and the residue was diluted with H2O (20mL) and extracted with ethyl
acetate (3×20mL). The combined organic layers were dried over
MgSO4 and concentrated in vacuo. The crude product was purified by
flash chromatography (hexane/ethyl acetate 5:1→2:1) to give the
product as an off-white solid (600mg, 87%). Rf (hexane/ethyl acetate
2:1): 0.30; 1H NMR (400MHz, CDCl3): δ 7.10 (2H, dd, J=2.0, 6.4 Hz),
6.78 (2H, dd, J=2.0, 6.4 Hz), 4.83 (1H, br.s), 3.83 (2H, dd, J=6.4,
15.0 Hz), 2.80 (2H, t, J=6.4 Hz); 13C NMR (100MHz, CDCl3): δ 154.4,
130.6, 130.3, 115.6, 64.0, 38.4. The spectroscopic data matched that
reported in the literature.54

Step 2: The benzyl protection of 4-(2-hydroxyethyl)phenol was
realised according to general procedure D by treating 4-(2-hydro-
xyethyl)phenol (600mg, 4.3mmol) with benzyl bromide (613 μL,
5.2 mmol). The crude product was purified by flash chromatography
(hexane/ethyl acetate 10:1→5:1) to give the product 50a as a white
solid (882mg, 90%). Rf (hexane/ethyl acetate 4:1): 0.30; 1H NMR
(500MHz, CDCl3): δ 7.44–7.42 (2H, m), 7.40–7.37 (2H, m), 7.33–7.31
(1H, m), 7.14 (2H, d, J=8.6 Hz), 6.93 (2H, d, J=8.6 Hz), 5.05 (2H, s),
3.82 (2H, t, J=6.5 Hz), 2.81 (2H, t, J=6.5 Hz), 1.43 (1H, br.s); 13C
NMR (125MHz, CDCl3): δ 157.6, 137.2, 130.8, 130.1, 128.7, 128.0,
127.5, 115.1, 70.1, 63.9, 38.4. The spectroscopic data matched that
reported in the literature.48

13.3. 2-(3-(Benzyloxy)phenyl)ethan-1-ol (50b)

This compound was prepared according to general procedure D by
treating 3-(2-hydroxyethyl)phenol (600mg, 4.3 mmol) with benzyl
bromide (613 μL, 5.2mmol). The crude product was purified by flash
chromatography (hexane/ethyl acetate 10:1→ 5:1) to give the product
50b as a white solid (912mg, 93%). Rf (hexane/ethyl acetate 4:1): 0.35;
1H NMR (300MHz, CDCl3): δ 7.37–7.22 (5H, m), 7.18–7.13 (1H, m),
6.79–6.74 (3H, m), 4.98 (2H, s), 3.77 (2H, t, J=6.6 Hz), 2.76 (2H, t,
J=6.6 Hz); 13C NMR (75MHz, CDCl3): δ 159.1, 140.3, 137.1, 129.7,
128.7, 128.1, 127.6, 121.8, 115.9, 112.8, 70.1, 63.7, 39.3. The

spectroscopic data matched that reported in the literature.55

14. General procedure J for the synthesis of ethers

To a solution of 49 (1.0 equiv.) in toluene (0.05M) was added KOH
(3.0 equiv.) and 18-crown-6 (0.07 equiv.), followed by the addition of
50a–-b (1.1 equiv.). The resulting mixture was stirred at 40 °C for 4 h.
After completion monitored by TLC, the reaction mixture was washed
with H2O and extracted with ethyl acetate (3×10mL). The combined
organic layers were dried over MgSO4 and concentrated in vacuo.

14.1. 5-(4-(Benzyloxy)phenethoxy)-3-(4-(benzyloxy)phenyl)-[1,2,4]
triazolo[4,3-a]pyrazine (51a)

This compound was prepared according to general procedure J by
treating 49 (674mg, 2mmol) with 50a (502mg, 2.2mmol). The crude
product was purified by flash chromatography (hexane/ethyl acetate
1:1→1:1.5) to give the product 51a as a white solid (772mg, 73%).
m.p. 156–158 °C; Rf (hexane/ethyl acetate 1:1): 0.15; 1H NMR
(300MHz, CDCl3): δ 8.94 (1H, s), 7.52 (2H, d, J=7.8 Hz), 7.38–7.19
(10H, m), 6.97 (2H, d, J=7.8 Hz), 6.72 (2H, d, J=8.1 Hz), 6.65 (2H,
d, J=8.1 Hz), 5.07 (2H, s), 4.93 (2H, s), 4.27 (2H, t, J=5.4 Hz), 2.77
(2H, t, J=5.4 Hz); 13C NMR (75MHz, CDCl3): δ 160.2, 157.7, 136.9,
136.4, 136.2, 132.3, 129.7, 128.7, 128.6, 128.1, 128.0, 127.4, 120.2,
115.0, 114.2, 108.0, 106.1, 71.6, 70.1, 70.0, 33.8; HRMS (ESI+) Calc.
for C33H28N4O3 [M+Na]+ 551.2054, found 551.2050. IR (neat,
cm−1): v 3033, 2951, 2857, 1608, 1505, 1247, 830 695.

14.2. 5-(3-(Benzyloxy)phenethoxy)-3-(4-(benzyloxy)phenyl)-[1,2,4]
triazolo[4,3-a]pyrazine (51b)

This compound was prepared according to general procedure J by
treating 49 (674mg, 2mmol) with 50b (502mg, 2.2mmol). The crude
product was purified by flash chromatography (hexane/ethyl acetate
1:1→1:1.5) to give the product 51b as a white solid (730mg, 69%).
m.p. 104–106 °C; Rf (hexane/ethyl acetate 1:1): 0.15; 1H NMR
(300MHz, CDCl3): δ 8.93 (1H, s), 7.49 (2H, d, J=8.1 Hz), 7.35–7.18
(10H, m), 7.05 (1H, t, J=7.8 Hz), 6.92 (2H, d, J=8.1 Hz), 6.75 (1H,
d, J=7.8 Hz), 6.46 (1H, s), 6.40 (1H, d, J=7.2 Hz), 5.01 (2H, s), 4.91
(2H, s), 4.30 (2H, t, J=6.0 Hz), 2.81 (2H, t, J=6.0 Hz); 13C NMR
(75MHz, CDCl3): δ 160.2, 159.1, 144.2, 138.1, 136.9, 136.6, 136.5,
132.3, 129.8, 128.8, 128.7, 128.2, 128.1, 127.6, 127.5, 121.4, 120.2,
115.8, 114.3, 112.9, 108.2, 71.2, 70.2, 70.1, 34.6; HRMS (ESI+) Calc.
for C33H28N4O3 [M+Na]+ 551.2054, found 551.2052. IR (neat,
cm−1): v 3032, 2917, 2853, 1607, 1506, 1243, 694.

15. General procedure K for the benzyl hydrogenolysis

To a solution of benzyl protected substrates (1.0 equiv.) in MeOH
(0.05M) was added Pd/C (10wt%) under nitrogen atmosphere, and the
mixture was stirred at RT for 2 h under 1 atm of hydrogen. After com-
pletion monitored by TLC, the Pd-C was filtered through Celite®, and
the solvent was removed under reduced pressure.

15.1. 4-(5-(4-Hydroxyphenethoxy)-[1,2,4]triazolo[4,3-a]pyrazin-3-yl)
phenol (9a)

This compound was prepared according to general procedure K by
treating 51a (700mg, 1.3mmol). The crude product was purified by
flash chromatography (CH2Cl2/MeOH 50:1→ 10:1) to give the product
9a as a pale yellow solid (317mg, 70%). m.p. 235–237 °C; Rf (CH2Cl2/
MeOH 10:1): 0.25; 1H NMR (400MHz, d6-DMSO): δ 9.90 (1H, br.s),
9.17 (1H, br.s), 8.98 (1H, s), 7.53 (2H, dd, J=2.0, 6.4 Hz), 7.50 (1H,
s), 6.90 (2H, dd, J=2.0, 6.8 Hz), 6.71 (2H, dd, J=2.0, 6.4 Hz), 6.56
(2H, dd, J=2.0, 6.8 Hz), 4.38 (2H, t, J=6.4 Hz), 2.77 (2H, t,
J=6.4 Hz); 13C NMR (100MHz, d6-DMSO): δ 158.8, 155.9, 147.2,
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146.6, 143.9, 135.0, 132.3, 129.8, 127.3, 118.4, 115.0, 114.4, 108.5,
71.7, 33.1; HRMS (ESI+) Calc. for C19H16N4O3 [M+Na]+ 371.1115,
found 371.1112. IR (neat, cm−1): v 3098, 2919, 1608, 1489, 1237,
826. HPLC: 98.8% (HPLC Method A), RT: 16.6 min.

15.2. 3-(2-((3-(4-Hydroxyphenyl)-[1,2,4]triazolo[4,3-a]pyrazin-5-yl)
oxy)ethyl)phenol (9b)

This compound was prepared according to general procedure K by
treating 51b (700mg, 1.3 mmol). The crude product was purified by
flash chromatography (CH2Cl2/MeOH 50:1→10:1) to give the product
9b as a pale yellow solid (303mg, 67%). m.p. 245–246 °C; Rf (CH2Cl2/
MeOH 10:1): 0.25; 1H NMR (500MHz, d6-DMSO): δ 9.89–9.84 (1H,
br.s), 9.26 (1H, br.s), 8.99 (1H, s), 7.54 (1H, s), 7.50 (2H, d,
J=9.0 Hz), 6.98 (1H, t, J=8.0 Hz), 6.86 (2H, d, J=9.0 Hz), 6.58
(1H, d, J=8.0 Hz), 6.54 (1H, s), 6.34 (1H, d, J=8.0 Hz), 4.43 (2H, t,
J=7.0 Hz), 2.80 (2H, t, J=7.0 Hz); 13C NMR (125MHz, d6-DMSO): δ
159.4, 158.0, 147.9, 147.3, 144.5, 139.1, 135.7, 132.9, 129.8, 120.2,
118.9, 116.2, 115.0, 114.1, 109.3, 71.9, 34.5; HRMS (ESI+) Calc. for
C19H16N4O3 [M+H]+ 349.1295, found 349.1295. IR (neat, cm−1): v
3102, 2956, 1608, 1510, 1439, 1242, 566. HPLC: 96.1% (HPLC Method
A), RT: 16.8min.

15.3. 6-Chloropyrazine-2-carboxylic acid (53)

This compound was prepared following a literature procedure.33 To
a solution of Na2WO4·2H2O (0.025 equiv., 0.24mmol) in H2O (0.05M)
was added aq·H2O2 (30%, 1.1 equiv., 1 mL) at RT, followed by the
addition of H2SO4 (1M) to make pH=2, then pyrazine-2-carboxylic
acid 52 (1.0 equiv., 8 mmol) was added, and the resulting suspension
was stirred at 80 °C for 2 h. After completion monitored by TLC, the
mixture was settled at RT until the precipitate was obtained, filtered
and washed by H2O and dried under reduced pressure to get white solid
compound 3-carboxypyrazine 1-oxide without further purification. A
solution of 3-carboxypyrazine 1-oxide (1.0 equiv., 7 mmol) in POCl3
(3mL) in sealed tube was heated to 120 °C and stirred for 2 h. After
completion monitored by TLC, the reaction mixture was cooled to RT
and poured to ice water (20mL), neutralised with sat. Na2CO3 (aq.) and
extracted with ethyl acetate (3×20mL). The combined organic layers
were dried over MgSO4 and concentrated in vacuo. The crude product
was recrystallised from ethanol, filtered and washed by hexane, dried to
get the product 53 as a white solid (880mg, 70%).m.p. 158–160 °C; Rf

(hexane/ethyl acetate 1:1): 0.25; 1H NMR (500MHz, d6-DMSO): δ 9.13
(1H, s), 9.00 (1H, s); 13C NMR (125MHz, d6-DMSO): δ 163.8, 148.0,
147.8, 143.7, 143.3. The spectroscopic data matched that reported in
the literature.56

16. General procedure L for amide coupling reactions

The compounds were prepared following a literature procedure.57

To a solution of carboxylic acid (1.0 equiv.) in anhydrous CH2Cl2
(0.1 M) was added oxalyl chloride (1.5 equiv.) and DMF (0.1 equiv.) at
0 °C, and the resulting mixture was allowed to warm to RT for 2 h. Then
the volatiles were concentrated under reduced pressure, and the residue
was dissolved in anhydrous CH2Cl2 (0.1M), followed by the addition of
aniline (1.0 equiv.) and triethylamine (1.1 equiv.), and the resulting
mixture was stirred at RT for another 2 h. After completion monitored
by TLC, the reaction mixture was quenched with H2O and extracted
with CH2Cl2 (3×20mL), and washed with 1% HCl solution, and then
sat. Na2CO3 (aq.). The combined organic layers were dried over MgSO4
and concentrated in vacuo.

16.1. N-(4-((tert-Butyldimethylsilyl)oxy)phenyl)-6-chloropyrazine-2-
carboxamide (54a)

This compound was prepared according to general procedure L by

treating 53 (316mg, 2mmol) with 15a (446mg, 2mmol). The crude
product was purified by flash chromatography (hexane/ethyl acetate
10:1) to give the product 54a as an off-white solid (582mg, 80%).m.p.
115–116 °C; Rf (hexane/ethyl acetate 4:1): 0.55; 1H NMR (500MHz,
CDCl3): δ 9.37 (1H, s), 9.30 (1H, br.s), 8.78 (1H, s), 7.59 (2H, ddd,
J=3.0, 5.5, 10.0 Hz), 6.86 (2H, ddd, J=3.0, 5.5, 10.0 Hz), 0.98 (9H,
s), 0.20 (6H, s,); 13C NMR (125MHz, CDCl3): δ 159.2, 153.1, 147.5,
147.4, 144.3, 142.3, 130.7, 121.6, 120.6, 25.8, 18.3, −4.3; HRMS (ESI
+) Calc. for C17H22ClN3O2Si [M+Na]+ 386.1062, found 386.1061. IR
(neat, cm−1): v 3374, 2950, 2930, 2855, 1686, 1591, 1261, 845.

16.2. N-(3-((tert-Butyldimethylsilyl)oxy)phenyl)-6-chloropyrazine-2-
carboxamide (54b)

This compound was prepared according to general procedure L by
treating 53 (316mg, 2mmol) with 15b (446mg, 2mmol). The crude
product was purified by flash chromatography (hexane/ethyl acetate
10:1) to give the product 54b as yellow oil (619mg, 85%). Rf (hexane/
ethyl acetate 4:1): 0.55; 1H NMR (300MHz, CDCl3): δ 9.41 (1H, s), 9.35
(1H, br.s), 8.81 (1H, s), 7.44 (1H, s), 7.28–7.21 (2H, m), 6.70–6.68 (1H,
m), 1.02 (9H, s), 0.26 (6H, s); 13C NMR (75MHz, CDCl3): δ 159.4,
156.5, 147.6, 147.5, 144.2, 142.3, 138.0, 129.9, 117.0, 113.0, 112.1,
25.8, 18.3, −4.3; HRMS (ESI+) Calc. for C17H22ClN3O2Si [M+Na]+

386.1062, found 386.1060. IR (neat, cm−1): v 3374, 2954, 2929, 2857,
1686, 1598, 1534, 1166, 779.

16.3. 4-((tert-Butyldimethylsilyl)oxy)benzaldehyde (55)

This compound was prepared according to general procedure A by
treating 4-hydroxybenzaldehyde (488mg, 4mmol), imidazole (640mg,
10mmol) and TBSCl (906mg, 6mmol). The crude product was purified
by flash chromatography (hexane/ethyl acetate 10:1) to give the pro-
duct 55 as colourless oil (802mg, 85%). Rf (hexane/ethyl acetate 2:1):
0.45; 1H NMR (300MHz, CDCl3): δ 9.88 (1H, s), 7.79 (2H, d,
J=7.8 Hz), 6.94 (2H, d, J=7.8 Hz), 0.99 (9H, s), 0.24 (6H, s); 13C
NMR (75MHz, CDCl3): δ 191.0, 161.6, 132.0, 130.5, 120.6, 25.7, 18.4,
−4.2. The spectroscopic data matched that reported in the literature.58

16.4. 6-(2-(4-((tert-Butyldimethylsilyl)oxy)benzylidene)hydrazinyl)-N-(4-
((tert-butyldimethylsilyl)oxy)phenyl)pyrazine-2-carboxamide (56a)

This compound was prepared according to general procedure H by
treating 54a (364mg, 1mmol) with 55 (236mg, 1mmol) to give the
product 56a as a pale yellow solid (491mg, 85%). m.p. 230–232 °C; Rf

(hexane/ethyl acetate 1:1): 0.60; 1H NMR (400MHz, CDCl3): δ 9.32
(1H, s), 8.94 (1H, s), 8.92 (1H, s), 8.31 (1H, s), 7.80 (1H, s), 7.62–7.55
(4H, m), 6.90 (2H, dd, J=2.0, 6.8 Hz), 6.85 (2H, dd, J=2.0, 6.8 Hz),
1.00 (9H, s), 0.99 (9H, s), 0.23 (6H, s), 0.20 (6H, s); 13C NMR
(100MHz, CDCl3): δ 160.9, 157.7, 152.8, 150.5, 142.4, 141.3, 134.9,
134.8, 131.2, 128.5, 127.2, 121.4, 120.7, 120.6, 25.8 (two overlapping
signals), 18.4, 18.3, −4.2, −4.3; HRMS (ESI+) Calc. for
C30H43N5O3Si2 [M+Na]+ 600.2797, found 600.2794. IR (neat, cm−1):
v 3374, 2953, 2928, 2885, 2856, 1675, 1582, 1505, 1253, 911.

16.5. 6-(2-(4-((tert-Butyldimethylsilyl)oxy)benzylidene)hydrazinyl)-N-(3-
((tert-butyldimethylsilyl)oxy)phenyl)pyrazine-2-carboxamide (56b)

This compound was prepared according to general procedure H by
treating 54b (364mg, 1mmol) with 55 (236mg, 1mmol) to give the
product 56b as an off-white solid (451mg, 78%). m.p. 212–214 °C; Rf

(hexane/ethyl acetate 1:1): 0.60; 1H NMR (400MHz, CDCl3): δ 9.36
(1H, s), 8.95 (1H, s), 8.93 (1H, s), 8.27 (1H, s), 7.81 (1H, s), 7.60 (2H, d,
J=8.8 Hz), 7.41 (1H, s), 7.23–7.22 (2H, m), 6.90 (2H, d, J=8.8 Hz),
6.67–6.64 (1H, m), 1.01 (9H, s), 1.00 (9H, s), 0.25 (6H, s), 0.24 (6H, s);
13C NMR (100MHz, CDCl3): δ 161.1, 157.7, 156.5, 150.5, 142.5,
138.6, 135.0, 132.4, 129.9, 128.5, 127.2, 120.7, 120.1, 116.6, 112.8,
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111.9, 25.8 (two overlapping signals), 18.4 (two overlapping signals),
−4.2 (two overlapping signals); HRMS (ESI+) Calc. for C30H43N5O3Si2
[M+Na]+ 600.2797, found 600.2794. IR (neat, cm−1): v 3373, 2956,
2928, 2856, 1687, 1598, 1531, 1258, 828.

16.6. N,3-bis(4-((tert-Butyldimethylsilyl)oxy)phenyl)-[1,2,4]triazolo[4,3-
a]pyrazine-5-carboxamide (57a)

This compound was prepared according to general procedure I by
treating 56a (289mg, 0.5 mmol) with PhI(OAc)2 (161mg, 0.5mmol).
The crude product was purified by flash chromatography (hexane/ethyl
acetate 1:1) to give the product 57a as a pale yellow solid (250mg,
87%). m.p. 99–101 °C; Rf (hexane/ethyl acetate 1:1): 0.25; 1H NMR
(400MHz, CDCl3): δ 9.17 (1H, s), 9.08 (1H, s), 8.09 (1H, s), 7.43 (2H, d,
J=8.4 Hz), 7.18 (2H, d, J=8.8 Hz), 6.80 (2H, d, J=8.4 Hz), 6.70
(2H, d, J=8.8 Hz), 0.97 (9H, s), 0.96 (9H, s), 0.17 (6H, s), 0.14 (6H, s);
13C NMR (100MHz, CDCl3): δ 158.2, 156.8, 153.4, 145.7, 145.6,
130.6, 130.3, 130.0, 127.9, 125.4, 121.7, 120.5, 120.4, 119.1, 25.8,
25.7, 18.3 (two overlapping signals), −4.3, −4.4; HRMS (ESI+) Calc.
for C30H41N5O3Si2 [M+Na]+ 598.2640, found 598.2639. IR (neat,
cm−1): v 2956, 2929, 2857, 1676, 1607, 1535, 1251, 912, 778.

16.7. N-(3-((tert-Butyldimethylsilyl)oxy)phenyl)-3-(4-((tert-
butyldimethylsilyl)oxy)phenyl)-[1,2,4]triazolo[4,3-a]pyrazine-5-
carboxamide (57b)

This compound was prepared according to general procedure I by
treating 56b (289mg, 0.5mmol) with PhI(OAc)2 (161mg, 0.5mmol).
The crude product was purified by flash chromatography (hexane/ethyl
acetate 1:1) to give the product 57b as a pale yellow solid (230mg,
80%). m.p. 95–97 °C; Rf (hexane/ethyl acetate 1:1): 0.25; 1H NMR
(400MHz, CDCl3): δ 9.26 (1H, s), 9.10 (1H, s), 8.11 (1H, s), 7.42 (2H, d,
J=8.4 Hz), 7.07–7.03 (2H, m), 6.88 (1H, d, J=8.4 Hz), 6.77 (2H, d,
J=8.4 Hz), 6.59 (1H, dd, J=2.4, 8.4 Hz), 0.95 (9H, s), 0.94 (9H, s),
0.16 (6H, s), 0.10 (6H, s); 13C NMR (100MHz, CDCl3): δ 158.1, 156.8,
156.1, 148.4, 145.4, 145.3, 137.8, 130.7, 129.8, 129.6, 125.3, 120.3,
118.7, 117.1, 112.7, 111.8, 25.7, 25.6, 18.2, 18.1, −4.4, −4.5; HRMS
(ESI+) Calc. for C30H41N5O3Si2 [M+Na]+ 598.2640, found 598.2639.
IR (neat, cm−1): v 2955, 2929, 2857, 1683, 1607, 1254, 837, 778.

17. General procedure M for the deprotection of TBS ethers

The compounds were prepared following a literature procedure.35

To a solution of TBS-protected substrate (1.0 equiv.) in THF (0.05M)
was added TBAF (1M, 2.0 equiv.). The resulting mixture was stirred at
RT for 30min. After completion monitored by TLC, the solvent was
removed in vacuo.

17.1. N-3-bis(4-Hydroxyphenyl)-[1,2,4]triazolo[4,3-a]pyrazine-5-
carboxamide (10a)

The compound was prepared according to general procedure M by
treating 57a (200mg, 0.35mmol) with TBAF (0.7mL, 0.70mmol). The
crude product was purified by flash chromatography (CH2Cl2/MeOH
50:1→20:1) to give the product 10a as a pale yellow solid (118mg,
97%). m.p. 289–291 °C; Rf (CH2Cl2/MeOH 20:1): 0.20; 1H NMR
(400MHz, d6-DMSO): δ 10.54 (1H, s), 9.80–9.79 (1H, br.s), 9.55 (1H,
s), 9.36–9.30 (1H, br.s), 8.19 (1H, s), 7.40 (2H, dd, J=2.0, 6.8 Hz),
7.11 (2H, dd, J=2.0, 6.8 Hz), 6.72 (2H, dd, J=2.0, 6.8 Hz), 6.66 (2H,
dd, J=2.0, 6.8 Hz); 13C NMR (100MHz, d6-DMSO): δ 159.4, 157.2,
154.7, 148.4, 146.1, 146.0, 130.2, 129.5, 125.6, 122.2, 118.1, 115.6,
115.4, 115.2; HRMS (ESI+) Calc. for C18H13N5O3 [M+H]+ 348.1091,
found 348.1091. IR (neat, cm−1): v 3184, 2920, 1668, 1512, 1276,
818. HPLC: 95.5% (HPLC Method A), RT: 13.6 min.

17.2. N-(3-Hydroxyphenyl)-3-(4-hydroxyphenyl)-[1,2,4]triazolo[4,3-a]
pyrazine-5-carboxamide (10b)

The compound was prepared according to general procedure M by
treating 57b (200mg, 0.35mmol) with TBAF (0.7 mL, 0.70mmol). The
crude product was purified by flash chromatography (CH2Cl2/MeOH
50:1→20:1) to give the product 10b as a pale yellow solid (115mg,
95%). m.p. 239–242 °C; Rf (CH2Cl2/MeOH 20:1): 0.20; 1H NMR
(500MHz, d6-DMSO): δ 10.68 (1H, br.s), 9.57 (1H, s), 8.22 (1H, s), 7.40
(2H, dd, J=2.0, 6.5 Hz), 7.05 (1H, t, J=8.0 Hz), 6.94 (1H, t,
J=2.0 Hz), 6.77–6.75 (1H, m), 6.71 (2H, dd, J=2.0, 6.5 Hz),
6.50–6.48 (1H, m); 13C NMR (125MHz, d6-DMSO): δ 159.6, 158.0,
157.8, 148.6, 146.4, 146.3, 139.2, 130.6, 130.2, 129.8, 125.5, 118.1,
115.7, 112.2, 111.2, 107.6; HRMS (ESI+) Calc. for C18H13N5O3 [M
+Na]+ 370.0911, found 370.0911. IR (neat, cm−1): v 3245, 2922,
2852, 1622, 1602, 1459, 1222, 739. HPLC: 95.6% (HPLC Method A),
RT: 14.6min.

17.3. 2-(2-Bromo-5-methoxyphenyl)-1,3-dioxolane (59)

This compound was prepared following a literature procedure.59 To
a solution of 2-bromo-5-methoxybenzaldehyde 58 (1.0 g, 4.6 mmol) in
toluene (15mL) was added ethylene glycol (1.26mL, 23mmol) and p-
toluenesulfonic acid (9.5mg, 0.05mmol), and the resulting mixture
was heated at reflux under a Dean-Stark water separator for 24 h. After
completion monitored by TLC, the cooled mixture was diluted with
ethyl acetate (10mL) and washed with H2O and brine. The organic
layer was dried over MgSO4 and concentrated in vacuo. The crude
product was purified by flash chromatography (hexane/ethyl acetate
20:1) to give the product 59 as colourless oil (1.1 g, 95%); Rf (hexane/
ethyl acetate 10:1): 0.35; 1H NMR (400MHz, CDCl3): δ 7.50 (1H, d,
J=8.8 Hz), 7.10 (1H, d, J=2.4 Hz), 6.87 (1H, dd, J=2.4, 8.8 Hz),
6.04 (1H, s), 4.15–4.13 (2H, m), 4.06–4.04 (2H, m), 3.79 (3H, s); 13C
NMR (100MHz, CDCl3): δ 160.6, 128.7, 128.6, 123.4, 118.0, 113.5,
102.6, 65.4, 55.6. The spectroscopic data matched that reported in the
literature.59

17.4. N-(2-(1,3-Dioxolan-2-yl)-4-methoxyphenyl)-4-methoxy-2-
nitroaniline (60)

This compound was prepared following a literature procedure.60 To
a mixture of 59 (518mg, 2mmol), 4-methoxy-2-nitroaniline (336mg,
2mmol), Pd(OAc)2 (45mg, 0.2mmol), Cs2CO3 (978mg, 3mmol) and
(± )-BINAP (62.3mg, 0.1 mmol) in toluene (15mL) was purged with
nitrogen, and the resulting mixture was stirred at 120 °C for 3 h. After
completion monitored by TLC, the cooled mixture was washed with
H2O and brine. The organic layer was dried over MgSO4 and con-
centrated in vacuo. The crude product was purified by flash chroma-
tography (hexane/ethyl acetate 8:1) to give the product 60 as orange
oil (616mg, 89%); Rf (hexane/ethyl acetate 4:1): 0.4; 1H NMR
(500MHz, CDCl3): δ 9.76 (1H, s), 7.59 (1H, d, J=3.0 Hz), 7.38 (1H, d,
J=8.5 Hz), 7.35 (1H, d, J=9.0 Hz), 7.04 (1H, dd, J=3.0, 9.0 Hz),
6.89 (1H, d, J=2.5 Hz), 6.63 (1H, dd, J=2.5, 8.5 Hz), 5.75 (1H, s),
4.14–4.11 (2H, m), 4.00–3.98 (2H, m), 3.78 (3H, s), 3.75 (3H, s); 13C
NMR (125MHz, CDCl3): δ 161.1, 151.7, 140.1, 136.6, 134.2, 130.3,
125.7, 121.8, 119.0, 108.9, 108.5, 107.4, 103.3, 65.3, 56.0, 55.5.
HRMS (ESI+) Calc. for C17H18N2O6 [M+Na]+ 369.1057, found
369.1060. IR (neat, cm−1): v 3349, 2954, 2890, 1613, 1584, 1505,
1279, 1215, 1032, 794.

17.5. 5-Methoxy-2-((4-methoxy-2-nitrophenyl)amino)benzaldehyde (61)

This compound was prepared following a literature procedure.61 To
a solution of 60 (346mg, 1mmol) in CHCl3 (15mL) was added TFA
(459 μL, 6mmol) dropwise, and the resulting mixture was stirred at RT
for 30min. After completion monitored by TLC, the mixture was
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quenched with H2O and extracted with CH2Cl2 (3× 10mL) and brine.
The combined organic layers were dried over MgSO4 and concentrated
in vacuo. The crude product was purified by flash chromatography
(hexane/ethyl acetate 4:1) to give the product 61 as an orange solid
(272mg, 90%); m.p. 161–163 °C; Rf (hexane/ethyl acetate 4:1): 0.35;
1H NMR (400MHz, CDCl3): δ 11.17 (1H, s), 9.83 (1H, s), 7.64 (1H, d,
J=9.2 Hz), 7.59 (1H, d, J=3.2 Hz), 7.55 (1H, d, J=8.8 Hz), 7.15
(1H, dd, J=3.2, 9.2 Hz), 6.70 (1H, d, J=2.0 Hz), 6.52 (1H, dd,
J=2.0, 8.8 Hz), 3.87 (3H, s), 3.80 (3H, s); 13C NMR (100MHz, CDCl3):
δ 192.0, 165.4, 154.9, 147.0, 141.3, 139.0, 129.9, 124.6, 122.4, 116.7,
109.0, 106.3, 99.1, 56.1, 55.7. HRMS (ESI+) Calc. for C15H14N2O5 [M
+Na]+ 325.0795, found 325.0799. IR (neat, cm−1): v 3282, 2842,
1644, 1611, 1564, 1508, 1233, 1025, 613, 567.

17.6. 2,8-Dimethoxy-10,11-dihydro-5H-dibenzo[b,e][1,4]diazepine (62)

To a solution of 61 (302mg, 1mmol) in MeOH (0.05M) was added
Pd/C (10wt%, 30mg) under nitrogen atmosphere, and the mixture was
stirred at RT for 2 h under 1 atm of hydrogen. After completion mon-
itored by TLC, mixture was filtered through Celite®, and the solvent was
removed under reduced pressure. The crude product was purified by
flash chromatography (hexane/ethyl acetate 1:1) to get the desired
compound 62 as a pale yellow solid (192mg, 75%). m.p. 170–172 °C;
Rf (hexane/ethyl acetate 2:1): 0.30; 1H NMR (400MHz, d6-DMSO): δ
7.84 (1H, br.s), 6.82 (1H, d, J=7.6 Hz), 6.72 (1H, d, J=8.8 Hz), 6.41
(1H, s), 6.29 (1H, d, J=2.4 Hz), 6.23 (1H, s), 6.13 (1H, s), 5.58 (1H,
br.s), 4.00 (2H, s), 3.68 (3H, s), 3.62 (3H, s); 13C NMR (100MHz, d6-
DMSO): δ 159.4, 152.9, 146.1, 141.0, 129.6, 127.5, 119.6, 119.2,
105.5, 104.5, 102.9, 102.0, 55.4, 55.2, 50.8; HRMS (ESI+) Calc. for
C15H16N2O2 [M+Na]+ 279.1104, found 279.1109. IR (neat, cm−1): v
3333, 3278, 2992, 2833, 1617, 1598, 1505, 1451, 1219, 1036, 825,
795, 519.

17.7. 10,11-Dihydro-5H-dibenzo[b,e][1,4]diazepine-2,8-diol (11)

To a solution of 62 (128mg, 0.5mmol) in anhydrous CH2Cl2
(10mL) was added BBr3 (3mL, 3mmol) under nitrogen. The reaction
mixture was allowed to warm to room temperature for 10 h, then
quenched at 0 °C with MeOH and concentrated in vacuo. The crude
product was purified by flash chromatography (CH2Cl2/MeOH
100:1→ 20:1) to give the product 11 as a brown solid (57mg, 50%).
m.p. 256–258 °C; Rf (CH2Cl2/MeOH 10:1): 0.40; 1H NMR (500MHz,
d6-DMSO): δ 10.99–10.90 (1H, br.s), 9.42 (1H, br.s), 8.64 (1H, s), 7.10
(1H, d, J=9.0 Hz), 7.03 (1H, d, J=8.0 Hz), 6.85 (1H, s), 6.75 (1H, d,
J=8.0 Hz), 6.50 (1H, s), 6.22 (1H, d, J=8.0 Hz), 4.38 (2H, s); 13C
NMR (125MHz, d6-DMSO): δ 158.4, 150.0, 143.6, 131.6, 129.8, 124.0,
121.1, 117.0, 110.0, 109.4, 106.5, 103.5, 51.8; HRMS (ESI+) Calc. for
C13H12N2O2 [M+Na]+ 251.0791, found 251.0792. IR (neat, cm−1): v
3385, 3312, 3286, 1612, 1517, 1470, 1222, 835, 806, 524. HPLC:
97.6% (HPLC Method B), RT: 12.4 min.

18. Purification of His-DYRK1a

Human Dyrk1A Kinase domain (126-490aa) with an N-terminal
Histidine tag was expressed in E. coli BL21 (DE3) cells. 1 mL of a 10mL
O/N culture containing 50ug/ml kanamycin and 34 ug/mL chlor-
amphenicol, was used to inoculate a 1 L of Luria-Bertani (LB) media
supplemented with the same antibiotics. The culture was grown at 37 °C
until an OD600 of 0.5 was reached, the temperature was then reduced
to 18 °C. Expression was induced with the addition of 1mM IPTG
(isopropyl B-D-thiogalactoside) and incubated O/N at 18 °C. The cells
were harvested by centrifugation, 6000 rpm for 10min, and re-
suspended in lysis buffer (50mM HEPES pH 7.5, 500mM NaCl, 5%
glycerol, 5 mM imidazole and 0.5 mM TCEP). The cell pellet was lysed
using an emulsiflex C5 high-pressure homogenizer (avestin) in the
presence of protease inhibitors. The insoluble debris was removed by

centrifugation at 10000 rpm for 30min. The supernatant was bound to
Ni-NTA resin (Ni2+ -nitriloacetate, Qiagen) and washed with 30
column volumes (CV) of lysis buffer and 5 CV of wash buffer (50mM
HEPES pH 7.5, 500mM NaCl, 5% glycerol, 25mM imidazole and
0.5 mM TCEP). The purified protein was finally eluted from the resin
with 5 CV of elution buffer (50mM HEPES pH 7.5, 500mM NaCl, 5%
glycerol, 250mM imidiazole and 0.5mM TCEP). The His-Tag was
cleaved with the addition of TEV protease (1mg/ml) and incubated at
4 °C O/N. The eluted proteins were further purified by gel-filtration
chromatography using an S200 16/60 column (GE healthcare) in
25mM HEPES pH 7.5, 500mM NaCl, 5 mM DTT.

19. Kinase inhibition assay

Active DYRK1A was assayed in Tris buffer (50mM Tris-HCl, pH 7.5)
containing 0.1 mM EGTA, 15mM DTT, MgAc/ATP cocktail (0.5mM
HEPES pH 7.4; 10mMMg(CH3COO)2; 0.1mM ATP), [γ-32P]-ATP
100–300 cpm/pmol and test compounds diluted in deionised water. As
substrate, Woodtide (50 µM, Genscript) was used in DYRK1A assay. The
reaction was initiated with 1 ng/µL DYRK1A. The reaction mixture was
incubated at 30 °C for 10min. Reaction was stopped by pipetting 10 µL
of the reaction mixture onto P81 paper (Reaction Biology) and washing
with 0.75% w/v H3PO4 and acetone. P81 papers were transferred to
sample bags containing Optiphase Supermix scintillation cocktail
(Perkin Elmer) and radioactivity (cpm) was measured with MicroBeta
Trilux 2 counter (Perkin Elmer). Compounds were tested in triplicate at
1 µM and 10 µM for their ability to inhibit DYRK1A activity.
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DYRK1A is a novel target for epidermal growth factor receptor (EGFR)-dependent glioblastoma and it represents a

promising strategy for cancer therapy. DYRK1A inhibition has been found to promote EGFR degradation in
glioblastoma cells by triggering endocytosis and lysosomal degradation, thus reducing the self-renewal ability of
tumorigenic cells. Using a deconstruction approach of a DYRK1A lead molecule DANDY (1a), a set of novel ring-

opened compounds was prepared. Despite showing no activity towards DYRK1A, a reduction in the viability of
glioblastoma cells was observed with some of the compounds. This suggests other mechanistic pathways are leading to
the apoptosis of glioblastoma cells.
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Introduction

Glioblastoma, themost aggressive subtype of high-grade glioma
(HGG), has been studied for decades.[1] Patients with glioblas-
tomas have a median survival time of ,15 months, with an

extremely high chance of recurrence after initial therapy.[2] The
treatment currently used includes surgical resection, followed
by chemo- and/or radiotherapeutic regimens (Fig. 1). For
example, the use of 1,3-bis(2-chloroethyl)-1-nitrosourea (car-

mustine) is very common as an adjuvant concomitant with
radiotherapy, which affords significant higher survival rates in
comparison with radiotherapy alone.[3] The alkylating agent

temozolomide (TMZ) in addition to radiotherapy has notably
prolonged survival rates among patients,[4] and the co-admin-
istration of TMZ with sulfasalazine (SAS) was also demon-

strated to reduce cell viability significantly in both primary
glioblastomas and established A172 cells.[5] Among these
agents, the monoclonal antibody-derived avastin has been

approved as a single drug to treat patients with recurrent HGG in
their second-line treatment.[1a] Pozo and coworkers recently
reported a promising therapeutic intervention by targeting dual-
specificity tyrosine phosphorylation-regulated kinase 1A

(DYRK1A) for epidermal growth factor receptor (EGFR)-
dependent glioblastomas.[6] DYRK1A is upregulated in glio-
blastoma cells.[6] The increased phosphorylation of sprouty2

mediated by DYRK1A blocks EGFR degradation as a result of
overexpression of EGFR at the cell surface, and the enhanced

EGFR signalling eventually leads to tumour survival. In con-

trast, DYRK1A inhibition has been found to promote EGFR
degradation in glioblastoma cells by triggering endocytosis and
lysosomal degradation, thus reducing the self-renewal ability of

tumorigenic cells.[6,7] Therefore, DYRK1A as a novel target in
EGFR-dependent glioblastoma represents a promising strategy
for cancer therapy.

7-Azaindole DANDY (1a)[8] is one of the most potent

inhibitors of DYRK1A, and we recently reported[7] the pharma-
cological evaluation of a series of 7-azaindole-based com-
pounds against several kinases (DYRK1A, 1B, 2, and CLK1)

*Michael Kassiou is the recipient of the 2017 RACI Adrian Albert Award.
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belonging to the CMGC family of kinases in glioblastoma. The

chemical structures of the 7-azaindole series are related to the
adenine core of adenosine triphosphate (ATP), and therefore act
as ATP-competitive inhibitors, providing high target selectivity

by the engagement of hydrogen bond donors and acceptors.
However, the weakness of these inhibitors lies in their high
lipophilicity resulting inwider distributionwithin the body and a

higher risk of toxicity. Therefore, we sought to expand on these
studies to investigate diverse skeletons with increased hydro-
philicity while retaining the hydrogen-bonding characteristics
of the lead compounds. To that end, we first examined lead

compound 1a, deconstructing it to the 5-membered ring giving
rise to the 1-amino pyridine compound 2 with various linker
lengths (n¼ 0 to 3) (Scheme 1). This was then further decon-

structed, opening the pyridine ring to produce the secondary or
tertiary amine chain compound 3 or 4 respectively, and again
examining various linker lengths (n¼ 0 to 2). We then assessed

these compounds in a DYRK1A inhibition assay and also a
tumour and non-tumour cell-based viability assay.

Results and Discussion

The pyridine diphenol 2c was prepared from commercially
available 2,5-dibromopyridine (5), which was treated with p-

methoxyphenyletheneamine to give intermediate 6,[9] followed
by a Suzuki cross-coupling reaction resulting in aryl-substituted
pyridine 7 (Scheme 2). Subsequent demethylation by BBr3
afforded the final compound 2c. The synthetic routes to the
remaining analogues of compound 2 were designed from the
same starting material 8 (Scheme 2). The intermediate 10 was

initially designed by following a similar synthetic route to that
for the formation of intermediate 6. Initial attempts employed a
nucleophilic aromatic substitution under basic conditions to
afford the corresponding secondary amine, but these were

unsuccessful. Alternatively, a Cu(OAc)2 Chan–Lam cou-
pling[10] of 8 with tert-butyldimethylsilyl (TBS)-protected
phenylboronic acid 9 in air produced 10 in moderate yield. A

sequential Suzuki cross-coupling reaction, also with boronic
acid 9, was employed to afford compound 11, which, following
the deprotection of TBS groups,[11] resulted in the desired

compound 2a. The route to compound 2b from the same starting
material 8 first employed a reductive amination with 4-hydro-
xybenzaldehyde and NaBH(OAc)3 in trifluoroethanol at room
temperature.[12] A subsequent Suzuki cross-coupling reaction

afforded the desired compound 2b in reasonable yield. Reduc-
tive amination of 8 with 3-(4-(benzyloxy)phenyl)propanal
(13) following similar procedures previously mentioned gave

intermediate 14. A Suzuki coupling to give 15 and hydro-
genolysis to remove the protecting group afforded the desired
compound 2d.

Compounds 3a and 3c could be synthesized[13] from p-

hydroxybenzyl amine 16a or 16b respectively and glyoxal to
give the corresponding Schiff bases, followed by the reduction
with NaBH4 to give the secondary amines 3a and 3c (Scheme 3),

whereas tertiary amines 4a and 4c could be easily obtained by
reductive amination using 37% formaldehyde and NaBH4 in
EtOH. Similarly, condensation of p-hydroxybenzaldehyde (17)

with ethylenediamine afforded the diimine intermediate, which,
following reduction, gave 3b. An additional reductive amination
of 3b produced tertiary amine 4b in comparable yield.

The potency of these analogues for DYRK1A inhibition was

determined by performing a kinase assay in duplicate with
Woodtide peptide as a substrate and an ATP concentration of
100 mM. The lead compound 1a was confirmed to have

inhibitory potency against DYRK1A, with a half maximal
inhibitory concentration (IC50) value of 14 nM and our
improved acetamide 1b[7] showed an IC50 value of 6.6 nM

(Table 1). We first assessed the pyrrole ring-opened 2-amino-
pyridine compounds 2a–d. The diarylamine 2a showed no
inhibition at .1000 nM with a greater than 100-fold loss of
potency in comparison with lead compound 1a (Table 1). We

assumed that the unreasonable distance and angles between the
two phenols prevented inhibitory activity. Compounds 2b–d,
which avoided this problem by increasing the distance between

the two phenols, were also tested, but showed similar results;
IC50 values were increased to.1000 nM for all aminopyridine
compounds (Table 1).

Despite these results, we expected that compounds 3a–c and
4a–c, where the pyridine ring was also disconnected, would
show better inhibitory effects, which was rationalized in two

ways. First, these compounds were now symmetrical, giving
greater malleability within the binding pocket. Second, the two
nitrogen atoms are essential for inhibition[7] and by increasing
the flexibility between these two atoms and not just the phenol

groups, we anticipated that enhanced target interactions could
be achieved. The hydrogen-bond donor and acceptor type and
not just acceptor was also explored with compounds 3 and 4

respectively. Unfortunately, these rationalizations proved to be
unfounded, as compounds 3a�c did not improve inhibitory
potency against DYRK1A. All IC50 values were shown to be

.1000 nM (Table 1). These results were replicated with the
methylated tertiary amines 4a�c, with values also .1000 nM
(Table 1).

Despite the lack of activity of these compounds towards
DYRK1A,we explored their cytotoxicity against the established
A172 glioblastoma cell line. In our investigation, lead com-
pound 1a showed cytotoxicity against the A172 cell line with

half maximal effective concentration (EC50) values of 3.4 mM,
which is in line with results obtained with the improved
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B Q. Zhou et al.



DYRK1A inhibitor 1b (Table 1). In comparison, analogue 2d,
which bears a three-carbon chain linker between the phenol

amine and pyridine ring, showed moderate cytotoxic activity
(20.2mM)despite the total loss ofDYRK1A inhibition, although
analogues 2a�c exhibited EC50 values of more than 50 mM
(Table 1). More interestingly, secondary amine 3a with discon-

nection of both the pyrrole and pyridine rings showed the best
cytotoxicity against A172 cells, with an EC50 value of 2.4 mM.

This means that although 3a did not show any inhibition against
DYRK1A, it exhibited more cytotoxicity than lead compound

1a. When testing methylated tertiary amine 4a, much weaker
activity was observed, though moderate cytotoxicity was still
present (EC50 22.9 mM). Secondary amines 3b�c or tertiary
amines 4b�c with a longer distance between the amine and

aromatic groups totally lost their cytotoxic behaviour in this
study.
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Conclusion

In conclusion, we generated a library of 10 novel compounds

and subjected them to inhibition assays against DYRK1A.
Unfortunately, all the new compounds reported, 2a–d, 3a–c, and
4a–c, displayed no inhibition of DYRK1A, confirming the

importance of the azaindole motif.We can conclude that it is not
just the positioning of two nitrogen atoms in a similar spatial
arrangement that affords strong potency. Indeed, the importance
of the aromatic skeleton with specific spatial arrangements of

the two nitrogen atoms is confirmed. These data will be of use
for future structure–activity relationship studies to further
improve the selective inhibition of DYRK1A.

Additionally, an interesting finding of the present study
is that although ring-opened compounds completely lost
inhibitory activity against our initial target DYRK1A, some of

them exhibit markedly potent cytotoxicity against glioblastoma
cells. In particular, analogue 3a with no inhibition against
DYRK1Awas cytotoxic against cancer cells at higher potencies

than the lead compound 1a, with an EC50 value of 2.4 mM.
Nevertheless, further investigations are necessary to explore
the exact mechanism of how these compounds exhibit their
glioblastoma cytotoxicity, and to analyse their effects in vivo.

Experimental

General Chemical Synthesis Details

Unless noted otherwise, commercially obtained reagents were
used as purchased without further purification. Solvents for
flash chromatography were distilled before use, or used as

purchased for HPLC grade, with the eluent mixture reported as
the volume/volume ratio (v/v). Flash chromatography was
performed usingMerck Kieselgel 60 (230–400 mesh) silica gel.

Analytical thin-layer chromatography was performed using
Merck aluminium-backed silica gel 60 F254 (0.2 mm) plates
(Merck, Darmstadt, Germany), which were visualized using
shortwave (254 nm) ultraviolet fluorescence. Melting points

were measured with a rate of 68C min�1 and are uncorrected.
Infrared absorption spectra are reported as vibrational frequency
(cm�1). Nuclear magnetic resonance spectra were recorded at

300 K using a 200, 300, 400 or 500-MHz spectrometer. The data
are reported as chemical shift (d, ppm) relative to the residual
protonated solvent resonance, relative integral, multiplicity

(s, singlet; br s, broad singlet; d, doublet; dd, doublet of doublets;
t, triplet; m, multiplet, etc.), and coupling constants (J, Hz).

Table 1. DYRK1A inhibition assay versus cell viability assay of novel

derivatives

Compound Structures DYRK1A
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N N
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(continued )

Table 1. (Continued)

Compound Structures DYRK1A

IC50 [nM]

A172

EC50

[mM]
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N
H

N
H

.1000 .50

4c OH

HO

N
N

.1000 .50

ATaken from ref. [7].
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Low-resolution mass spectra (LRMS) were obtained from a

ThermoQuest Finnigan LCQ Deca ion-trap mass spectrometer
with electrospray ionization in positive (þESI) mode. Data are
expressed as observed mass (m/z), assignment (M¼molecular

ion) and relative intensity (%). High-resolution mass spectros-
copy was performed on a Bruker Apex Qe 7T Fourier-transform
ion cyclotron resonance mass spectrometer equipped with an
Apollo P ESI dual source. Samples were run with syringe

infusion at 150 mL h�1 on a Cole Palmer syringe pump into
ESI. High-performance liquid chromatography (HPLC) analy-
sis of organic purity was conducted on a Waters Alliance

2695 instrument using a SunFireTM C18 column (5 mm,
2.1� 150 mm) and detected using a Waters 2996 photodiode
array (PDA) detector set at 254 nm. Separation was achieved

using water (solvent A) and acetonitrile (solvent B) at flow rate
of 0.2 mLmin�1 and a gradient of 0 to 100% B (Method A) or 0
to 80% B (Method B) or 0 to 40% B (Method C) over 30 min.
HPLC data are reported as percentage purity and retention time

(RT) in minutes.

General Procedure A for Suzuki Coupling Reaction

To a solution of aryl bromide (1.0 equiv.) in 1,4-dioxane
(0.05 M) were added arylboronic acid (1.0 equiv.), aq. K2CO3

(2M, 2.0 equiv.), and Pd(PPh3)4 (2mol-%), and the reactionwas
heated to 908C for 5 h under argon. The reaction mixture was

cooled to room temperature, solvent was removed under reduce
pressure, and the product then partitioned between water and
ethyl acetate. The aqueous layer was extracted with ethyl ace-

tate, and the combined organic layers were dried over MgSO
4

and concentrated under vacuum.

General Procedure B for Reductive Aminations[12]

To a solution of 4-hydroxybenzaldehyde or 13 (1.0 equiv.) in

2,2,2-trifluoroethanol (0.04 M) was added 5-bromopyridin-2-
amine 8 (1.0 equiv.), and the mixture was stirred at room tem-
perature (rt). After 30min, NaBH(OAc)3 (1.5 equiv.) was added

and the mixture stirred for 12 h at rt. The solvent was removed
under reduced pressure, and the residue was purified by flash
chromatography to give the products.

General Procedure C for the Synthesis of Secondary Amines

Compounds were prepared according to the literature.[14] To a
solution of glyoxal (40% in ethanol, 0.9 equiv.) in ethanol

(0.10 M) was added amine 16a–b (1.1 equiv.), and the mixture
was stirred at rt for 4 h, filtered and washed with hexane, and
dried under vacuum to get the yellow solid intermediate diimine
without further purification. To a solution of the intermediate

diimine in CH2Cl2 and methanol (1 : 1 v/v, 0.03 M) was added
NaBH4 (1.0 equiv.) at 08C, and the mixture stirred at room
temperature for 30min. The solvent was removed under reduced

pressure, and water (10 mL) was added, affording a white pre-
cipitate, which was filtered and washed with hexane, recrys-
tallized in ethanol, and dried under vacuum to get products 3a

and 3c respectively.

General Procedure D for Methylation of Secondary Amines
to Tertiary Amines

To a solution of secondary amine-based diphenol (1.0 equiv.) in
acetic acid (0.04 M) was added formaldehyde (37% aqueous,
10.0 equiv.), and the mixture was stirred at room temperature.

After 30 min, NaBH4 (1.0 equiv.) was added and the mixture

was stirred for another 30 min. The solvent was removed under

reduced pressure and the residue was taken up in Na2CO3(aq.)
and extracted with ethyl acetate (3� 15 mL), and the combined
organic layers were dried over MgSO4 and concentrated under

vacuum.

5-Bromo-N-(4-methoxyphenethyl)pyridin-2-amine (6)

To a solution of 5-bromo-N-(4-methoxyphenethyl)pyridin-2-
amine 5 (200mg, 0.65mmol) in DMF (15ml) was addedK2CO3

(270 mg, 1.95 mmol) and 2-(4-methoxyphenyl)ethan-1-amine
(148 mL, 0.78 mmol), and the mixture was stirred at 1208C
for 8 h. The mixture was quenched with water and extracted

with ethyl acetate. The combined organic layers were dried
over MgSO4 and concentrated under vacuum. The residue was
purified using flash chromatography (hexane/ethyl acetate

10 : 1- 4 : 1) to give the product as a brown solid (125mg, 63%
yield). Mp. 154–1568C. Rf (hexane/ethyl acetate 2 : 1) 0.40. dH
(500 MHz, CDCl3) 8.09 (1H, dd, J 0.4, 2.4), 7.44 (1H, dd, J 2.4,

8.8), 7.12 (2H, ddd, J 2.0, 2.9, 8.6), 6.84 (2H, ddd, J 2.0, 2.9, 8.6),
6.25 (1H, dd, J 0.4, 8.8), 4.60 (1H, br s), 3.78 (3H, s), 3.48 (2H,
dd, J 6.9, 12.8), 2.84 (2H, t, J 6.9). dC (125MHz, CDCl3) 158.4,
157.3, 148.8, 139.8, 131.0, 129.8, 114.2, 108.4, 107.0, 55.4,

43.6, 34.6. m/z (HRMS ESIþ) 307.0443 and 309.0423; [Mþ
H]þ requires 307.0441 and 309.0420 for C14H15N2OBr. nmax

(neat)/cm�1 3334, 2954, 2930, 2835, 1635, 1502, 1241, 1026,

816, 528.

N-(4-Methoxyphenethyl)-5-(4-methoxyphenyl)pyridin-2-
amine (7)

This compound was prepared according to General Procedure
A. The residue was purified by flash chromatography (hexane/
ethyl acetate 3 : 1 - 1 : 1) to give the product as an off-white
solid (99 mg, 90% yield). Mp 236–2408C. Rf (hexane/ethyl

acetate 4 : 1) 0.40. dH (400 MHz, CDCl3) 8.30 (1H, d, J 2.0),
7.61 (1H, dd, J 2.5, 8.6), 7.42 (2H, dd, J 2.1, 6.7), 7.16 (2H, d,
J 8.6), 6.96 (2H, dd, J 2.1, 6.7), 6.86 (2H, dd, J 2.1, 6.7), 6.43

(1H, d, J 8.6), 4.57 (1H, t, J 5.6), 3.84 (3H, s), 3.80 (3H, s), 3.56
(2H, dd, J 6.9, 12.9), 2.89 (2H, t, J 6.9). dC (100 MHz, CDCl3)
158.8, 158.4, 157.7, 146.1, 136.0, 131.3, 129.9, 127.3, 126.1,

114.5, 114.2, 106.8, 55.5, 55.4, 43.8, 34.9. m/z (HRMS ESIþ)
357.1575; [MþNa]þ requires 357.1573 for C21H22N2O2.
nmax (neat)/cm�1 3204, 2978, 2956, 1610, 1478, 1098,

876, 789.

4-(6-((4-Hydroxyphenethyl)amino)pyridin-3-yl)phenol (2c)

To a solution of 7 (1.0 equiv.) in dry CH2Cl2 (0.05M)was added

BBr
3
(1 M solution in CH2Cl2, 6.0 equiv.) under nitrogen. The

reaction mixture was stirred at room temperature for 15 h, then
quenched at 08C with MeOH and concentrated under vacuum.

The residue was purified by flash chromatography (CH2Cl2/
MeOH 100 : 1 - 40 : 1) to give the product as a white solid
(54 mg, 59% yield). Mp 156–1588C. Rf (CH2Cl2/MeOH 20 : 1)
0.45. dH (500MHz, [D6]DMSO) 9.70 (1H, s), 9.23 (1H, s), 8.69

(1H, br s), 8.18 (1H, dd, J 2.1, 9.3), 8.01 (1H, s), 7.48 (2H, ddd, J
2.0, 2.9, 8.6), 7.13 (1H, s), 7.10 (2H, d, J 8.6), 6.87 (2H, ddd, J
2.0, 2.9, 8.6), 6.71 (2H, ddd, J 2.0, 2.9, 8.6), 3.55 (2H, dd, J 7.4,

11.5), 2.82 (2H, t, J 7.4). dC (125 MHz, [D6]DMSO) 158.2,
156.4, 151.7, 141.8, 131.9, 130.2, 128.7, 127.8, 125.5, 125.2,
116.4, 115.6, 114.1, 43.9, 33.6. m/z (HRMS ESIþ) 329.1262;

[MþNa]þ requires 329.1260 for C19H18N2O2. nmax

(neat)/cm�1 3513, 3256, 3009, 1662, 1514, 833. HPLC 98.4%
(Method A), RT 16.5 min.
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(4-((tert-Butyldimethylsilyl)oxy)phenyl)boronic Acid (9)

To a solution of 4-hydroxyphenylboronic acid (1.0 equiv.,

5 mmol) in dry DMF (0.05M) was added imidazole (5.0 equiv.)
at rt, followed by the addition of TBSCl (3.5 equiv.). The
reaction mixture was stirred at rt for 12 h; after completion

monitored by TLC, the mixture was extracted with ethyl acetate
(3� 30 mL) and water (50 mL), and the organic layers were
dried over MgSO4 and concentrated under vacuum. The residue
was purified by flash chromatography (hexane/ethyl acetate

10 : 1- 3 : 1) to give the product as a white solid (2.27 g, 90%
yield). Rf (hexane/ethyl acetate 1 : 1) 0.30. dH (300 MHz,
CDCl3) 8.11 (2H, d, J 8.4), 6.96 (2H, d, J 8.4), 1.02 (9H, s), 0.26

(6H, s). dC (75 MHz, CDCl3) 159.9, 137.6, 119.9, 111.0, 25.8,
18.4, �4.2. The spectroscopic data matched those reported in
the literature.[15]

5-Bromo-N-(4-((tert-butyldimethylsilyl)oxy)phenyl)pyridin-
2-amine (10)

To a solution of 5-bromopyridin-2-amine 8 (1.0 equiv., 1 mmol)

in MeOH (0.05 M) was added 9 (1.2 equiv., 1.2 mmol) at rt,
followed by the addition of Cu(OAc)2 (0.1 equiv., 0.1 mmol).
The reaction mixture was stirred for 12 h under air at rt. After

completion monitored by TLC, the metal solid was filtered
through Celite�, and the solvent was removed under reduced
pressure. The residue was purified by flash chromatography

(hexane/ethyl acetate 10 : 1) to give the product as a white solid
(227 mg, 60% yield). Mp 131–1328C. Rf (hexane/ethyl acetate
10 : 1) 0.40. dH (400 MHz, CDCl3) 8.16 (1H, d, J 2.0), 7.51 (1H,
dd, J 2.0, 8.8), 7.14 (2H, dd, J 2.0, 6.4), 6.83 (2H, dd, J 2.0, 6.4),

6.60 (1H, d, J 8.8), 6.55 (1H, s), 0.99 (9H, s), 0.20 (6H, s). dC
(100 MHz, CDCl3) 155.8, 152.8, 148.4, 140.5, 133.0, 124.2,
121.0, 109.0, 108.4, 25.8, 18.4, �4.3. m/z (HRMS ESIþ)

401.0659 and 403.0639; [MþNa]þ requires 401.0655 and
403.0635 for C17H23BrN2OSi. nmax (neat)/cm�1 3244, 2947,
2855, 1605, 1525, 1251, 904, 778.

N,5-Bis(4-((tert-butyldimethylsilyl)oxy)phenyl)pyridin-2-
amine (11)

This compound was prepared according to General Procedure

A. The residue was purified by flash chromatography (hexane/
ethyl acetate 10 : 1- 5 : 1) to give the product as a white solid
(203 mg, 80% yield). Mp 135–1368C. Rf (hexane/ethyl acetate

5 : 1) 0.45. dH (300 MHz, CDCl3) 8.26 (1H, s), 7.71 (1H, d,
J 9.0), 7.37–7.34 (3H, m), 7.18 (2H, d, J 8.1), 6.90 (2H, d, J 8.1),
6.86–6.79 (3H, m), 1.00 (18H, s), 0.22 (6H, s), 0.21 (6H, s). dC
(75 MHz, CDCl3) 155.6, 155.1, 153.0, 142.9, 137.8, 132.7,
130.5, 127.5, 127.4, 124.4, 121.1, 120.8, 108.3, 25.8 (two
overlapping signals), 18.4 (two overlapping signals),�4.2 (two

overlapping signals). m/z (HRMS ESIþ) 507.2861; [MþH]þ

requires 507.2858 for C29H42N2O2Si2. nmax (neat)/cm
�1 3232,

2962, 2856, 1603, 1508, 1249, 911, 822, 775.

4-(6-((4-Hydroxyphenyl)amino)pyridin-3-yl)phenol (2a)

To a solution of 11 (1.0 equiv., 0.1mmol) in dry THF (5mL)was
added tetra-n-butylammonium fluoride (TBAF) (1.5 equiv.,

0.15 mmol) at rt dropwise, and the reaction mixture was stirred
for 10 min under a nitrogen atmosphere and the solvent was
removed under reduced pressure. The residue was washed with

H2O (10 mL) and extracted with ethyl acetate (3� 10 mL), the
organic layers were dried over MgSO4 and concentrated under
vacuum. The residue was purified by flash chromatography

(hexane/ethyl acetate 3 : 1- 1 : 1) to give the product as a pale

yellow solid (53 mg, 95% yield). Mp 199–2008C. Rf (hexane/
ethyl acetate 1 : 1) 0.30. dH (400 MHz, [D4]MeOD) 8.18 (1H,
dd, J 0.8, 2.8), 7.70 (1H, dd, J 2.8, 8.8), 7.37 (2H, ddd, J 2.8, 4.8,

9.6), 7.21 (2H, ddd, J 3.2, 5.6, 10.0), 6.84 (2H, ddd, J 2.8, 4.8,
9.6), 6.78 (2H, ddd, J 3.2, 5.6, 10.0), 6.74 (1H, dd, J 0.8, 8.8). dC
(100 MHz, [D4]MeOD) 157.9, 157.4, 154.5, 145.5, 137.3,
134.1, 130.8, 128.4, 128.1, 124.5, 116.8, 116.7, 110.1. m/z

(HRMS ESIþ) 279.1131; [MþH]þ requires 279.1128 for
C17H14N2O2. nmax (neat)/cm

�1 3217, 2953, 1607, 1490, 1218,
815. HPLC .99.9% (Method A), RT 16.2 min.

4-(((5-Bromopyridin-2-yl)amino)methyl)phenol (12)

This compoundwas prepared according toGeneral ProcedureB.
The residue was purified by flash chromatography (hexane/

ethyl acetate 5 : 1 - 3 : 1) to give the product as a white solid
(190 mg, 68% yield). Mp 125–1288C. Rf (hexane/ethyl acetate
4 : 1) 0.30. dH (400 MHz, [D4]MeOD) 7.98 (1H, d, J 2.4), 7.49

(1H, dd, J 2.4, 8.8), 7.17 (2H, dd, J 2.0, 6.8), 6.75 (2H, dd, J 2.0,
6.8), 6.48 (1H, d, J 8.8), 4.36 (2H, s). dC (100MHz, [D4]MeOD)
159.0, 157.6, 148.5, 140.9, 131.3, 129.8, 116.2, 111.4,
106.9, 46.0. m/z (HRMS ESIþ) 300.9950 and 302.9930;

[MþNa]þ requires 300.9947 and 302.9926 for C12H11BrN2O.
nmax (neat)/cm

�1 3218, 1594, 1343, 815.

4-(6-((4-Hydroxybenzyl)amino)pyridin-3-yl)phenol (2b)

This compound was prepared according to General Procedure
A. The residue was purified by flash chromatography (hexane/
ethyl acetate 3 : 1 - 1 : 1) to give the product as a pale yellow

solid (51 mg, 70% yield). Mp 193–1968C. Rf (hexane/ethyl
acetate 1 : 1) 0.35. dH (300MHz, [D4]MeOD) 8.13 (1H, s), 7.65
(1H, d, J 8.7), 7.34 (2H, d, J 8.1), 7.20 (2H, d, J 8.1), 6.85 (2H, d,
J 8.1), 6.76 (2H, d, J 8.1), 6.58 (1H, d, J 8.7), 4.41 (2H, s). dC
(75 MHz, [D4]MeOD) 158.9, 157.7, 157.5, 145.2, 137.2, 131.6,
131.0, 129.7, 128.1, 127.1, 116.7, 116.2, 109.6, 46.3. m/z
(HRMS ESIþ) 607.2321; [MþNa]þ requires 607.2316 for

(C18H16N2O2)2. nmax (neat)/cm�1 3211, 3025, 1613, 1508,
1247, 822, 529. HPLC .99.9% (Method B), RT 16.2 min.

3-(4-(Benzyloxy)phenyl)propanal (13)

To a solution of 4-(3-hydroxypropyl)phenol (1.0 equiv.,
1 mmol) in acetone (0.05 M) was added K2CO3 (1.5 equiv.,
1.5 mmol), followed by the addition of benzyl bromide (1.2

equiv., 1.2mmol) dropwise at rt, and themixture was stirred at rt
for 12 h. After completion, the solvent was removed under
reduced pressure, and the residuewaswashedwith H2O (30mL)

and extracted with ethyl acetate (3� 20 mL); the organic layers
were dried over MgSO4 and concentrated under vacuum. The
residue was purified by flash chromatography (hexane/ethyl

acetate 10 : 1 - 5 : 1) to give the product 3-(4-(benzyloxy)
phenyl)propan-1-ol as a white solid (230 mg, 95% yield). Rf

(hexane/ethyl acetate 4 : 1) 0.30. dH (400 MHz, CDCl3) 7.48–
7.33 (5H, m), 7.15 (2H, ddd, J 2.8, 5.2, 9.6), 6.95 (2H, ddd, J 2.8,

5.2, 9.6), 5.06 (2H, s), 3.66 (2H, t, J 6.4), 2.70–2.66 (2H,m), 2.19
(1H, s), 1.92–1.85 (2H, m). dC (100 MHz, CDCl3) 157.1, 137.3,
134.3, 129.4, 128.6, 127.9, 127.5, 114.9, 70.1, 62.1, 34.4,

31.2. The spectroscopic data matched those reported in the
literature.[16]

To a solution of 3-(4-(benzyloxy)phenyl)propan-1-ol (1.0

equiv., 0.5 mmol) in dry CH2Cl2 (10 mL) was added Dess–
Martin periodinane (DMP, 1.5 equiv., 0.75 mmol), and the
mixture was stirred at rt for 2 h. The mixture was quenched
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with a mixture of saturated NaHCO3 (2 mL) and Na2S2O3

(2 mL), and the resulting mixture was extracted with CH2Cl2
(3� 10 mL), and the organic layers were dried over MgSO4 and
concentrated under vacuum. The residue was purified by flash

chromatography (hexane/ethyl acetate 10 : 1) to give the product
13 as a white solid (114 mg, 95% yield). Rf (hexane/ethyl
acetate 10 : 1) 0.50. dH (300 MHz, CDCl3) 9.81 (1H, s), 7.44–
7.32 (5H,m), 7.11 (2H, d, J 8.1), 6.91 (2H, d, J 8.1), 5.05 (2H, s),

2.91 (2H, t, J 7.2), 2.75 (2H, t, J 7.2). dC (75MHz, CDCl3) 201.9,
157.5, 137.2, 132.8, 129.4, 128.7, 128.1, 127.6, 115.1, 70.2,
45.6, 27.4. The spectroscopic data matched those reported in the

literature.[17]

N-(3-(4-(Benzyloxy)phenyl)propyl)-5-bromopyridin-2-
amine (14)

This compoundwas prepared according toGeneral ProcedureB.
The residue was purified by flash chromatography (hexane/
ethyl acetate 10 : 1) to give the product as a white solid (353 mg,

89% yield). Mp 97–988C. Rf (hexane/ethyl acetate 10 : 1) 0.40.
dH (400 MHz, CDCl3) 8.09 (1H, d, J 2.4), 7.47–7.31 (6H, m),
7.10 (2H, ddd, J 2.8, 5.2, 9.6), 6.91 (2H, ddd, J 2.8, 5.2, 9.6), 6.23
(1H, d, J 8.8), 5.05 (2H, s), 4.65 (1H, br.s), 3.24 (2H, t, J 6.4),

2.66 (2H, t, J 7.6), 1.91 (2H, tt, J 7.6, 14.4). dC (100 MHz,
CDCl3) 157.5, 157.3, 148.7, 139.9, 137.3, 133.9, 129.4, 128.7,
128.0, 127.6, 115.0, 108.0, 106.8, 70.2, 41.9, 32.4, 31.2. m/z

(HRMS ESIþ) 397.0915 and 399.0894; [MþH]þ requires
397.0910 and 399.0890 for C21H21BrN2O. nmax (neat)/cm�1

3247, 2937, 1586, 1243, 815, 726.

4-(6-((3-(4-(Benzyloxy)phenyl)propyl)amino)pyridin-3-yl)
phenol (15)

This compound was prepared according to General Procedure
A. The residue was purified by flash chromatography (hexane/
ethyl acetate 10 : 1- 3 : 1) to give the product as a pale yellow

solid (154 mg, 75% yield). Mp 138–1408C. Rf (hexane/ethyl
acetate 6 : 1) 0.30. dH (300MHz, CDCl3) 8.26 (1H, s), 7.63 (1H,
d, J 8.7), 7.44–7.34 (7H, m), 7.09 (2H, d, J 8.1), 6.93–6.88 (4H,

m), 6.41 (1H, d, J 8.7), 5.03 (2H, s), 4.68 (1H, br s), 3.30–3.28
(2H,m), 2.67 (2H, t, J 7.2), 1.93 (2H, tt, J 7.2, 13.8). dC (75MHz,
CDCl3) 157.5, 157.3, 155.9, 145.3, 137.3, 136.6, 133.9, 130.5,

129.5, 128.7, 128.0, 127.6 (two overlapping signals), 126.3,
116.2, 115.0, 106.5, 70.2, 42.0, 32.4, 31.3. m/z (HRMS ESIþ)
411.2071; [MþH]þ requires 411.2067 for C27H26N2O2. nmax

(neat)/cm�1 3409, 3029, 2928, 2856, 1606, 1501, 1232, 811,

517.

4-(6-((3-(4-Hydroxyphenyl)propyl)amino)pyridin-3-yl)
phenol (2d)

To a solution of 15 (1.0 equiv., 0.1 mmol) in MeOH (5 mL) was
added Pd/C (10 wt-%, 5 mg) under a nitrogen atmosphere, and
the mixture was stirred at room temperature for 2 h under 1 atm

of H2. After completion, the Pd/C was filtered through Celite�,
and the solvent of the filtrate was removed under reduced
pressure. The residue was purified by flash chromatography
(hexane/ethyl acetate 1 : 1) to give the product as a pale yellow

solid (69 mg, 90% yield). Mp 217–2198C. Rf (hexane/ethyl
acetate 1 : 1) 0.40. dH (400 MHz, [D6]DMSO) 9.37 (1H, br s),
9.11 (1H, br s), 8.18 (1H, d, J 2.4), 7.57 (1H, dd, J 2.4, 8.8), 7.34

(2H, dd, J 2.0, 6.4), 7.00 (2H, dd, J 2.0, 6.4), 6.79 (2H, dd, J 2.0,
6.4), 6.67 (2H, dd, J 2.0, 6.4), 6.52–6.48 (2H,m), 3.25–3.20 (2H,
m), 2.54 (2H, t, J 7.6), 1.77 (2H, tt, J 7.6, 14.8). dC (100 MHz,

[D6]DMSO) 157.7, 156.1, 155.2, 144.7, 134.5, 131.9, 129.1

(two overlapping signals), 126.5, 123.7, 115.7, 115.0, 107.9,

40.5, 31.9, 31.2. m/z (HRMS ESIþ) 321.1601; [MþH]þ

requires 321.1598 for C20H20N2O2. nmax (neat)/cm�1 3403,
3150, 2922, 2852, 1609, 1508, 1450, 1234, 813. HPLC 99.0%

(Method B), RT 18.3 min.

4,40-(Ethane-1,2-diylbis(azanediyl))diphenol (3a)

This compound was prepared according to General procedure C

to get the product as an off-white solid (220mg, 90% yield). Mp
170–1728C. Rf (CH2Cl2/MeOH 20 : 1) 0.35. dH (500 MHz, [D6]
DMSO) 8.38 (2H, s), 6.54 (4H, d, J 8.8), 6.44 (4H, d, J 8.8),

4.90 (2H, s), 3.09 (4H, t, J 2.5). dC (125 MHz, [D6]DMSO)
148.3, 141.7, 115.7, 113.5, 43.4. m/z (HRMS ESIþ) 267.1104;
[MþNa]þ requires 267.1104 for C14H16N2O2. nmax (neat)/cm

�1

3283, 3066, 2970, 1507, 641, 533. HPLC 96.5% (Method A),

RT 10.9 min.

4,40-((Ethane-1,2-diylbis(azanediyl))bis(ethane-2,1-diyl))
diphenol (3c)

This compound was prepared according to General procedure C
to afford the product as an off-white solid (129 mg, 86% yield).
Mp 205–2098C. Rf (CH2Cl2/MeOH 20 : 1) 0.30. dH (500 MHz,

[D6]DMSO) 6.96 (4H, d, J 8.1), 6.66 (4H, d, J 8.1), 2.65–2.62
(4H, m), 2.55–2.52 (8H, m), NH and OH signals not observed.
dC (125 MHz, [D6]DMSO) 155.9, 130.9, 129.8, 115.5, 51.9,

49.4, 35.6. m/z (HRMS ESIþ) 301.1910; [MþH]þ requires
301.1910 for C18H24N2O2. nmax (neat)/cm

�1 3179, 3019, 2814,
1671, 1182, 1131. HPLC .99.9% (Method C), RT 16.2 min.

4,40-(Ethane-1,2-diylbis(methylazanediyl))diphenol (4a)

This compound was prepared according to General Procedure
D. The residue was purified by flash chromatography (CH2Cl2/

MeOH 100 : 1 - 80 : 1) to give the product as a white solid
(60 mg, 88% yield). Mp 174–1768C. Rf (CH2Cl2/MeOH 20 : 1)
0.45. dH (400 MHz, [D4]MeOD) 6.70–6.34 (8H, m), 3.33 (4H,
s), 2.81 (6H, s), OH signals not observed. dC (100 MHz, [D4]

MeOD) 150.6, 144.7, 116.9, 116.8, 52.4, 40.2. m/z (HRMS
ESIþ) 273.1597; [MþH]þ requires 273.1597 for C16H20N2O2.
nmax (neat)/cm�1 3489, 3377, 3100, 1662, 1192, 545. HPLC

99.7% (Method C), RT 16.7 min.

4,40-((Ethane-1,2-diylbis(methylazanediyl))bis(ethane-2,1-
diyl))diphenol (4c)

This compound was prepared according to General Procedure
D. The residue was purified by flash chromatography (CH2Cl2/
MeOH100 : 1- 80 : 1) to give the product as a pale brown solid

(73 mg, 89% yield). Mp 229–2308C. Rf (CH2Cl2/MeOH 20 : 1)
0.40. dH (400 MHz, [D6]DMSO) 9.07 (2H, br s), 6.96 (4H, d, J
8.4), 6.62 (4H, d, J 8.4), 2.56–2.52 (4H, m), 2.48–2.43 (4H, m),

2.40 (4H, s), 2.17 (6H, s). dC (100 MHz, [D6]DMSO) 155.8,
131.0, 129.9, 115.4, 60.2, 55.4, 42.6, 32.6. m/z (HRMS ESIþ)
329.2224; [MþH]þ requires 329.2223 for C20H28N2O2. nmax

(neat)/cm�1 3201, 2939, 2622, 1513, 1200, 830, 659. HPLC

95.7% (Method A), RT 12.3 min.

4,40-((Ethane-1,2-diylbis(azanediyl))bis(methylene))
diphenol (3b)

This compound was prepared according to the literature meth-
od.[18] To a solution of ethylenediamine (55 mL, 0.82 mmol) in
toluene (20 mL) was added 4-hydroxybenzaldehyde 17

(200 mg, 1.64 mmol), and the mixture was stirred at 1108C for
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20min, forming a yellow precipitate, which was filtered without

further purification; the solid was dissolved in methanol
(20 mL), followed by treatment with NaBH4 (15.9 mg,
0.42 mmol) at 08C, and heated at reflux for 20 min. The solvent

was removed under reduced pressure. The mixture was quen-
ched with NH4Cl(aq) and extracted with ethyl acetate
(3� 15 mL) and the combined organic layers were dried over
MgSO4 and concentrated under vacuum. The residue was

purified by flash chromatography (CH2Cl2/MeOH 100 : 1 -
80 : 1) to give the product as off-white solid 3b (207 mg, 93%
yield). Mp 139–1418C. Rf (CH2Cl2/MeOH 20 : 1) 0.35. dH
(500 MHz, [D6]DMSO) 9.17 (2H, s), 7.07 (4H, d, J 8.4), 6.67
(4H, d, J 8.4), 3.52 (4H, s), 2.53 (4H, s). dC (125 MHz, [D6]
DMSO) 155.9, 131.2, 128.9, 114.7, 52.5, 48.2. m/z (HRMS

ESIþ) 273.1598; [MþH]þ requires 273.1597 for C16H20N2O2.
nmax (neat)/cm�1 3254, 3018, 2856, 1611, 1512, 876. HPLC
.99.9% (Method A), RT 10.8 min.

4,40-((Ethane-1,2-diylbis(methylazanediyl))bis(methylene))
diphenol (4b)

This compound was prepared according to General Procedure

D. The residue was purified by flash chromatography (CH2Cl2/
MeOH 100 : 1 - 80 : 1) to give the product as a white solid
(67 mg, 90% yield). Mp 158–1598C. Rf (CH2Cl2/MeOH 20 : 1)

0.45. dH (500 MHz, [D6]DMSO) 9.21 (2H, s), 7.03 (4H, d, J
8.3), 6.67 (4H, d, J 8.3), 3.32 (4H, s), 2.42 (4H, s), 2.06 (6H, s).
dC (100 MHz, [D4]MeOD) 158.0, 132.0, 129.3, 116.1, 62.8,

54.8, 42.7. m/z (HRMS ESIþ) 301.1910; [MþH]þ requires
301.1910 for C18H24N2O2. nmax (neat)/cm

�1 3269, 3009, 1671,
1126. HPLC .99.9% (Method C), RT 14.3 min.

Purification of His-DYRK1A

Human DYRK1A Kinase domain (126–490aa) with an N-
terminal histidine tag was expressed in Escherichia coli BL21

(DE3) cells. A 10mL overnight (O/N) culture (1mL) containing
50 mg mL�1 kanamycin and 34 mg mL�1 chloramphenicol was
used to inoculate 1 L of Luria–Bertani (LB) media supple-

mentedwith the same antibiotics. The culturewas grown at 378C
until an optical density 600 (OD600) of 0.5 was reached; the
temperature was then reduced to 188C. Expression was induced

with the addition of 1mM IPTG (isopropyl B-D-thiogalactoside)
and incubated O/N at 188C. The cells were harvested by cen-
trifugation, 7459 g for 10 min, and resuspended in lysis buffer
(50 mM HEPES pH 7.5, 500 mM NaCl, 5% glycerol, 5 mM

imidazole, and 0.5mM tris(2-carboxyethyl)phosphine (TCEP)).
The cell pellet was lysed using an Emulsiflex C5 high-pressure
homogenizer (Avestin) in the presence of protease inhibitors.

The insoluble debris was removed by centrifugation at 10980 g

for 30 min. The supernatant was bound to Ni-NTA resin
(Ni2þ-nitriloacetate, Qiagen) and washed with 30 column

volumes (CV) of lysis buffer and 5 CV of wash buffer (50 mM
HEPES pH 7.5, 500 mMNaCl, 5% glycerol, 25 mM imidazole,
and 0.5mMTCEP). The purified protein was finally eluted from
the resin with 5 CV of elution buffer (50 mM HEPES pH 7.5,

500 mM NaCl, 5% glycerol, 250 mM imidiazole, and 0.5 mM
TCEP). The histidine tag was cleaved with the addition of
tobacco etch virus (TEV) protease (1 mg mL�1) and incubated

at 48C O/N. The eluted proteins were further purified by gel-
filtration chromatography using an S200 16/60 column (GE
Healthcare) in 25 mM HEPES pH 7.5, 500 mM NaCl, 5 mM

dithiothreitol (DTT).

Kinase Inhibition Assay

Active DYRK1A was assayed in TRIS buffer (50 mM TRIS-

HCl, pH 7.5) containing 0.1 mM egtazic acid (EGTA), 15 mM
DTT, MgAc/ATP cocktail (0.5 mMHEPES pH 7.4; 10 mMMg
(CH3COO)2; 0.1mMATP), [g-32P]-ATP 100–300 cpmpmol�1,

and test compounds diluted in deionized water. As substrate,
Woodtide (50 mM, Genscript) was used in the DYRK1A assay.
The reaction was initiated with 1 ng mL�1 DYRK1A. The
reactionmixturewas incubated at 308C for 10min. Reactionwas

stopped by pipetting 10 mL of the reaction mixture onto P81
paper (Reaction Biology) and washing with 0.75% w/v H3PO4

and acetone. P81 papers were transferred to sample bags con-

tainingOptiphase Supermix scintillation cocktail (PerkinElmer)
and radioactivity (cpm) was measured with a MicroBeta Trilux
2 counter (PerkinElmer). Compounds were tested in duplicate at

1 and 10 mM for their ability to inhibit DYRK1A activity.

Supplementary Material
1H and 13C NMR spectra of new compounds and HPLC chro-
matograms of final compounds are available on the Journal’s
website.
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Sepúlveda, P. Sánchez-Gómez, J. Clin. Invest. 2013, 123, 2475.
doi:10.1172/JCI63623

[7] Q. Zhou, A. F. Phoa, R. H. Abbassi,M. Hoque, T. A. Reekie, J. S. Font,

R. M. Ryan, B. W. Stringer, B. W. Day, T. G. Johns, L. Munoz,

M. Kassiou, J. Med. Chem. 2017, 60, 2052. doi:10.1021/ACS.JMED
CHEM.6B01840

[8] S. Gourdain, J. Dairou, C. Denhez, L. C. Bui, F. Rodrigues-Lima,

N. Janel, J. M. Delabar, K. Cariou, R. H. Dodd, J. Med. Chem. 2013,

56, 9569. doi:10.1021/JM401049V

H Q. Zhou et al.

http://dx.doi.org/10.1002/CNCR.25256
http://dx.doi.org/10.1002/CNCR.25256
http://dx.doi.org/10.1038/NATURE03128
http://dx.doi.org/10.1158/0008-5472.CAN-04-1364
http://dx.doi.org/10.1200/JCO.1999.17.8.2572
http://dx.doi.org/10.3171/JNS.1978.49.3.0333
http://dx.doi.org/10.3171/JNS.1978.49.3.0333
http://dx.doi.org/10.1056/NEJMOA043330
http://dx.doi.org/10.1007/S11010-016-2742-X
http://dx.doi.org/10.1172/JCI63623
http://dx.doi.org/10.1021/ACS.JMEDCHEM.6B01840
http://dx.doi.org/10.1021/ACS.JMEDCHEM.6B01840
http://dx.doi.org/10.1021/JM401049V


[9] R. J. Ife, K. W. Catchpole, G. J. Durant, C. Robin Ganellin, C. A.

Harvey, M. L. Meeson, D. A. A. Owen, M. E. Parsons, B. P. Slingsby,

C. J. Theobald, Eur. J. Med. Chem. 1989, 24, 249. doi:10.1016/0223-
5234(89)90006-8

[10] D. N. Rao, S. Rasheed, S. Aravinda, R. A. Vishwakarma, P. Das, RSC

Adv. 2013, 3, 11472. doi:10.1039/C3RA40735G
[11] G. D. Kishore Kumar, A. Natarajan, Tetrahedron Lett. 2008, 49, 2103.

doi:10.1016/J.TETLET.2008.01.135
[12] M. Tajbakhsh, R. Hosseinzadeh, H. Alinezhad, S. Ghahari, A. Heydari,

S. Khaksar, Synthesis 2011, 490. doi:10.1055/S-0030-1258384
[13] M. B. Abrams, B. L. Scott, R. T. Baker, Organometallics 2000, 19,

4944. doi:10.1021/OM0005351
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Abstract

Histone lysine demethylases (KDMs) are enzymes that remove the methylation

marks on lysines in nucleosomes' histone tails. These changes in methylation

marks regulate gene transcription during both development and malignant

transformation. Depending on which lysine residue is targeted, the effect of a

given KDM on gene transcription can be either activating or repressing, and

KDMs can regulate the expression of both oncogenes and tumour suppressors.

Thus, the functions of KDMs can be regarded as both oncogenic and tumour

suppressive, contingent on cell context and the enzyme isoform. Finally, KDMs

also demethylate nonhistone proteins and have a variety of demethylase-

independent functions. These epigenetic and other mechanisms that KDMs

control make them important regulators of malignant tumours. Here, we pre-

sent an overview of eight KDM subfamilies, their most-studied lysine targets

and selected recent data on their roles in cancer stem cells, tumour aggressive-

ness and drug tolerance.

K E YWORD S

drug resistance, drug tolerance, epigenetics, histone lysine demethylase, histone methylation

1 | INTRODUCTION

Along with genetic abnormalities,1 epigenetic modifications are critical

in the pathogenesis of cancer. Epigenetic modifications include DNA

methylation, which is the covalent addition of a methyl group to a

cytosine base in DNA, and histone posttranslational modifications,

which occur when DNA wraps around the core of two copies of the

four histone proteins H2A, H2B, H3 and H4 in the nucleosome. These

modifications lead to aberrant changes in gene expression that not

only affect cancer progression but also determine the response of

tumours to therapeutic modalities.

DNA methylation was the first epigenetic modification identified.

DNA methylation impacts genomic stability and acts as a gene silenc-

ing mechanism.2 Analyses of cancer cell methylomes have highlighted

the critical role of DNA hypomethylation in the promoters of key

oncogenic genes.3 The second type of epigenetic alteration is post-

translational modification of histone N-terminal tails. Histone tails can

be marked by phosphorylation, sumoylation, ubiquitination and—the

two most studied—acetylation and methylation.

Abbreviations: 2-OG, 2-oxoglutarate; AR, androgen receptor; ARID, AT-rich interacting

domain; BET, bromodomain and extraterminal domain; CDKN1A, cyclin dependent kinase

inhibitor 1A; DNA, deoxyribonucleic acid; DUSP3, dual-specificity protein phosphatase 3;

E2F1, E2F transcription factor 1; EGFR, epidermal growth factor receptor; ERK, extracellular-

signal-regulated kinase; ETS, erythroblast transformation specific; EZH2, enhancer of zeste

homologue 2; FBXW7, F-Box and WD repeat domain containing 7; GATA, GATA-binding

factor 1; GLI1, glioma-associated oncogene homologue 1; H3K4me3, histone 3 lysine

4 trimethylated; HIF1α, hypoxia-inducible factor 1-alpha; Hox, homeobox; IDH1, isocitrate

dehydrogenase 1; IGFBP2, insulin-like growth factor binding protein 2; IL-8, interleukin 8;

JAK2, Janus kinase 2; JmjC, Jumonji C; JNK, c-Jun N-terminal kinase; KDM, lysine

demethylase; LOXL1, lysyl oxidase like 1; LRR, leucine-rich repeat; Meis, homeobox protein

Meis1; MGMT, O-6-methylguanine-DNA methyltransferase; MLL1, mixed-lineage leukaemia

protein 1; MMP9, matrix metallopeptidase 9; MSK1, mitogen- and stress-activated protein

kinase 1; NFκB, nuclear factor kappa-light-chain-enhancer of activated B cells; OGT, O-

GlcNAc transferase; PD-1, programmed cell death protein 1; PDGFR, platelet-derived growth

factor receptor; PHD, plant homeodomain; PHF5A, PHD finger protein 5A; PKA, protein

kinase A; PRC1, protein regulator of cytokinesis 1; PTEN, phosphatase and tensin

homologue; RCCD1, RCC1 domain-containing protein 1; RNA, ribonucleic acid; RNF8, ring

finger protein 8; SASH1, SAM and SH3 domain containing 1; SCF, Skp, Cullin, F-box

containing complex; SNAI2, snail family transcriptional repressor 2; STAT1/3, signal

transducer and activator of transcription 1/3; SWI/SNF, SWItch/sucrose nonfermentable;

SWIRM, Swi3p, Rsc8p and Moira; TLX, nuclear receptor subfamily 2 group E member 1;

TOP2, topoisomerase-II; TRP, tetratricopeptide; TXNIP, thioredoxin-interacting protein;

USP1, ubiquitin specific peptidase 1; Wnt, Wingless-related integration site; YY2, Yin and

Yang 2.
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In acetylation, the addition of a negatively charged acetyl group

to lysine residues on histone tails weakens the interaction between

the histone and DNA. Functionally, histone acetylation is largely asso-

ciated with active transcription. Thus, hyperacetylation occurring on

proto-oncogenes activates gene expression, whereas hypoacetylation

of tumour suppressors often causes these genes to be silenced.4

Histone methylation is the addition of methyl groups to the argi-

nine and lysine residues on histone tails. Unlike the negative charge

caused by acetylation, the methyl group does not provide additional

charge and can cause both gene activation and repression. This is

explained by the fact that methylation either loosens histone tails to

allow access of transcription factors to DNA or, alternatively restricts

access of transcription factors to DNA. Arginine methylation occurs

on the histone H3 arginines R2, R8, R17, R26 and histone H4 arginine

R3. Arginine residues can be monomethylated or dimethylated, with

dimethylation occurring in either a symmetric (two separate nitrogen

atoms) or asymmetric (same nitrogen) manner. Functionally, arginine

methylation has been associated mostly with the regulation of cell

cycle.5,6

The canonical lysine methylation sites are found on histone H3

lysines K4, K9, K27, K36, K56, K79 and on histone H4 lysine K20

(Figure 1). Each lysine can be monomethylated, dimethylated or

trimethylated (me1, me2 and me3, respectively). Considering the sub-

stantial number of lysines that can be methylated, each with multiple

methylation states, histone modifications regulate an array of biologi-

cal processes (Figure 1). H3K4 methylation, for example, regulates

stem cell differentiation and self-renewal, with H3K4me3 involved in

activating genes for differentiation.7-9 H3K9 methylation is important

for gene silencing during cell fate transitions, heterochromatin mainte-

nance and induction of cellular senescence.10-12 H3K27 methylation

is similarly described as a silencing mark and is critical for the mainte-

nance of gene repression, transcriptional elongation and the silencing

NH2

NH2

H3 H2B

H2A

Gene activating lysine methylations
and processes they regulate

K4
K9

K36
K27

K56

K79

K20

• Self-renewal
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• Chromatin structure
• dsDNA breaks

• DNA re-replication
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• Non-coding RNAs

• DNA replication

• DNA replication in G1
• Chromatin organisation
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F IGURE 1 Canonical lysine
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TABLE 1 Overview of KDMs and their functions in cancer

Synonyms Targets Links to cancer

KDM1A LDS1, AOF2,

KIAA0601

H3K4me2/me1, H3K9me2/me1 Acute myeloid leukaemia—maintains clonogenicity and

inhibits differentiation36

Glioblastoma—inhibition degrades HIF1α and induces

senescence42

Overexpressed in prostate,43 liver,44 breast,45

colorectal46 and lung tumours47

KDM1B LDS2, AOF1, C6orf193 H3K4me2/me1 Breast cancer—knockdown reduces colony

formation35

Glioblastoma—suppression maintains glioma-initiating

cells in hypoxic environment48

KDM2A CXXC8, FBL7, FBXL11, JHDM1A,

KIAA1004

H3K36me2 Lung cancer—represses DUSP3 phosphatase, thereby

activating ERK and JNK signalling, tumour growth

and metastasis65

KDM2B CXXC2, FBL10, FBLX10,

JHDM1B, PCCX2

H3K4me3, H3K36me2 Glioblastoma—essential for proliferation of stem

cells61

Leukaemia—essential for self-renewal of stem cells62

KDM3A JMJD1A, JHDM2A H3K9me2/me1 Colorectal cancer—activates Wnt target genes,

thereby enhancing self-renewal of stem cell73

Prostate cancer—regulates proliferation, survival and

drug resistance76

Breast cancer—activates invasion, drug resistance and

stemness78

Lung cancer—drives tolerance to taxane-platin

therapy141

KDM3B JMJD1B, JHDM2B H3K9me2/me1 Colorectal cancer—activates Wnt target genes,

thereby enhancing self-renewal of stem cell73

Prostate cancer—activates genes needed for

metabolism and proliferation79

KDM3C JMJD1C, JHDM2C H3K9me2/me1 Leukaemia—critical for the growth of stem cells,

independent of demethylase activity80

KDM4A JMJD2A, JHDM3A H3K9me3/me2, H3K36me3/me2,

H3K23me3

Leukaemia—redundantly promotes proliferation88

Breast cancer—knockout decreases tumour growth91

KDM4B JMJD2B, JHDM3B H3K9me3/me2, H3K36me3/me2,

H3K23me3

Leukaemia—redundantly promotes proliferation88

Gastric cancer—knockdown reduces IL-8, CXCL5 gene

expression92

KDM4C JMJD2C, JHDM3C H3K9me3/me2, H3K36me3/me2 Leukaemia—redundantly promotes proliferation88

Glioblastoma—activates Wnt target genes93

Prostate cancer—knockdown reduces phosphorylation

of proliferative kinases and increases expression of

PTEN89

KDM4D JMJD2D H3K9me3/me2 Colorectal cancer—promotes tumour formation in

mice95

KDM4E JMJD2E H3K9me3/me2 No function in cancer identified to date.

KDM5A JARID1A, RBBP2 H3K4me3/me2 Breast cancer—decreases expression of tumour

suppressors p16 and p2799

Lung cancer—promotes proliferation by repressing

NOTCH1/2 tumour suppressor target genes100

Lung cancer—promotes tolerance to EGFR

inhibitors138,139

Glioblastoma—controls resistance to standard-of-care

temozolomide149

KDM5B JARID1B H3K4me3/me2 Leukaemia—downregulates Hox/Meis genes required

for acute myeloid leukaemia pathogenesis102

Melanoma—tumour suppressive role103

Melanoma—maintains slow-cycling stem cell

population resistant to therapy140,143

Myeloma—inhibition attenuates proliferation101

(Continues)
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of long noncoding RNAs.13-15 H3K36 methylation is both a key player

in controlling chromatin structure during transcription and integral to

DNA double-strand break repair. H3K36 methylation initiates check-

point activation and enables maintenance of chromatin structure at

sites of breakage.16 H3K56 methylation represses chromatin state

and regulates DNA replication.17 Demethylation of the H3K79 resi-

due found in the globular domain maintains genomic stability as it

associates with chromatin to prevent DNA re-replication.18 Finally,

H4K20 methylation controls the chromatin compaction threshold by

limiting DNA replication in the G1 cell cycle phase and ensures normal

chromatin organisation after mitosis.19

Lysine methylation is regulated by histone lysine met-

hyltransferases and histone lysine demethylases (KDMs), which add

or remove methyl groups, respectively. Lysine methyltransferases

have been recently reviewed in detail elsewhere.20 Here we review

the functions of KDMs in cancer (summarised in Table 1), the regula-

tory mechanisms underlying their increased expression in tumours

and how they affect the efficacy of cancer drugs.

2 | HISTONE LYSINE DEMETHYLASES

There are eight KDM subfamilies (KDM1-8), which vary in terms of

their structure and lysine targets. KDM1 contains a flavin adenine

dinucleotide-dependent amine oxidase domain, which erases mono-

methylation and dimethylation marks. The amino oxidase domain acts

TABLE 1 (Continued)

Synonyms Targets Links to cancer

KDM5C JARID1C H3K4me3/me2 Breast cancer—inhibits migration, invasion and

angiogenesis104

Renal cancer—tumour suppressive function,

downregulation triggers genomic instability105

KDM5D JARID1D H3K4me3/2 Prostate cancer—represses invasive genes MMP1,

MMP2, MMP3, MMP7 and SNAI2106

Renal cancer—reduces cell viability107

KDM6A UTX H3K27me3/2 Breast cancer—knockdown inhibits proliferation,

colony formation and migration109

Pancreatic cancer—knockout decreases expression of

the tumour suppressor genes110

Myeloma—depletion promotes tumorigenicity and

confers sensitivity to EZH2 inhibition111

Lung cancer—deletion promotes tumour progression

through an increase in EZH2/H3K27me3113

Acute lymphoblastic leukaemia—bona fide tumour

suppressor114

Pancreatic cancer—depletion induces metastasis in

females115

Suppresses myeloid leukemogenesis through

noncatalytic functions116

Glioblastoma—essential for stem cell transition to a

drug-tolerant state144

KDM6B JMJD3 H3K27me3/me2 Neuroblastoma—inhibits proliferation and increases

differentiation of stem-like cells117

KDM6C UTY Suppresses myeloid leukemogenesis through

noncatalytic function, similar to KDM6A116

KDM7A JHDM1D, KDM7, KIAA1718 H3K9me2/me1, H3K27me2/me1,

H4K20me1

Prostate cancer—knockdown attenuates proliferation

of hormone-sensitive cancer cells121

Glioblastoma—maintains viability of stem cells94

KDM7B PHF8 H3K9me2/me1, H3K27me2/me1,

H4K20me1

Laryngeal and hypopharyngeal squamous cell

carcinoma—high expression correlates with

increased chance of relapse and decreased survival

rate122

KDM7C PHF2 H3K9me2 Essential for progenitor self-renewal and cell cycle

progression in neural progenitor cells120

Colon cancer—activates transcription of p53 target

genes and p53-mediated cell death119

KDM8a JMJD5 H3K36me2 Different tumours—inhibits cell proliferation123-125

aKDM8 demethylases activity remains elusive.

4 STERLING ET AL.



by a hydride transfer on the ϵ-amine of lysine to form an unstable

imine that spontaneously hydrolyses into formaldehyde.21,22 Because

this imine product formation requires a lone pair of electrons in the

nitrogen of the methyl lysine, KDM1 enzymes cannot demethylate

trimethyl groups as the quaternary amines do not have a lone pair of

electrons.23

KDM2-8 subfamilies contain a catalytic Jumonji C (JmjC) domain

and remove monomethylation, dimethylation and trimethylation

marks on lysines.24,25 The demethylating activity of the JmjC domains

requires Fe2+, 2-oxoglutarate (2-OG) and oxygen to hydroxylate the

methyl to hydroxymethyl, which is then released as formaldehyde. In

addition to the JmjC catalytic domains, all KDM subfamilies contain

additional N-terminal interaction elements referred to as JmjN, which

provide structural integrity without participating in active site

formation.26,27

F-box, Leu-rich repeat (LRR) and tetratricopeptide (TRP) domains

are all important for protein-protein interactions. Additionally, KDMs

contain a wide variety of DNA and histone binding domains such as

Swi3p, Rsc8p and Moira domain (SWIRM), AT-rich interacting domain

(ARID), plant homeodomain (PHD), zinc fingers and Tudor domain. For

example, KDM2 and KDM7 both have one PHD domain,28,29 whereas

KDM5s contain two or three PHD domains, which are necessary for

the binding to H3K4.30 The N-terminal PHD domain binds to

H3K4me1 and the C-terminal PHD domain binds to H3K4me3/

me2.31 The PHD domain of KDM7, in contrast, is reported as nones-

sential for its catalytic activity.29 Within the KDM family, only

KDM4A-C contain a conserved double Tudor domain with slight vari-

ations, which create different lysine binding preferences between

these three KDM4 isoforms.32 KDM4D and KDM4E are shortened

versions of the KDM4 enzymes, not containing Tudor domains and

likely using the variation within the JmjC domain for lysine recogni-

tion.33 This suggests that the JmjC catalytic domain is also important

for the KDMs' binding preferences. The lysine specificities of particu-

lar KDM subfamilies (Figure 2) and the connection of KDMs to various

tumours are discussed below.

2.1 | KDM1

The first histone KDM identified was KDM1A as a part of the C-

terminal binding protein 1 corepressor complex.34 KDM1A

demethylates H3K4me2/me1, and when complexed to an androgen

receptor it demethylates H3K9me2/me1, leading to the mon-

omethylated and unmethylated H3K4 and H3K9 (Figure 2).23 The

KDM1A mammalian homologue KDM1B demethylates only

H3K4me2/me1. As methylation of H3K4 activates gene transcription,

increased KDM1A/B expression results in specific gene repres-

sion.35-37 In contrast, KDM1A-dependent H3K9 demethylation trig-

gers gene activation programs.38,39

KDM1A is highly expressed in various cancers and, through its

demethylase activity, mostly regulates the balance between self-

renewal and differentiation of stem cells. In acute myeloid leukaemia

cells, KDM1A maintains clonogenicity and inhibits differentiation

through H3K4 demethylation.36 Similarly, differentiation of neural

stem cells requires low KDM1A levels and an increase in H3K4 meth-

ylation. This results in the repression of the target genes of TLX,40 an

important nuclear receptor that regulates cell cycle progression by

upregulating p21 and downregulating cyclin D1.41 KDM1A inhibition

results in proteasome-mediated degradation of HIF1α, which in turn is

sufficient to induce senescence in glioblastoma cells.42 The over-

expression and carcinogenic activities of KDM1A have been also

reported in prostate,43 liver,44 breast,45 colorectal46 and lung

cancers.47

In contrast, KDM1B has not been found to be altered in many

cancers. One study has reported that knockdown of KDM1B reduces

breast cancer cell colony formation by increasing H3K4 methylation.35

In glioblastoma, hypoxia-induced miR-215 is vital for adaptation of

glioma-initiating cells to the hypoxic environment via suppression of

KDM1B expression and associated modulation of glucose metabolism

and angiogenesis.48

In addition to histone demethylase activity, studies have shown

that KDM1A also demethylates nonhistone proteins such as p53,

E2F1 and HIF-1α49-51 and exhibits demethylase-independent func-

tions. For example, KDM1A is a pseudosubstrate for the tumour sup-

pressor FBXW7, a crucial component of the ubiquitin ligase SCF

complex. By binding to FBXW7, KDM1A promotes FBXW7 self-
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ubiquitylation and degradation, thereby abrogating its function in

tumour suppression.52 Intriguingly, the noncatalytic function of

KDM1B contributes to repressive chromatin H3K9 methylation by

forming a stable complex with the H3K9 methyltransferase G9a.53

KDM1B has also been suggested to function as an E3 ubiquitin ligase,

leading to the proteasomal degradation of O-GlcNAc transferase

(OGT), an enzyme often increased in cancer.54

2.2 | KDM2

The first documented JmjC demethylases were the KDM2A and

KDM2B proteins.55 KDM2A demethylates H3K36me2.56 The speci-

ficity of KDM2B is currently contested, with some reporting

demethylase activity at H3K4me3,57,58 and others demonstrating spe-

cific targeting of H3K36me2 (Figure 2).59-63 Nevertheless, both

H3K36 and H3K4 methylations activate gene transcription and thus

KDM2A/B generally repress genes.64

Although much remains unknown about the exact functions of

KDM2 enzymes, their overexpression in tumours suggests that KDM2

may be a drug target in certain cancers. KDM2A promotes progres-

sion of lung cancer by epigenetically enhancing ERK1/2 and JNK1/2

signalling. KDM2A-dependent H3K36 demethylation at the promoter

of the dual-specificity protein phosphatase 3 (DUSP3) represses its

expression, thus increasing ERK1/2 and JNK1/2 activities. This in turn

promotes tumour growth and invasion to the lymph nodes.65 In

mouse embryonic fibroblasts, KDM2B knockdown induces senes-

cence whereas KDM2B re-introduction restores proliferation by

decreasing the tumour suppressor p15Ink4b through H3K36me2

demethylation.59 KDM2B is essential for leukaemia stem cell self-

renewal62 and proliferation of glioblastoma stem cells.61 Knockdown

of KDM2B in glioblastoma cells decreases the abundance of

H3K36me2, reduces actively proliferating cells and causes DNA dam-

age accumulation, implicating KDM2B in the maintenance of glioblas-

toma stem cells.

Apart from the demethylation of H3 tails, KDM2 also

demethylates the nonhistone proteins NF-κB and β-catenin66,67 and

exhibits demethylase-independent roles. This includes recognition of

CpG island, and recruitment of PRC1 to silence certain polycomb tar-

get genes in embryonic stem cells.68 Furthermore, KDM2 proteins

constrain gene expression from CpG island associated gene promoters

by shaping RNA polymerase II occupancy.69

2.3 | KDM3

KDM3A and its two human homologues KDM3B and KDM3C

demethylate repressive H3K9me2 and H3K9me1 marks

(Figure 2).70 Several studies have reported that KDM3 catalytic

activity extends beyond the demethylation of H3K9 and that

KDM3 might also demethylate H4R3 and nonhistone targets.71

Given that H3K9me2/me1 are prominent marks of heterochroma-

tin and inactive genes, removal of these marks by KDM3 is

expected to increase initiation of gene transcription. However,

H3K9me1 is frequently found at active genes, and so targeting

KDM3 proteins could potentially contribute to decreased transcrip-

tion. As such, the net impact of KDM3-mediated H3K9 demethyla-

tion on gene transcription is dependent on the gene promoter, cell

type or state of the cell.71

KDM3 enzymes are overexpressed in various tumours where

they facilitate efficient tumour growth. In colorectal tumours,

KDM3A/B profoundly alter the transcription of Wnt/β-catenin target

genes c-Myc, cyclin D1, MMP9; thereby enhancing self-renewal of

colorectal cancer stem cells.72,73 They do so by reducing H3K9 meth-

ylation and indirectly increasing H3K4 methylation by recruiting the

lysine methyltransferase MLL1. Interestingly, KDM3A is phosphory-

lated by Janus kinase 2 (JAK2). This phosphorylation enhances

KDM3A binding to STAT3, where KDM3A-mediated H3K9me2

demethylation at the promoters of STAT3 target genes activates c-

Myc transcription, thus increasing cell proliferation and motility.74 In

prostate cancer cells, KDM3A promotes recruitment of androgen

receptor (AR) to the c-Myc gene enhancer and induces H3K9me3

demethylation, thereby promoting transcription of c-Myc mRNA and

cell survival.75 Other potential ways by which KDM3A might facilitate

prostate carcinogenesis include recruitment of heterogeneous nuclear

ribonucleoprotein F for the alternative splicing and generation of the

androgen receptor splicing variant 7 (a constitutively active form of

AR responsible for resistance to hormonal therapies).76 In addition to

promoting prostate cancer, KDM3A has been implicated as a potential

therapeutic target in breast cancer where KDM3A is overexpressed

and necessary for oestrogen receptor function.77 KDM3A also

induces pro-invasive genes by erasing repressive H3K9me3 marks

and promotes chemoresistance by demethylating nonhistone protein

p53.78

Both KDM3B and KDM3C have also been reported to perform

oncogenic functions. KDM3B promotes the recurrence of aggressive

prostate cancer cells after androgen deprivation therapy through its

H3K9me2 demethylase activity at the specific promoters of genes

needed for metabolism and proliferation.79 KDM3C appears to be

critical for the growth of leukaemia stem cells where its over-

expression upregulates several glycolytic enzymes. Notably, this meta-

bolic function of KDM3C is independent of its demethylase activity as

there are no changes in H3K9me2 levels of upregulated glycolytic

genes.80

Consistent with their epigenetic H3K9 demethylating activities,

KDM3 proteins are predominantly localised within the nucleus of

many cancer cells. Interestingly, KDM3 localisation is

mechanosensitive, with KDM3 being cytoplasmic and downregulated

on soft matrix.81 Others have reported that the catalytic activity of

KDM3 proteins is not always required for many aspects of their func-

tion. For example, when KDM3A interacts with SWI/SNF chromatin

remodelling complex, this scaffolding function does not require

demethylase activity yet facilitates induction of gene transcription.82

A similar demethylase-independent scaffolding function has been pro-

posed for the KDM3A-mediated stabilisation of the GLI1 transcription

factor.83
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2.4 | KDM4

All five KDM4A-E enzymes demethylate H3K9me3/me284 and

KDM4A-C also show demethylase activity at H3K36me3/2

(Figure 2).85 Furthermore, KDM4A and KDM4B demethylate

H3K23me3—a poorly understood lysine site found in spermato-

cytes.32 Binding of KDM4A/B/C to H3K4me3 and H4K20me2/me3

has been reported without any demethylation specificities. Despite

the fact that numerous lysine residues are targeted by KDM4,

demethylation of the gene repressing H3K9me3/me2 and gene acti-

vating H3K36me3/me2 marks appears to be the most prominent

function of KDM4.86,87 Thus, depending on the targeted lysine resi-

due, the effect of KDM4 on transcription can be either activating or

repressing.88,89

Several studies demonstrate functional redundancy of KDM4

enzymes. While single knockout mice for KDM4A/B/C and double

knockout mice for KDM4A/B and KDM4B/C are viable, KDM4A/C

double- and KDM4A/B/C triple-knockout mice are embryonically

lethal.90 Further analysis has shown that KDM4A and KDM4C redun-

dantly regulate histone via demethylation of H3K9me3 and

H3K36me3 at highly similar transcriptional start sites.90 Demethyla-

tion of H3K9me3 is required for transcriptional activation of the pro-

liferative JAK-STAT pathway in leukaemia cells, but only the KDM4A/

B/C triple knockout attenuates progression of acute myeloid leukae-

mia in mice.88

In contrast, other cancer types depend solely on one member

of the KDM4 subfamily. Single knockdown of KDM4A in breast

cancer cells increases the H3K9me3 repressive mark at the EGFR

promoter, resulting in decreased tumour growth, whereas

knockdown of KDM4B/C/D has no effect.91 Antitumour efficacy

of single KDM4B knockdown has been determined in chemokine

IL-8-dependent gastric cancer. KDM4B demethylates H3K9me3/

me2 at the promoter region of IL-8 to mediate IL-8 gene activation

and gastric cancer progression.92 KDM4C knockdown in prostate

cancer cells reduces the phosphorylation of several proliferative

kinases while increasing the expression of the tumour suppressor

PTEN, via epigenetic mechanisms associated with H3K9 and

H3K36 demethylation.89

KDM4C, but not KDM4A and KDM4B, are highly expressed in

glioblastomas. Activation of Wnt in glioblastoma stabilises KDM4C

protein which then promotes tumorigenesis by epigenetically acti-

vating Wnt target genes.93 Further supporting the oncogenic role

of KDM4C, glioblastoma stem cells contain low H3K9me3/me2

and H3K27me3/me2 levels compared to their differentiated coun-

terparts.94 KDM4D and H3K9me3 demethylation promotes colo-

rectal tumour formation in mice through increasing levels of

β-catenin, c-Myc and cyclin D1, which has been reversed with sin-

gle KDM4D knockdown.95 No studies to date have focused on the

role of KDM4E in cancer and KDM4E has been considered a

pseudogene.96 Nevertheless, KDM4E is confirmed as a protein-

encoding gene, with several studies briefly mentioning the KDM4E

gene and/or protein.84,97,98

2.5 | KDM5

Unlike other KDM subfamilies, which target several lysine residues,

the KDM5 subfamily has catalytic activity only at gene activating

H3K4me3/me2 marks (Figure 2). This suggests that KDM5A-D

enzymes could be potential players in the downregulation of tumour

suppressors as well as oncogenes. There is emerging evidence of

pathological consequences of KDM5 deregulation in various types of

cancer. In breast cancer, KDM5A-mediated H3K4me3 demethylation

downregulates expression of genes encoding tumour suppressor pro-

teins p16 and p27.99 KDM5A also promotes proliferation of small cell

lung cancer cells by repressing NOTCH1 and NOTCH2 tumour sup-

pressors' target genes.100 In further support of the oncogenic roles for

KDM5A, potent and selective KDM5 inhibitors stops proliferation of

myeloma cells.101

Leukaemia stem cells are maintained in a hyper-H3K4me3 and

hypo-H3K79me2 state, and KDM5B inhibits their oncogenic potential

by reducing H3K4me3/me2 levels on oncogenes such as Hox/Meis.102

Similarly, KDM5B/C under-expression in primary melanoma and

breast cancer cells is consistent with a possible tumour suppressive

function.103,104 Lower levels of KDM5C in renal cancer cells promote

a transcriptionally active H3K4me3, triggering genomic instability and

poor prognosis in patients.105 In prostate cancer, KDM5D represses

invasive genes MMP1, MMP2, MMP3, MMP7 and SNAI2 through the

demethylation of H3K4me3 at their promoter regions. In support,

KDM5D expression is low in metastatic prostate tumours compared

to primary tumours.106 Furthermore, loss of the entire Y-chromosome

is common in clear cell renal carcinoma and results in lower expres-

sions of KDM5D and KDM6C compared to tumours without a loss of

the Y-chromosome. Ectopic expression of KDM5D in a renal cancer

cells reduces their viability.107 Together these studies imply a tumour

suppressive role of KDM5 in a context-dependent manner.

2.6 | KDM6

KDM6A and KDM6B act on H3K27me3/me2 marks of gene repression

(Figure 2). Thus, increased KDM6 expression generally leads to gene activa-

tion.108 The roles of KDM6 enzymes in cancer appear context-dependent

as evidence posits contradictory functions for these demethylases.

Loss of KDM6A in breast cancer cells decreases proliferation and

migration. These effects are reversed when a catalytically active

KDM6A is reintroduced, suggesting that KDM6A is responsible for

these cancer hallmarks.109 Controversially, numerous studies support

the role of KDM6A as a tumour suppressor. For example, KDM6A-

negative pancreatic ductal adenocarcinoma patients have worse

overall survival compared to KDM6A-positive patients.110 This study

further reports that KDM6A knockout decreases expression of the

tumour suppressor genes CDKN1A, LOXL1, SASH1, TXNIP, IGFBP2,

but also notes that these changes could be attributed to a decrease in

H3K27 acetylation as opposed to an increase in H3K27me3 levels

when KDM6A is knocked out.110
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In multiple myeloma, loss of KDM6A promotes proliferation and

confers sensitivity to EZH2 inhibition.111 Similarly, KDM6A is fre-

quently inactivated in urothelial bladder carcinoma cells, which are

sensitive to EZH2 inhibition. In vivo, EZH2 inhibition causes regres-

sion of KDM6A-null bladder tumours.112 The tumour suppressive

function of KDM6A and its link to EZH2 are also critical to lung can-

cer progression. KDM6A deletion in vivo promotes lung cancer pro-

gression mainly through an increase in EZH2 and H3K27me3 levels.

KDM6A-knockout lung cancer cells are sensitive to EZH2 inhibition,

leading to significantly decreased proliferation and increased

apoptosis.113

Likewise, KDM6A has been proposed to be a tumour suppressor

in leukaemia and pancreatic cancers. KDM6A-knockdown results in

significant acceleration of leukaemia onset in a NOTCH1-induced leu-

kaemia mouse model.114 In K-RasG12D driven pancreatic cancer,

KDM6A loss induces squamous-like metastatic tumours selectively in

females through aberrant activation of super-enhancers regulating

various oncogenes. Furthermore, KDM6A-deficient pancreatic cancer

cells are sensitive to BET inhibitors, which reverses squamous differ-

entiation and restrains tumour growth in vivo.115 Finally, KDM6A sup-

presses myeloid leukemogenesis through a noncatalytic function.

KDM6A loss upregulates a transcriptional program driven by the ETS

family of oncogenic transcription factors and downregulates a pro-

gram of GATA-driven genes through loss of chromatin accessibility

and local H3K27 acetylation.116

KDM6B has tumour suppressive roles and has been found to be

downregulated in neuroblastoma stem-like cells. An overexpression of

KDM6B inhibits proliferation and induces differentiation genes,

suggesting that the demethylase activity of KDM6B is responsible for

neuroblastoma differentiation.117

2.7 | KDM7

The KDM7 subfamily has catalytic activity at several lysines on his-

tone tails. KDM7A and KDM7B predominantly target H3K9me2/me1,

H3K27me2/me1 and H4K20me1,118 while KDM7C shows only

H3K9me2 demethylase activity (Figure 2).119,120 H3K9 and H4K20

methylation are associated with gene silencing, while H3K27 methyla-

tion results in gene activation (Figure 1), which implies that KDM7

activity causes both gene activation and gene repression in a lysine-

dependent context.

Very few studies have focused on the function of KDM7 proteins,

but some of these publications have implicated KDM7 enzymes as

drivers of tumorigenesis. Knockdown of KDM7A, and consequently

decreased H3K27me2 levels in hormone-sensitive prostate cancer

cells, downregulate androgen receptor signalling and cell prolifera-

tion.121 KDM7A maintains viability of glioblastoma stem cells by

ensuring low H3K9 and H3K27 methylation.94 Patients with laryngeal

and hypopharyngeal squamous cell carcinoma showing high KDM7B

expression and low H3K9me2/H3K27me2 levels have an increased

chance of relapse.122 A study using neural progenitor cells found that

KDM7C demethylates H3K9me2 at promoter regions of YY2 and

E2F4 genes, which are responsible for progenitor self-renewal and cell

cycle progression.120 In contrast, KDM7C has been found to be

downregulated in colon and stomach cancers, where it acts as a

tumour suppressor in association with p53. KDM7C demethylates

H3K9me2 at p53 target gene CDKN1A and HDM2 promoters, thereby

activating transcription of p53 target genes and cell death.119

2.8 | KDM8

The newest member of the KDM family, the KDM8 protein, has many

important biological roles. Several recent studies have identified over-

expression of KDM8 being oncogenic in colon and breast cancer, pro-

viding evidence that loss of KDM8 compromises cancer cell

proliferation.123-127 At the molecular level, the ability of KDM8 to reg-

ulate the cell cycle is linked to upregulation of cyclin A,123 modulation

of the expression of p53 and p21128 and interaction with spindle

microtubules.129 Moreover, a centromere and DNA-binding protein

RCCD1 augments KDM8 activity and the RCCD1-KDM8 complex

controls cell cycle-regulated transcriptional repression and accurate

mitotic division.130

Despite its important pathological roles, the biochemical function

of KDM8 remains elusive. Early studies identified KDM8 as a

H3K36me2 demethylase, regulating cyclin A1 expression,123 but this

assignment has not been validated subsequently.131,132 High-

resolution crystal structures of the KDM8 catalytic domain in complex

with the co-factor 2-OG suggest that KDM8 was not a lysine

demethylase and biochemical assays show no demethylase activity on

any H3 or H4 residue.132,133 Other studies suggest that KDM8 may

function as a dioxygenase,131 as well as an aminopeptidase mediating

proteolytic cleavage of monomethylated histone tails to modulate

chromatin conformation.134,135 Finally, KDM8 has been reported to

function as a JmjC arginyl-hydroxylase, the first such catalytic activity

identified for a human enzyme.136 Taken together, these findings sug-

gest that KDM8 may have some H3K36me2 demethylase activity in

mammalian cells, but it is probably not a major demethylase at this site

compared to the other H3K36 demethylases KDM2 or KDM4.

3 | KDMS AND CANCER THERAPY

In addition to directly regulating tumour progression (Table 1), exces-

sive activity of KDMs is frequently implicated in the failure of cancer

drugs. Changes in histone methylation are crucial for cell plasticity—a

phenotypic switching process that cancer cells use to adopt cell states

that are insensitive to drug-targeted pathways.137 As the majority of

cancer drugs target rapidly proliferating cells, a specific subpopulation

of cancer stem cells, known as drug-tolerant persisters, uses various

mechanisms of cell plasticity to convert to a reversible slow-

proliferating state that counteracts antiproliferative therapies.138,139

Increasing number of studies have found that this transition to a

slow-cycling, drug-tolerant state, which facilitates acquisition of the

drug resistant phenotype, is driven by specific KDMs.140,141 For
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example, nonsmall cell lung cancer cells that are tolerant to taxane-

platin treatment show increased expression of numerous KDM genes,

with KDM3A being the most prominent and confirmed to be associ-

ated with poor patient survival. In support of elevated KDM activity,

drug-tolerant cells show a global decrease in H3K9 and H3K27 meth-

ylation at the transcription start sites for specific genes. As these lung

cancer cells transition to taxane-platin resistance, they also become

more susceptible to KDM inhibitors.141

Notably, several studies implicate that KDM5 plays a significant

role in cell plasticity and drug tolerance.142 Lung cancer cells tolerant

to epidermal growth factor receptor (EGFR) inhibitors show high

expression of KDM5A and prominent H3K4me3/me2 demethylation.

KDM5A knockdown prior to treatment with EGFR inhibitors reduces

the number of drug-tolerant persisters.138 Similarly, by blocking H3K4

demethylase activity, the KDM5A inhibitor CPI-455 reduces the num-

ber of lung cancer cells that are tolerant to the EGFR inhibitor

erlotinib and melanoma cells that are tolerant to the B-Raf inhibitor

vemurafenib.139 A study of melanoma has reported high expression of

KDM5B in the slow-growing cell subpopulation tolerant to various

cancer drugs including cisplatin, vemurafenib, bortezomib, salinomycin

and temozolomide. Importantly, KDM5B knockdown and conse-

quently increased H3K4me3 prevents melanoma stem cells from

shifting from a proliferative drug-sensitive state to a slow-proliferating

drug-tolerant state, thereby sensitising tumours to vemurafenib and

bortezomib treatments.140,143 These studies, together with those

identifying KDM5 as a tumour suppressor, provoke the intriguing

hypothesis that tumour suppressors attenuate the efficacy of antip-

roliferative cancer drugs. Similarly, KDM6A/B is important for the sur-

vival of glioblastoma cells that are tolerant to the lethal doses of the

PDGFR kinase inhibitor dasatinib. KDM6A/B-dependent H3K27me3

demethylation has been shown to be essential for a subpopulation of

glioblastoma stem cells to transition to a slow-cycling Notch-

dependent state that enables dasatinib-tolerance.144

In addition to the regulation of cell plasticity and associated

drug tolerance, several studies suggest different molecular mecha-

nisms by which KDMs contribute to the failure of cancer drugs.

One example is a study showing that combining KDM1A inhibitors

with PD-1 antibody significantly suppresses growth and metastasis

of triple-negative breast cancer tumours, which is mechanistically

linked to increased T-cell recruitment via chemokine production.145

Anthracyclines are an effective breast cancer chemotherapy that

act in part through the inhibition of topoisomerase-II (TOP2) on

accessible DNA. KDM4B has been shown to increase DNA accessi-

bility for TOP2 binding, which increases anthracycline sensitiv-

ity.146 The efficacy of the HER-targeting agent trastuzumab is

improved with KDM5 inhibitors in HER2-positive breast cancer

cells.147 Genetic deletion of KDM5A/B or inhibition of KDM5

activity increases sensitivity to the anti-oestrogen drug fulvestrant

in both hormone-sensitive and endocrine-resistant breast cancer

cells.148 In a study investigating MGMT-independent mechanisms

of temozolomide resistance, KDM5A was found to be upregulated

in temozolomide-resistant glioblastoma cells, with KDM5A inacti-

vation restoring sensitivity to temozolomide.149

4 | REGULATION OF KDMS EXPRESSION
AND ACTIVITY

As discussed, KDMs not only play catalytically active roles in epige-

netic gene regulation, but also possess various catalytically indepen-

dent roles in cancer. While our understanding of KDMs' function is

greater than the understanding of their regulation, it is clear that can-

cer cells have developed various methods of regulating their levels

and activity.

Gain-of-function mutations are often a hallmark of an

oncoprotein. The KDM4C gene was identified and cloned from the

9p24 amplified region of oesophageal cancer cells.150 Both KDM4C

and KDM5A genes have been found to be significantly amplified in

breast cancers.151,152 The first reported histone demethylase found to

be inactivated by mutation was KDM6A153 and somatic inactivating

mutations in KDM6A have been reported in several adult and paediat-

ric malignancies154,155 However other KDMs, such as KDM3 have a

low mutation and amplification frequency in most tumour types,71

suggesting that the tumour-driving function of KDMs are more likely

associated with deregulation of protein levels. For example, KDM2A

is hypoxia-inducible at the transcriptional level as HIF-1α is required

for the recruitment of RNA polymerase II to the KDM2A promoter.55

Further KDMs induced by hypoxia, some in a HIF-dependent manner,

include KDM3A, KDM4B/C, KDM5C and KDM6A.156,157

Ubiquitination by SCF ubiquitin ligase complex controls the activity of

KDM4A by targeting it for proteosomal degradation.158,159 KDM4A is

also regulated by ubiquitination in response to DNA damage by the

RNF8 and RNF168 complexes,160 while deubiquitination by USP1 sta-

bilises KDM4A. This deubiquitination leads to increased

KDM4-promoted recruitment of androgen receptor to the c-Myc gene

enhancer and prostate cancer cell proliferation.161

Posttranslational acetylation and phosphorylation further contrib-

ute to the regulation of KDMs' expression and activity. Acetylation of

PHF5A increases KDM3A expression by regulating its pre-mRNA

alternative splicing.162 Phosphorylation of KDM7A by PKA facilitates

interaction with ARID5B and recruitment to target promoters, where

it activates gene transcription via demethylation of H3K9me2.163 In a

similar manner, MSK1 phosphorylates KDM3A, which is then rec-

ruited by the transcription factor Stat1 to demethylate H3K9me2 and

activate KDM3A-target genes.164

Finally, KDMs rely on cofactors such as oxygen, 2-oxoglutarate

and S-adenosyl methionine, some of which are key intermediates in

metabolic processes. Thus, KDM activities are sensitive to the meta-

bolic state of cells and their microenvironment. Interestingly, while

hypoxia increases transcription and protein levels of certain KDMs,

lower oxygen availability in the hypoxic cores of solid tumours leads

to a substantial reduction in KDM catalytic activities. Aerobic glycoly-

sis, a modified cellular metabolism specific to cancer cells that reduces

2-OG levels, could potentially inhibit KDM activity. In addition, the

oncometabolite succinate and fumarate act as competitive inhibitors

for 2-OG. Thus, loss-of-function mutations in succinate dehydroge-

nase or fumarate hydratase cause accumulation of succinate and

fumarate, thereby potentially inhibiting catalytic activities of KDMs.
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Neomorphic mutations in isocitrate dehydrogenase IDH1/2, a hall-

mark of low-grade gliomas,165 lead to the production of another

oncometabolite, 2-hydroxyglutarate, which also competes with 2-OG

in the catalytic centre of KDMs. Altogether, metabolic changes in can-

cer cells alter KDM activities, which could be linked to

tumourigenesis, especially if the inhibited KDM acts as a tumour sup-

pressor. Whether these mechanisms of KDM regulation are relevant

in any tumour type needs further evaluation in a context-dependent

manner.

5 | CONCLUSION

Histone lysine methylation and demethylation are important mech-

anisms for regulating chromatin and thus all DNA-templated pro-

cesses. Histone methylation-driven epigenetic control of gene

expression is extremely complex due to the large number of lysine

residues that can be methylated into three distinct states. Never-

theless, fuelled by discoveries from numerous laboratories across

the globe, the scientific community has developed an understand-

ing how histone methylation events contribute to cancer. Given

their drugability, KDMs are particularly important targets in epige-

netic drug discovery pipelines. While for some subfamilies, such as

KDM5, significant progress has been made in delineating signalling

pathways in different cancers and development of high-quality

chemical probes and inhibitors, much remains unknown about

other subfamilies, such as KDM7 and KDM8. Furthermore,

targeting noncatalytic functions of KDMs will require chemical pro-

bes and inhibitors targeting protein-protein interactions, and such

compounds are yet to be developed.
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CHAPTER 8.  FINAL CONCLUSIONS 

This body of work explored a critical unmet need for glioblastoma, the most fatal and 

common brain cancer. There is no effective treatment for glioblastoma; with a five-year 

survival rate less than 10%, the majority of patients succumb to the disease within two 

years.8 While survival rates for many cancers have significantly increased over 30 years, 

brain cancer survival has remained. Since glioblastoma occurs in people in the prime of 

their life, it shortens their lifespan by 12 years, on average – the highest average loss 

of life when compared with other forms of cancer, and is associated with the highest 

economic burden on patients and their families. Moreover, brain tumours kill more 

children than any other disease.404  

 
 Glioblastoma therapy is challenged by the presence of glioblastoma stem cells, 

which give rise to intertumour and intratumour heterogeneity. This heterogeneity leads to 

varying response to therapy between patients and across cells within a tumour. 

Moreover, drug design and development for brain-active drugs is impeded by the 

blood-brain barrier, which mitigates the efficacy of many successful drugs used for 

peripheral cancers, making brain cancers harder to treat (reviewed in Chapter 1). 

 

8. 1. Drug tolerance versus drug resistance 

The key focus of this dissertation is drug tolerance – a newly identified mechanism 

underlying tumour recurrence. Most of the research in understanding tumour recurrence 

has been on genetic drivers of drug resistance, including pre-existing mutations that give 

innate resistance (Figure 8.1a), amplification of genes encoding for drug efflux pumps or 

activation of alternative oncogenic pathways. Although useful, this one-directional view 

of resistance does not capture the phenotypic plasticity of cancer stem cells and their 

ability to adapt to stressful microenvironmental cues. Additionally, these mechanisms of 

resistance fail to explain the comparable drug sensitivity of some relapsed tumours when 

compared to their primary tumours.110, 143  

 
The notion of drug-tolerant persister cells was adapted from the field of 

microbiology. Shortly after the discovery of antibiotics in 1944, drug tolerance of 

persister bacteria was distinguished from innate drug resistance as a contributor to 

persistent infections.405 Likewise, drug-tolerant fungal cells have been reported to 

contribute to infection relapse.406 However, only recently have studies begun to show that 

non-mutational tolerance mechanisms are also stymieing cancer drugs.407 Our 
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understanding of drug-tolerant persister cells in cancer is limited to 44 publications 

(PubMed search for: “drug-tolerant persister” cell cancer, Dec 2020). Of these, only one 

study relates to glioblastoma tolerance to the kinase inhibitor dasatinib, which is relevant 

to only 10% of patients.106  

Figure 8.1 Mechanisms of cancer cell resistance to therapy. 
(a) Conventional model of tumour recurrence as a result of clonal selection of cells with de novo mutations
that make them resistant to a given treatment. (b) The drug tolerance model, consistent with the attractor
state theory (Chapter 1), suggests the stochastic altering between fast- and slow-cycling (and drug-
tolerant) cells, depending on the tumour microenvironment. For instance, cells in the perivascular niche will
be mainly proliferative, while cells in the hypoxic and nutrient-deficient tumour core will contain more
dormant and treatment-tolerating cells as a result of stress signalling. Upon treatment, tolerant cells persist
and can re-establish the tumour once the drug is removed. (c) Depending on the mutability of drug-tolerant
persisters, they can acquire rare mutations that make them resistant to therapy. Each model of resistance
can contribute to tumour relapse, and the models are not mutually exclusive.

Drug tolerance is a conserved mechanism of survival across all domains of life 

and, in the context of cancer, is now believed to be the basis for tumour recurrence, even 

in the absence of mutations that provide innate resistance to any given drug. As shown in 

this thesis, DTPs regain their proliferative capacity upon drug holidays (Figure 8.1b).143 

Moreover, the dormant state can act as a precursor for rare mutations, giving rise to 

acquired resistance in emerging cell populations, depending on the mutability of DTPs 

(Figure 8.1c). For example, in colorectal cancer, DTPs emerging from treatment with the 

EGFR inhibitor cetuximab exhibited an up-regulation of error-prone DNA polymerases 

and concomitant down-regulation of mismatch repair and homologous DNA repair 

proteins, thereby increasing the mutability of these cells.408 Therefore, unlike innate 
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resistance, acquired resistance occurs in stages, beginning with a first line-of-defence 

tolerance mechanism that leads to a higher mutability and, under prolonged or repeated 

exposure to the drug, can give rise to acquired mutations (Figure 8.1c). Importantly, innate 

resistance, drug tolerance and acquired resistance can all contribute to tumour 

recurrence.407 Hence, understanding the mechanisms regulating drug tolerance and 

resistance will aid in targeting the entire tumour cell population – both the proliferative 

tumour cells and the tumour-initiating, dormant and drug-tolerant cancer stem cells. 

Mutational resistance to microtubule-targeting agents has previously been 

reported. For example, mutations in βI-tubulin mediate resistance to paclitaxel in ovarian 

cancer. Elevated expression of βIII-tubulin is associated with resistance in many tumour 

types.201, 245 However, only three other teams and we provide evidence of tolerance, 

and not innate resistance, to microtubule-targeting agents in cancer cells.1, 154, 155, 369 

We show that CMPD1 and the subclass of microtubule-targeting agents it 

represents are suitable drug candidates against glioblastoma.1, 214-216 We demonstrate 

for the first time that the sensitivity of cancer cells to microtubule-targeting agents is 

positively correlated with total tubulin levels. Glioblastoma cell lines expressing lower 

basal levels of tubulin were more tolerant to microtubule-targeting agents and yielded 

more drug-tolerant cells (Figure 8.2). These drug-tolerant cells were slow-cycling and 

recovered upon receiving drug holidays,1 which is in agreement with previously published 

data (Table 5.1, Table 8.1). While tubulin levels are not the only determinant of drug-

tolerant persister cell survival, our observation highlights the highly context-specific 

aspect of drug tolerance. First, the target concentration can dictate tolerance to the drug. 

Second, the target concentration, even of a target as ubiquitous as tubulin, varies 

significantly between patients (inter-patient heterogeneity). Third, both highly responsive 

and non-responsive tumours will possess a number of drug-tolerant persisters that can 

eventually recover and return to a proliferative state, i.e., the more tolerant the cells are, 

the faster they recover. Nonetheless, the reversibility of the CMPD1-tolerant state in 

glioblastoma cells in our hands pointed to a transient epigenetic reprogramming. 

8. 2. Targeting drug-tolerant glioblastoma cells

Epigenetic modulation during drug tolerance provides a landscape for a non-mutational 

phenotypic switch in cancer cells. In addition to the epigenetic changes reported in DTPs 

(Table 5.1), several studies report that DTPs increase their stemness and dormancy 

markers, slow down cell cycle progression and rely on lipid oxidation and oxidative 
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phosphorylation for survival. They also become dependent on pro-survival kinases (Table 

8.1).371, 409, 410

Figure 8.2 Summary of main findings. 

Our large-scale proteomic analysis revealed a decrease in global histone H3 

acetylation and an increase in global H3 methylation, consistent with a genetically 

repressed and dormant phenotype. On histone H3.1/3.2, we identified increases in 

H3K27 and H3K36 methylation (Figure 8.2). In normal development, K27 methylation 

causes repression of de-differentiation genes and K36 methylation activates 

differentiation genes. Moreover, K36 methylation negatively regulates K27 

methylation.411 However, during oncogenic reprogramming, K27 methylation causes 

repression of differentiation genes while K36 methylation causes activation of de-

differentiation genes. This deregulation of the dynamic interaction between these two 

lysine sites leads to pathological transcriptional changes that promote oncogenic 

reprogramming in acute lymphocytic leukaemia.347 Based on these findings and ours, the 

changes in methylation observed support the mounting evidence that drug-tolerant cells 

are less differentiated and more stem-like. 

We also show that there is increased deposition of H3.3 in DTPs (Figure 8.2). Gain 

of function of H3.3 mutations can lead to epigenetic dysregulations that contribute to 

oncogenesis. Specifically, mutations in H3F3A and H3F3B, the genes encoding histone 

H3.3, are implicated in 11% of adult glioblastoma pathology and in 80% of paediatric 

glioblastomas. The most common mutation to histone H3.3 is a lysine to methionine 

mutation at residue 27 (K27M), which makes repressive lysine methylation impossible and 

leading to aberrant gene expression10, 12 Furthermore, the histone H3.3 variant 

deposition induces a pro-metastatic transcriptional reprogramming.332 These findings 

implicate an increased aggressive trait in DTPs.  
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Additionally, we observed increased cleavage of H3.3 coupled with increased 

H3K4 demethylation in DTPs. Histone H3.3 cleavage, which was reported to drive a 

senescence programme in human fibroblasts,331 has not been previously reported in drug 

tolerance. While inhibition of histone cleavage or H3K4 demethylases (KDM5) had no 

immediate effect on the surviving number of DTPs, inhibition of the H3.3-depositing 

protein complexes DAXX/ATRX or HUCA has been proposed as a novel therapeutic 

approach to inducing irreversible senescence and preventing tumour recurrence in 

glioblastoma.412 Further studies to elucidate the role of H3.3 in drug tolerance are 

warranted.  

Further, we demonstrated a dependence of DTPs on KDM6, particularly in terms 

of recovery in drug-free media (Figure 8.2). This finding is in agreement with the study on 

glioblastoma tolerance to dasatinib.106 However, it should be noted that treatment with 

the KDM5/6 inhibitor GSK-J4 failed to completely eradicate both dasatinib-tolerant 

and CMPD1-tolerant glioblastoma cells.  

While we show that epigenetic changes are evident in drug-tolerant persisters, 

none of the drug combinations we tested succeeded at killing DTPs or preventing their 

regrowth completely, suggesting that tolerance of glioblastoma stem cells to microtubule-

targeting agents may not be solely mediated through epigenetic reprogramming. 

Several other studies reported the dependence of DTPs on non-epigenetic enzymes (Table 

8.1), highlighting the complexity of drug tolerance and treatment evasion. 

DTPs are generally characterised by the activation of quiescence programs and 

increased expression of stem cell markers such as CD24, CD44 and CD133, resulting in 

dormant and slow-cycling cellular phenotypes.106, 144, 152 Breast cancer cells yielded DTPs 

in response to the standard-of-care treatment docetaxel both in vitro and in vivo. The 

surviving cell population exhibited a phenotypic switch towards expressing higher levels 

of CD44 and CD24. The increase of ligands CD44/CD24 in lipid rafts stimulated the 

activation of RTKs such as the c-Src family of kinases and, in turn, inhibited pro-apoptotic 

pathways. Inhibition of c-Src kinases with dasatinib had a toxic effect on DTPs but not 

parental cells, implying the reliance on these pathways for drug tolerance and not 

proliferation.155  

In some cancer types, DTPs depend on insulin-growth factor 1 receptor (IGF-1R) 

signalling for survival.144 Moreover, aldehyde dehydrogenase (ALDH) enzymes are 

reported to increase in multiple DTP models.106, 144, 145, 155, 318, 370 The over-activation of 

ALDH is suggested to reduce the reactive oxygen species and protect DTPs from 
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oxidative stress.145 Furthermore, DTPs become dependent on glutathione peroxidase 4 

(GPX4), as it prevents the accumulation of reactive oxygen species-induced lipid 

peroxidation and hence, cell death by ferroptosis.152 Inhibition of IGF-1R, ALDH or GPX4 

resulted in DTP cell death and prevented tumour regrowth.144, 145, 152 Inhibition of the 

mitochondrial ATP-synthase on which melanoma DTPs depend on for oxidative 

phosphorylation also results in cell death.153  

Table 8.1 Reported mechanisms of DTP survival in several cancers (addendum to Table 5.1).  
DTP: Drug-Tolerant Persisters; GPX4: glutathione peroxidase 4; KDM: Histone lysine demethylase; ALDH: 
aldehyde dehydrogenase. 

Drug Cancer cell 
line 

Epigenetic mechanism 
employed by DTPs 

Phenotypic switch 
exhibited by DTPs 

Intervention to 
suppress or 
eliminate 

DTPs 

REF 

Erlotinib 

Lung Not investigated 
Dependence on lipid 

hydroperoxidase 
GPX4 for survival 

GPX4 
inhibition 

152

Lung Not investigated 

Increased stem cell 
markers, senescence 
program genes 

Decreased negative 
regulators of MAPK 
signalling 

CDK4/12 
inhibition 

413, 

414

Vemurafenib 
Melanoma Enrichment of KDM5B-high slow-

cycling DTPs 
Increased oxidative 

proteins 

Mitochondrial 
ATP-
synthase 
inhibition 

153

Melanoma Not investigated Dependence on GPX4 for 
survival 

GPX4 
inhibition 

152

Crizotinib Gastric Not investigated 
Increased ALDH 
Increased oxidative 

proteins 
ALDH inhibition 145

5-fluorouracil Gastric Not investigated Increased ALDH mTOR 
inhibition 

409

Lapatinib Breast Not investigated 
Dependence on lipid 

hydroperoxidase 
GPX4 for survival 

GPX4 
inhibition 

152

Docetaxel Breast Not investigated 
Increased stem cell 

markers CD44 and 
CD24 

c-Src inhibition 155

DTPs pose a significant threat to progression-free survival of patients. Proposed 

therapeutic strategies to eradicate DTPs include inducing irreversible cell senescence to 

prevent tumour recurrence or reawakening dormant cells to increase their susceptibility 

to antiproliferative drugs.415 From a pharmacological perspective, DTPs can be targeted 

by inhibiting epigenetic enzymes that regulate gene expression, oxidative enzymes that 

protect cells from reactive oxygen species and upregulated pro-survival kinases upon 

which the cells depend (Figure 8.3).143 However, changes in protein expression and activity 

during drug tolerance are highly dependent on the cancer type and drug used. Thus, 

DTPs need to be characterised for each cancer and each drug. 
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Figure 8.3 Pharmacological approaches to targeting drug-tolerant persister cells.  
Cancer cells rely on epigenetic mechanisms that lead to the upregulation of oxidative phosphorylation 
proteins and pro-survival kinases. Several enzymes involved in the epigenetics, metabolism and survival of 
drug-tolerant persister offer novel druggable targets for cancer therapy. 

In summary, drug tolerance is an intricate and multifaceted obstacle to complete 

tumour eradication. Our work demonstrates the complexity of drug tolerance in 2D 

glioblastoma cell models and provides insights into novel therapeutic avenues for 

targeting glioblastoma cells tolerant to microtubule-targeting agents. While explored 

the roles of KMTs and KDMs in these DTPs, the roles of other epigenetic enzymes like 

HDACs and non-epigenetic enzymes like GPX4 remain to be investigated.  

8. 3. The role of KDM4 in glioblastoma

In addition to preceding findings, we discovered that the KDM4 inhibitor QC6352 drove 

both treatment-naïve and tolerance into an irreversible non-proliferative state (Figure 

8.2). Thus far, only five studies reported functions of KDM4 in glioblastoma, which all 

support our findings. 

Knockdowns of KDM4A promoted autophagy and apoptosis in glioblastoma cells 

by significantly increasing acidic vesicular organelles.416 Glioma tissue was shown to have 

increased expression of KDM4A relative to normal brain tissue; furthermore, knockout of 

KDM4A prevented proliferation and colony formation in glioblastoma cell lines and 

reduced tumour mass in vivo.417 The increased KDM4A expression was associated with 

strong activation of the AKT-PI3K-mTOR axis.417 Moreover, a role of KDM4C was 

uncovered in Wnt/β-catenin signalling, which induces expression of stemness and 

oncogenic target genes in glioblastoma. Wnt activation was shown to stabilise KDM4C, 

which in turn demethylated H3K9 by interacting with β-catenin to remove the gene-
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repressing heterochromatin protein 1 (HP1) bound to histones and initiate transcription of 

target genes.418 KDM4C expression was increased in glioblastoma, and the Wnt-

KDM4C-β-catenin axis was shown to be critical for gliomagenesis.418 Most recently, 

KDM4C was shown to be necessary for maintaining DNA repair and self-renewal in 

glioblastoma stem cells. Double-knockdown of KDM4C and KDM7A caused 

differentiation of glioblastoma stem cells and prevented their regrowth.419 

In addition, a G34R point mutation in histone H3.3 reported in paediatric 

glioblastoma was shown to inhibit KDM4A, KDM4B and KDM4C by preferentially 

binding to these enzymes and deactivating their demethylase activity. Ectopic expression 

of this point mutation in glioblastoma cells exerted the same epigenetic changes as triple 

knockout of KDM4A-C. These findings suggest that the H3.3-wildtype is necessary for 

KDM4 activity, although this link is yet to be delineated.420 No studies have investigated 

the roles of KDM4D and KDM4E in glioblastoma to date.  

Based on the above studies and ours, KDM4 enzymes appear to be necessary 

for the maintenance of glioblastoma stem cell pluripotency and self-renewal capacity. 

However, due to the lack of orthogonal KDM4 inhibitors, KDM4 enzymes need to be 

further validated as targets in glioblastoma. Future studies in our laboratory will use 

novel inhibitors identified using the developed AlphaScreen assay (Chapter 6) and 

CRISPR-knockout to investigate the functions of KDM4 enzymes in glioblastoma further. 

In conclusion, the work presented in this thesis has critically expanded our 

understanding of tolerance to microtubule-targeting agents in glioblastoma cells. While 

we were not able to completely eradicated DTPs, we uncovered several epigenetic 

changes with druggable targets that warrant further validation. Additionally, we 

uncovered a role for KDM4 in glioblastoma and provided an assay for the development 

of novel KDM4 inhibitors. KDM4 appears to be a promising target for the treatment of 

glioblastoma. 
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