PROSTATE SEGMENTATION IN MR IMAGES USING ENSEMBLE DEEP CONVOLUTIONAL NEURAL NETWORKS

Haozhe Jia 1, Yong Xia 1*, Weidong Cai 2, Michael Fulham 3,4 David Dagan Feng 2

1. Shaanxi Key Lab of Speech & Image Information Processing (SAIIP), School of Computer Science, Northwestern Polytechnical University, Xi’an 710072, China
2. Biomedical and Multimedia Information Technology (BMIT) Research Group, School of Information Technologies, University of Sydney, NSW 2006, Australia
3. Department of Molecular Imaging, Royal Prince Alfred Hospital, NSW 2050, Australia
4. Sydney Medical School, University of Sydney, NSW 2006, Australia

Email: yxia@nwpu.edu.cn

ABSTRACT

The automated segmentation of the prostate gland from MR images is increasingly used for clinical diagnosis. Since deep learning demonstrates superior performance in computer vision applications, we propose a coarse-to-fine segmentation strategy using ensemble deep convolutional neural networks (DCNNs) to address prostate segmentation in MR images. First, we use registration-based coarse segmentation on pre-processed prostate MR images to define the potential boundary region. We then train four DCNNs as voxel-based classifiers and classify the voxel in the potential region is a prostate voxel when at least three DCNNs made that decision. Finally, we use boundary refinement to eliminate the outliers and smooth the boundary. We evaluated our approach on the MICCAI PROMIS12 challenge dataset and our experimental results verify the effectiveness of the proposed algorithms.

Index Terms—MR prostate segmentation, deep convolutional neural network, voxel classification

1. INTRODUCTION

Statistics from National Cancer Institute indicate that greater than 220,800 men were diagnosed with prostate cancer in USA in 2015 [1] and they identify prostate cancer as a major health threat. Magnetic resonance (MR) imaging is the principal imaging technology for evaluation of the prostate gland due to its superior spatial resolution and tissue contrast [2, 3]. Determination of the prostate volume and extension through the capsule of the gland is important for diagnosis, management and prognosis. Currently, MR prostate segmentation is mainly done by radiologists based almost entirely on visual inspection on a slice-by-slice basis, which is time-consuming, requires a high degree of skill, concentration, and is prone to intra- and inter-operator bias. Many semi or fully automated methods [4-6] have been proposed for segmentation of various organs or tissues from medical images, however, automated MR prostate segmentation remains a challenging task. The challenges are largely related to the variability in size/shape/contours of the gland, heterogeneity in signal intensity around endorectal coils (ERCs) when used, imaging artifacts and low contrast between the gland and adjacent structures.

Recently, deep learning has been applied to a wide variety of problems, most prominently in computer vision, and it has been demonstrated that convolutional networks are advancing recognition. The availability of large annotated medical imaging data now makes it feasible to use deep convolutional neural networks (DCNNs) for medical image segmentation and classification [7, 8].

In this paper, we propose a coarse-to-fine prostate segmentation approach that is based upon two components – an atlas-based coarse segmentation and an ensemble DCNN-based fine segmentation. We first perform the DRAMMS algorithm [9] to construct a probabilistic prostate atlas for coarse segmentation, and then train a set of DCNNs using the patches extracted from the boundary region obtained in coarse segmentation for fine segmentation. We evaluated our approach against several other state-of-the-art methods on the MICCAI PROMIS12 dataset [10].

2. ALGORITHM

The MR scans in the PROMIS12 dataset show marked variations in dynamic range, voxel size and appearance. Hence, in a pre-processing step we used the re-slicing procedure in the Statistical Parametric Mapping (SPM version 8) [11] toolbox so that there was a uniform voxel size of 0.7×0.7×2.2 mm³ for each scan. Then we separated the scans into those with ERCs and those without to reduce the impact of voxel values on the segmentation. The steps for both groups then comprised voxel value normalization, atlas-based coarse segmentation, ensemble DCNN-based fine segmentation and boundary refinement.
2.1. Voxel Value Normalization

We used the following truncated linear map to normalize the voxel values of each non-ERCs studies:

\[
I'_x = \begin{cases} 
255 \times \frac{(I_x - I_{\text{min}})}{(I_{\text{max}} - I_{\text{min}})}, & I_x \leq \tau \\
255, & I_x \geq \tau 
\end{cases}
\]

where \(I'_x\) is the normalized intensity of voxel \(x\), \(I_{\text{max}}\) and \(I_{\text{min}}\) are the maximum and minimum voxel values in the volume and \(\tau\) is the truncation threshold, which is empirically set to 4096 if \(I_{\text{max}} > 4096\) and 1024 otherwise.

ERC scans usually have intense spikes near the coil that may result in segmentation artifacts. We therefore applied the Poisson image editing [12] to each scan by: a) extracting the spike region near ERC using a threshold, whose value is equal to the truncation threshold \(\tau\) defined for non-ERC scans; b) converting the voxel value normalization problem into seeking an adjusted image, \(f : \Omega \rightarrow \mathbb{R}\), so that the boundary of \(\Omega\) matches the spike region and the gradient within \(\Omega\) is similar to the high pass version of the image:

\[
E(f) = \min \int_{\Omega} |\nabla f - \nabla g|^2 \, dx
\]

where \(f = I\) on the boundary of the spike region and \(g(x) = (I - G_a \ast I)(x)\) is the high pass filtered image. The minimizer of Eq. (2) is a solution to the Poisson equation:

\[
\nabla^2 f = \nabla^2 g
\]

c) using the voxel values on image \(f\) to replace the values in the bright region; and d) applying the adjusted voxel values to Eq. (1) to further normalize the scan. An example of an ERC image slice and the results from voxel value normalization are shown in Fig. 1. These images demonstrate that the heterogeneous signal intensity is substantially suppressed after the normalization.

2.2. Atlas-Based Coarse Segmentation

We constructed a probabilistic prostate atlas for each study and performed an atlas-based joint registration-comparison analysis to estimate the prostate volume. For each group of studies, let the scan to-be-segmented be denoted by \(S\). Each training case consisted of a co-aligned MR scan \(I_i\) and its binary segmentation ground truth \(L_i\). We used the DRAMMS algorithm to modulate registration and to estimate a transformation \(T_i^{(S)}\) that maps the training scan \(I_i\) to the target scan \(S\). Then we applied the transformation \(T_i^{(S)}\) to the ground truth \(L_i\), and thus generated a prostate atlas \(A_i^{(S)}\) for \(S\), in which each element \(a_i^{(S)} \in [0,1]\) gives the probability of the voxel \(s\) in \(S\) belonging to the prostate estimated according to the training scan \(I_i\). The probability prostate atlas \(A_i^{(S)}\) was constructed by averaging the atlas produced by using all training cases to deal with the anatomical variation of human prostate gland. This probability atlas represents the heuristic knowledge provided by the training cases on the prior probability of each voxel belonging to the prostate gland.

Next, we applied a low threshold 0.25 and a high threshold 0.75 to the atlas and partitioned it into three regions, as shown in Fig. 2(a). The positive region is inside the lower boundary, which is highlighted in green, and gives the core volume of the prostate gland. The negative region is outside the higher boundary, which is highlighted in blue, and gives the background. The edges of prostate gland, outlined in red, are located in the annular boundary region, which lies between the green and the blue lines.

2.3. Ensemble DCNN-based Fine Segmentation

Since the distance between transverse slices is three times larger than the distance between two voxels within the slice, we perform boundary voxel classification on a slice-by-slice basis from the axial view.

For each voxel located in the boundary region on a training slice, we extracted a 24 × 24 image patch that was centered on it as the input and used its class label as the output. In Fig. 2(b) prostate patches are highlighted in green and non-prostate patches in blue. We constructed an eight-layer DCNN, which consisted of three convolution layers, three pooling layers, two fully connected layers and is based on the MatConvNet [13]. The architecture and parameters of this DCNN are shown in Fig. 3.
To reduce the impact of the over-fitting on DCNN, we used independently sampled subsets of training data to train four DCNNs as weak classifiers and classified the voxels in the boundary volumes as prostate voxels when at least three of the four DCNNs make that prediction.

### 2.4. Boundary Refinement

We applied a simple boundary refinement procedure to the raw output, since the temporary segmented images may have irregular region on the boundary. The operations involved in this process included 3 × 3 median filtering, which removes isolated spurs and holes, and a boundary fitting procedure, which cleans up the boundary for an accurate and smooth segmentation result. In boundary fitting, we first calculate the distances between consecutive boundary points and the centroid, then remove 10% boundary points whose distance is most different from the mean distance, and finally fit a cubic B-spline to remaining boundary points to get the refined segmentation.

### 3. RESULTS

Segmentation results of our approach are shown in Fig. 4, where the obtained prostate boundary is highlighted in green and the ground truth boundary is marked in red. Although the obtained boundary was very near to the ground truth in most cases, there are mismatches in some locations. These inaccuracies can be largely ascribed to the complexity of soft tissues adjacent to the prostate, which may result in both over- and under-segmented boundaries.

In Table I, we report the mean and standard deviation of the Dice similarity coefficient (DSC), average boundary distance (ABD) and the 95% Hausdorff distance (95% HD) results that were obtained by applying our approach, the conventional active shape model (ASM), probabilistic ASM [14], 3D active appearance model (AAM) trained with and without ERC [15] to the PROMIS12 dataset. Our approach had the highest prostate segmentation accuracy in respect to DSC and 95%HD and the second most accurate segmentation when measured in terms of ABD.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>DSC</th>
<th>ABD (mm)</th>
<th>95% HD (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional ASM</td>
<td>0.784±0.097</td>
<td>3.120±1.710</td>
<td>/</td>
</tr>
<tr>
<td>Probabilistic ASM</td>
<td>0.860±0.006</td>
<td><strong>1.600±0.630</strong></td>
<td>/</td>
</tr>
<tr>
<td>3D AAM (1-shape model)</td>
<td>0.784±0.120</td>
<td>/</td>
<td>7.320±4.910</td>
</tr>
<tr>
<td>3D AAM (2-shape model)</td>
<td>0.810±0.120</td>
<td>/</td>
<td>6.430±4.630</td>
</tr>
<tr>
<td>Proposed</td>
<td><strong>0.881±0.037</strong></td>
<td>1.736±0.415</td>
<td><strong>4.995±1.247</strong></td>
</tr>
</tbody>
</table>

*The size of image patches can have a major impact on the accuracy of our approach. We randomly selected six...*
ERC studies and six non-ERC studies as test cases and used other ERC and non-ERC studies as training cases to determine the optimal patch size. We set the size of image patches to 16 × 16, 24 × 24 and 32 × 32 and performed experiments on the two groups. The segmentation accuracy using the three metrics and the time cost for training are given in Table II, which shows that the 24 × 24 image patches achieved the most accurate segmentation and that increasing the patch size from 24 × 24 to 32 × 32 did not substantially improve the segmentation accuracy, but doubled the time cost for training. Therefore, we set the size of image patches to 24 × 24 voxels in our experiments.

### 4. CONCLUSIONS

We present an automated segmentation approach for prostate gland MR scans with and without ERC using the PROMIS12 dataset. The coarse segmentation was achieved by using a probabilistic prostate atlas constructed for each scan; the fine segmentation is accomplished by using a cohort of trained DCNNs. Our results suggest that DCNNs can substantially improve segmentation accuracy and our approach produced the highest accuracy when compared to the state-of-the-art approaches. Our future work will focus on: i) replacing DCNN with end-to-end deep models to avoid the construction of atlas; ii), adaptive decision fusion for deep learning; and iii) incorporating probability graph models as spatial constraints into the deep model-based segmentation to refine the boundary for improved segmentation.
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