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Abstract—Dementia, Alzheimer’s disease (AD) in particular is a global problem and big threat to the aging population. An image based computer-aided dementia diagnosis method is needed to providing doctors help during medical image examination. Many machine learning based dementia classification methods using medical imaging have been proposed and most of them achieve accurate results. However, most of these methods make use of supervised learning requiring fully labeled image dataset, which usually is not practical in real clinical environment. Using large amount of unlabeled images can improve the dementia classification performance. In this study we propose a new semi-supervised dementia classification method based on random manifold learning with affinity regularization. Three groups of spatial features are extracted from positron emission tomography (PET) images to construct an unsupervised random forest which is then used to regularize the manifold learning objective function. The proposed method, stat-of-the-art Laplacian support vector machine (LapSVM) and supervised SVM are applied to classify AD and normal controls (NC). The experiment results show that learning with unlabeled images indeed improves the classification performance. And our method outperforms LapSVM on the same dataset.

I. INTRODUCTION

Dementia disease is a neurodegenerative brain disorder which is usually characterized by the progressive loss of memory and cognitive impairment [1]. There are several different types of dementia categorized by cerebral metabolic patterns [2]. Among them, the most prevalent type of dementia disease is Alzheimer’s disease (AD) which accounts for about 65% of all dementia cases globally [3] and the forecast for the next decades is not optimistic [4]. The decrements of cerebral metabolic activity caused by AD are mainly evident in angular gyrus and parietotemporal regions [2]. They can be detected by structural and functional brain imaging modalities such as magnetic resonance imaging (MRI) [5, 6] and positron emission tomography (PET) [3, 7]. PET provides great assistance to doctors for clinical AD diagnosis in terms of differential diagnosis, longitudinal study and early detection [3]. However, conventional clinical diagnosis for AD involves exhaustive visual examining of brain images by doctors. This method solely depends on the skill and experience of the examiners, in which case biased conclusions are likely to be drawn. Therefore, a computer-aided diagnosis method for AD is needed to assist doctors by providing the ‘second opinion’. There are many studies tried to achieve this goal using various methods sourced from machine learning theories. Davatzikos et al. used voxel-based multivariate analysis to separate AD and Frontotemporal disease (FTD) using MRI imaging [8]. In their subsequent study [9] they used similar pattern classification method but with combination of features extracted from MRI images and cerebrospinal fluid (CSF) biomarker to predict the progression from mild cognitive impairment to AD. In another study, Zhang et al. in [10] presented an approach to combine images obtained from MRI and PET together using multi-kernel learning (MKL) to classify AD and Mild Cognitive Impairment (MCI) cases. A thorough survey was done by Higdon et al. who compared the performance of several different machine learning methods on classification between FTD and AD using FDG-PET images [11]. In our previous study [12], we designed an automated classification method combining MKL and genetic algorithm (GA) to differentiate AD, FTD and normal controlled (NC) cases using FDG-PET images. In our subsequent study [13], we used infinite kernel learning (IKL) with a modified optimization constraint which helped exploit the importance of cerebral features in the AD versus NC classification task.

All the above studies make use of supervised learning (SL) paradigm. SL contains two phases: train the classifier with labeled image sample to tune the learning parameters and generate rules then test the learnt rules on new unseen examples to predict their labels. However, in the case of dementia classification, labeled data is not always available since accurate diagnosis (ground truth) is only available post mortem [3]. On the other hand, there is large amount of unlabeled or uncertain brain images. Therefore, semi-supervised learning (SSL) [14] can play an important role in dementia classification. The main difference between SL and SSL is that the dataset used to construct the classifier contains unlabeled examples. In another word, we
incorporate the information provided by large amount of unlabeled examples into the training phase of classifier. It is also suggested that the involvement of unlabeled data in machine learning process will very likely improve the overall classification performance [15]. In this paper we design and propose a novel SSL method called manifold learning with affinity regularization (MLAR) to solve the dementia classification problem. Basically, we regularize the manifold learning objective [15, 16] with affinity matrix derived from an unsupervised random forest constructed based on both labeled and unlabeled FDG-PET images. We tested the proposed method on image data obtained from Alzheimer’s Disease Neurodegenerative Initiative (ADNI) cohort and compared the results with the state-of-the-art Laplacian support vector machine (LapSVM)[15] as well as supervised SVM.

II. MATERIALS AND METHODS

A. Materials

We collected 145 FDG-PET images from the publicly accessible ADNI cohort (www.loni.ucla.edu/ADNI/). ADNI is a longitudinal study of a large number of elderly normal controls (NC), and older adults with AD, early MCI (EMCI) and late MCI (IMCI) collected at a number of clinical sites in the United States. All images were preprocessed by ADNI participants following standard protocol (http://www.adni-info.org/Scientists/ADNISStudyProcedures.aspx) prior to publish. The dataset we used in this study consists of 70 AD cases and 75 NCs.

We spatially normalized all FDG-PET images into the same coordinate space as the automated anatomical labeling (AAL) cortical parcellation map [17] so that spatial features can be extracted based on the AAL map. In total we extracted 286 features from each normalized image. These features contain the means and standard deviations calculated based on 116 cerebral anatomical volumes of interest (VOIs) as well as the difference between the mean voxel values of each of the 54 left-right symmetric VOI pairs.

B. Methods

Let \( D = \{x_1, x_2, ..., x_N\}^T \) denote a set of images where \( x_i = (x_{i1}, x_{i2}, ..., x_{ik})^T \) for \( i = 1, ..., N \). Each image \( x_i \) has \( k = 286 \) spatial features extracted from the i-th image. Let \( D_L = \{x_{1}, x_{2}, ..., x_{m}\}^T \) (usually, \( m < N/2 \)) be a subset of \( D \) with corresponding image label set \( L = \{l_1, l_2, ..., l_m\}^T \) where \( l_i \in \{\text{AD, NC}\} \). We further divide \( D_L \) into a training dataset \( D_L^t \) and a testing dataset \( D_L^t \). The rest of images in \( D \) forms an unlabeled dataset \( D_U \). Thus the SSL problem our method aims to solve is learning a prediction function \( f' \) to predict the labels (AD or NC) for images in \( D_U^t \) with small error rate by training a classifier on \( D_L^t \) with the additional information provided by \( D_L^t + D_U^t = D \). We also believe that using the additional information provided by unlabeled data \( D_U^t \) in conjunction with \( D_L^t \) improves the performance of SSL on dementia classification compared to using \( D_L^t \) alone. In order to achieve this goal, we minimize the losses incurred on all incorrect predictions on \( D_L^t \) by the prediction function \( f \in H \) during training phase. Therefore, the SSL problem can be converted to an optimization problem in the form of

\[
\min_{f \in H} cV(f(D_L^t), L_i) + \gamma I \tag{1}
\]

where \( V \) is the loss function, \( H \) is the set of functions containing the target function \( f^* \), \( c \) and \( \lambda \) are constants, \( I \) is the additional information provided by both labeled and unlabeled images. The purpose of the second term involving \( I \) is to impose the smoothness conditions on the target \( f^* \) [15]. It is also well known that learning with kernel provides great generalization ability [18]. Thus, adding another penalty term involving the kernel induced by \( D \) to (1) enables us to study our problem under the kernel learning framework. Under this framework, the optimization problem (1) becomes

\[
\min_{f \in H} cV(f(D_L^t), L_i) + \lambda \|f\|^2_H + \gamma I \tag{2}
\]

where \( K \) is the kernel matrix defined as the function of inner product between each pair of images in \( D \), \( \lambda \) is a constant. Problem in (2) can be solved by LapSVM, which is an implementation of manifold learning theory. In manifold learning the additional information \( I \) reflects the underlying intrinsic structure of \( D \). In LapSVM the intrinsic structure is represented by the graph Laplacian matrix \( G \) under the assumption that the marginal distribution \( P \) from which all images in \( D \) are drawn lies on a smooth lower dimension manifold. The graph Laplacian is a data similarity measure calculated based on the data adjacency graph. LapSVM replaces \( I \) in (2) with the graph Laplacian \( G \) derived from \( D \) [15]

\[
\min_{f \in H} cV(f(D_L^t), L_i) + \lambda \|f\|^2_H + \gamma f^T G f \tag{3}
\]

In (3), instead of approximating the smoothness property of the underlying manifold with graph Laplacian of \( D \), our method uses the affinity matrix [19] derived using unsupervised random forest constructed from \( D \) to model the image intrinsic structure. Compared to the graph Laplacian used in (3), the affinity matrix is not dependent on the number of nearest neighbours required by calculating graph Laplacian. Random forest is an ensemble learning method which constructs an ensemble of decision trees. The nodes in each decision tree can only be either leaf node or non-leaf node. In unsupervised random forest, the leaf nodes
of each decision tree approximate the distribution of the data clustered at them rather than predicting the class labels for the data. Data examples at each non-leaf node are split into two subsets by thresholding based on one of their features. One subset goes to the left branch of this node and the other one goes to the right. The threshold value is selected by optimizing a quality measurement of candidate splits. In our method we iteratively build each decision tree by minimizing the following unsupervised information gain [19] at each non-leaf node

$$\log\left(\left|\Lambda(S_j)\right|\right) - \sum_{i \in [1, d]} S_i \log\left(\left|\Lambda(S_j)\right|\right) / |S_j|$$

(4)

where $\Lambda(\cdot)$ is the covariance operator, $|S|$ gives the cardinality of set $S$, $S_j$ is the set of all data before split at node $j$, $S'_j$ is the set of all data flow to left branch of node $j$, and similarly, $S''_j$ is data flow to right branch. To solve (4) we randomly select the $\mu$th feature $\mu \in \{1, 2, \ldots, k\}$ at current node, and then calculate

$$t = \left(\max \left\{x'_{ij} - \min \left\{x''_{ij}\right\}\right\} / 2, x''_{ij} \in x_j, x'_j \in S_j\right)$$

(5)

as the threshold such that data example whose $\mu$th feature value is less than the threshold goes to the left branch of node $j$ and goes to the right if bigger than the threshold. Equation (4) is then evaluated based on the thresholding outcome. This procedure is repeated 50 times to find the threshold $t$, that minimizes (4). After all trees are constructed, we calculate affinity matrix of each tree by $W'_j = e^{-\rho(x, x_j)}$ where $D'(x_i, x_j) = 1$ if training example $x_i$ and $x_j$ end up at the same leaf node, and 0 otherwise. At last we obtain $W = \left(\sum_{i=1}^{T} W'_i\right) / T$ where $T$ is the total number of trees in this ensemble. The final problem is then formulated as

$$\min_{f, \alpha} cV \left( f(D'_j, L) + \lambda \|f\|^2 \right) + \gamma f^T W f.$$  

(6)

The form of the target $f'$ in (6) bears a simple form according to the Representer theorem [15,18]

$$f' = \sum_{i=1}^{N} \alpha_i^* K(x, x'_i)$$

(7)

where $\alpha^* \in \mathbb{R}^N$ is the vector form of optimal kernel combination coefficient. Substitute (7) into (6) we obtain a new optimization problem with optimization variable $\alpha$.

$$\min_{\alpha} cV \left( D'_j, L; \alpha \right) + \lambda \alpha^T K \alpha + \gamma \alpha^T K' W K \alpha$$

(8)

This problem in (8) can be solved by any standard SVM packages with modified kernel matrix to include the affinity matrix. In this paper we used LibSVM [20] to solve this problem. The summary of the MLAR algorithm is listed in TABLE I.

We randomly sampled $m$ feature vectors together with their labels from each of the AD and NC datasets. The rest of feature vectors were treated as unlabeled. This sampling process was repeated 3 times. MLAR was then applied to these samples in a 3-fold cross validation. For each fold we used $2m/3$ feature vectors for training and the rest for testing. The constants required by MLAR algorithm were chosen empirically. We chose $T = 100$, $d = 5$, $\gamma_1 = 1 \times 10^{-6}$, $\gamma_2 = 1 \times 10^{-5}$, and $m = 30$. The exact same experiment settings were also applied to LapSVM except of the absence of $T$ and $d$, instead, we chose the required number of nearest neighbours $b = 6$. For supervised SVM, we used the same $m = 30$ as the number of labeled feature vectors belong to each of the two classes and applied 10-fold cross validation to evaluate its performance.

### TABLE I. SUMMARY OF MLAR ALGORITHM

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$ labeled examples ${{x_i, l_i}<em>{i=1}^{m}}$, $N-m$ unlabeled examples ${x_i}</em>{i=1}^{N}$, the number of trees $T$ in the forest, the tree depth $d$, weights $\gamma$ and $\lambda$.</td>
<td>Estimated labels for unlabeled examples ${\hat{l}<em>i}</em>{i=1}^{N}$</td>
</tr>
<tr>
<td><strong>Step 1</strong> Construct a random forest by iteratively building decision tree with ${x_i}_{i=1}^{m}$ until $T$ trees are created. In each iteration, a decision tree grows up to $d$ layers with (2) minimized at each non-leaf node and the affinity matrix $W'$ is calculated. Average across all $W'$ to get final affinity matrix $W$.</td>
<td><strong>Step 2</strong> Calculate kernel matrix $K$ with ${x_i}_{i=1}^{m}$ and solve (1) with $K$, $W$, $\gamma$, $\lambda$, to obtain vector $\alpha$.</td>
</tr>
<tr>
<td><strong>Step 3</strong> Output $\hat{l}<em>i = \text{sgn}\left(\sum</em>{i=1}^{N} \alpha_i K(x_i, x_j)\right)$ for $i = m+1, \ldots, N$.</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE II. PERFORMANCE OF RM AND LAPSVM IN OUR EXPERIMENT

<table>
<thead>
<tr>
<th></th>
<th>Error rate</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLAR</td>
<td>10.56%</td>
<td>88.89%</td>
<td>90%</td>
</tr>
<tr>
<td>LapSVM</td>
<td>24.12%</td>
<td>77.78%</td>
<td>80%</td>
</tr>
<tr>
<td>SVM</td>
<td>35%</td>
<td>71.43%</td>
<td>61.54%</td>
</tr>
</tbody>
</table>
C. Results

The average error rates, sensitivity and specificity of the 10-fold run of MLAR, LapSVM and supervised SVM are shown in TABLE II.

It is evident from the above table that both MLAR and LapSVM achieved better classification results than supervised SVM. This verified our belief that incorporation of information provided unlabeled data improves the dementia classification performance. Between the two semi-supervised methods, MLAR method outperformed LapSVM by a significant margin. MLAR reduced the average error rate by 13.56% down from 24.12% of LapSVM. It also increased the sensitivity and specificity of the classification by 11.11% and 10%, respectively. The ROC curve is shown in Fig. 1.

This reported performance gap between MLAR and LapSVM suggests that although both affinity matrix generated by random forest and Laplacian adjacency matrix are similarity measurement between pair of data points, affinity matrix performs better as it is obtained by solving an unsupervised random forest whose leaf nodes themselves represent a compact manifold [19] rather than simple calculation based on the nearest neighbours. In another word, after unsupervised random forest is constructed, the data examples are already well clustered on the leaf nodes. This result seems to be resonant with the work in [21] such that the unsupervised random forest construction process can be considered as unsupervised pre-training and it is able to improve the semi-supervised learning performance as well.

Figure 1. ROC curve for comparison among the performance of MLAR, LapSVM and supervised SVM.
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