Chapter 1  
Introduction

The development of communication systems over the past decade has had a significant impact on the modern life of people in today’s society. Demand for faster and easier ways to communicate and transfer information worldwide with real time processing is a basic requirement for current communication systems. This demand is driving communication technology towards a higher data rate, higher mobility, and higher carrier frequencies to enable reliable transmission over mobile or broadband wireless communication systems.

However, at high transmission rates, wireless communication links become unreliable and have fundamentally low capacity due to path loss, shadowing and interference. In the near future, we will be surrounded by several alternatives in the setting up of an un-wired connection over the radio interface. Several types of communications are available, from the satellites that provide low data rates but global coverage; cellular systems with continental coverage to high data rates; local area networks; and personal area networks with a maximum range of a few hundred meters.

In reality, we would obtain a crowded frequency spectrum since there are many different communications that share limited frequency resources. To use a signalling strategy that is spectrally efficient is thus of the utmost importance. This requirement
poses real challenges to the designers of future wireless systems. In order to satisfy these requirements, a key development in the current state of wireless technology is necessary. A popular technique to efficiently utilize the available resources is a multiple access technique, which allows multiple users to share the resources at the same time. A Code Division Multiple Access (CDMA) technique is one of available multiple access schemes. However, it introduces various impediments in the system. One of the most serious problems is caused by the unavoidable interference amongst concurrent users. This interference becomes significant and disastrous when the number of active users increases or the power of certain users is dramatically higher than that of others.

1.1 Motivation

Space utilization is one of the most promising techniques for the enhancement of future wireless system performance without additional use of limited resources, such as power, frequency bandwidth and time. This brings us to the concept of using multiple antenna elements for the transmission and/or reception of signals. Smart antennas and adaptive antennas, employing multiple antenna elements, were introduced for wireless communication systems with the advent of analog and digital signal processing and high speed analog to digital converters.

Using multiple antennas when transmitting over a wireless link has some benefits, which need to be discussed. Due to the use of multiple antennas, the antenna gain or array gain can be increased leading to an increased range and coverage. It is useful in remote areas with low populations. Therefore, the number of base stations in large areas can be reduced. Moreover, the transmit power of mobile units can be reduced due to the increased gain of the receiver base station antenna arrays.

Multiple antennas can also be used to counteract the negative effect of channel fading. Sufficiently spaced multiple antennas transmit copies of the same signal through the channel with different fading. The probability that all signal copies are in a deep fade simultaneously is low. Thus, spatial diversity increases the robustness of the wireless link
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and its performance. Moreover, the antennas, which are sufficiently spaced, can transmit different signals that carry independent information data at the same time. Since these signals undergo independent fading through the wireless channel, they obtain an intrinsic signature from the channel itself, allowing separation of transmitted data at the receiver. Therefore it provides higher spectral efficiency.

However, the use of multiple antennas to transmit information data independently and simultaneously in the same channel introduces interference. In practice, if we simultaneously transmit information signals using multiple transmit antenna elements, the signal from one transmit antenna will interfere with the signals from other antennas. Such interference is called co-channel interference (CCI).

Spatial diversity from the spatial dimension provided by multiple antennas and spatial multiplexing (SM), which increase the transmission rates by transmitting information data independently and simultaneously with multiple antennas, are the main concepts of this thesis. Unfortunately, the need for multiple access techniques and the improvements promised by the use of multiple antenna topologies contrasts with the uncertainty of the wireless media. Spatial diversity and SM techniques perform remarkably well if the wireless channel is fairly static or there is a slow change in the characteristics. In high mobility environments, the wireless channel becomes very changeable and causes the transmitted signal waves to unpredictably hit various objects and be reflected and diffracted in multipath replicas with different directions and times of arrival at the receiver. This phenomenon is common in wireless communications and it reduces the quality of the received signal, with the risk of breaking the communication link. As a consequence, multiple antenna techniques generally suffer from this channel distortion to the extent of introducing a form of self-interference, caused by the superposition of delayed replicas of the same multi-antenna signal. In such scenarios, where interference among users, transmit antennas and channel impairments are added together, very robust, reliable and efficient detection techniques are required.

It has been shown recently that space-time coding techniques significantly improve the transmission quality across fading wireless channels, by exploiting transmit and receive diversity. Space-Time Trellis Codes (STTCs), in particular have been extensively studied
in order to combat the effect of fading, and various code design criteria have been
developed in order to achieve the highest possible antenna diversity and coding gain [1]
[2]. However, the presence of multiple antennas at the transmitter, along with multiplath
and multiple users inevitably introduces not only inter-symbol interference (ISI) and
multiple access interference (MAI), but also the co-channel interference (CCI), caused by
the interference from other antennas in the system. The simplest approach for CDMA
systems is a single user matched filter (MF) [3] or the conventional MF detector. This
conventional MF detector is an optimal for single user. However, in the multiuser
systems, the conventional MF of a desired user will suffer from the multiple access
interference (MAI). Thus, the conventional MF detector, which neglects the presence of
the MAI and CCI, is not sufficient to deal with interference in such a scenario and an
enhanced detector, which takes into account the structure of MAI, the CCI and the ISI, is
required.

Many advanced signal processing techniques proposed to mitigate interference and
multipath channel distortion fall largely into multiuser detection and space-time
processing. The optimum linear multiuser minimum mean square error (MMSE) detector
was first introduced by Verdu [4] and was shown to be near-far resistant in the sense that
a very good performance level can be guaranteed regardless of the transmitted users’
energies. Multiuser detection has been successfully analyzed for synchronous and
asynchronous CDMA over Gaussian channels, where the decorrelating detector and the
MMSE detector employ a linear filter to eliminate the MAI and to minimize the mean
square value of the MAI-plus-noise [3, 5, 6]. The problem of multipath distortion has
been addressed for a single input multiple output (SIMO) CDMA system by combining a
space-time matched filter and MMSE equalization with the turbo principle in an iterative
fashion [7-9]. This solution exploits the receive and multipath diversity and enhances the
signal-to-noise ratio (SNR) and the reliability of the detected signal at the receiver.
Unfortunately, the increased performance of the iterative multiuser MMSE detection
comes at the expense of an enormous and often prohibitive computational complexity.
This justifies the search for alternative suboptimal detectors, which are capable of
achieving an acceptable performance at a much lower complexity. Iterative and
multistage receivers employing successive interference cancellers (SIC) and parallel interference cancellers (PIC) have been widely studied in the literature of CDMA systems [7-11]. Their ability to remove the MAI from the received signal with relatively low hardware and computational complexity is one of the attractive features of these receivers. However, although SIC based receivers generally show better performance than PIC based detectors, their serial nature introduces high processing delays. These low complexity iterative receivers perform incredibly well for SIMO CDMA systems, where only MAI and ISI are present. When employing multiple antennas at the transmitter, the resulting level of interference at each receiving antenna is increased due to additional CCI, unless coherent reception can be guaranteed. Furthermore, in a frequency selective channel the multipath distortion damages the orthogonality of the spreading codes and this effect is exacerbated when the signals coming from the different antennas are not symbol synchronous at the receiver, i.e., if the signals transmitted from different antennas undergo different delay profiles. This problem has been addressed by H. Yang et al., [12], where an iterative multiuser MMSE detector for the multipath CDMA system has been applied in the system with multiple antennas. The resulting detector suppresses and cancels the ISI and CCI in the received signal at the chip level. It also benefits from the output of the decoders in the previous iteration, in terms of a posteriori probabilities of the transmitted signal, regenerating and canceling the MAI at the current iteration. However, H. Yang et al., [12], only considered the MAI in the regeneration-cancellation process and not the CCI. Moreover, the signals transmitted from different antennas are assumed to have no relative delays at the receiver. Furthermore, the computational complexity of this detector is extremely high, since a multiuser MMSE equalizer, operating at the chip level, is employed at each iteration.

The computational complexity is an important issue that impacts on receiver design. Generally, in all publications cited in this section, the knowledge of the wireless channel state information (CSI) is assumed to be available only at the receiver. Another assumption is that detectors are dependent on perfect knowledge of the CSI. This implies that the computational complexity is relatively high due to the matrix inversion operation for the channel matrix required for determining CSI. However, imperfect knowledge of
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CSI will significantly degrade the system performance. Therefore such a high receiver computational complexity makes this detector type impractical in real systems. This motivated the research for this thesis to focus on investigating sub-optimal multiuser detection algorithms with good performance and complexity trade-offs.

Recently, M. Honig et al.[13, 14], has proposed an adaptive iterative multiuser receiver based on the MMSE decision feedback algorithm for single input and single output systems. J. Li et. al. [15], have proposed an adaptive co-channel interference cancellation scheme for an STC system. However, the adaptive receiver design is based on the linear detection. The performance of the adaptive receiver will be degraded in the rich interference environment. J. Choi et al., [16] has proposed the adaptive receiver for MIMO channels. However, the adaptation is based on the recursive mean square (RLS) algorithm. Although, this receiver can effectively remove the interference but it comes with a cost of the computational complexity. J. Jiang [17] has proposed an adaptive receiver for V-Blast systems, however this receiver based on partial channel state information (CSI), which comes with some complexity expense.

The goal of the thesis is to consider mitigating the problem of imperfect CSI and a reduction of the system computational complexity in space-time (ST) coding and DS-CDMA multiple input multiple output systems for application in cellular wireless communications. Several new low computational complexity receivers, which can provide a satisfactory system performance in space-time (ST) codes and DS-CDMA MIMO system, are proposed.

More specifically, the focus of the thesis is on the computational complexity and system performance of adaptive iterative receivers based on the least mean square (LMS) algorithm. The time domain and frequency domain adaptive iterative receivers are investigated. The adaptive iterative receivers have a low computational complexity compared to non-adaptive ones. Moreover, in this thesis, the computational complexity consideration is restricted to the detector computational complexity only, since we use the same decoder structures in all proposed receiver types.

An adaptive iterative receiver based on joint adaptive iterative detection and decoding that adaptively suppresses and cancels co-channel interference is proposed. The LMS
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Algorithm [18] and Maximum A Posteriori (MAP) [19] algorithm are utilized in the receiver structure [20]. Since the adaptive LMS algorithm has a slow convergence speed, a partially filtered gradient LMS (PFGLMS) [21] algorithm is also applied to improve the convergence speed and tracking ability of the adaptive detector with a slight increase in complexity. The computational complexity of the LMS and PFGLMS adaptive iterative receivers is significantly lower than that of the non-adaptive iterative MMSE receiver.

To further reduce the computational complexity, the frequency domain adaptation has been investigated. It is well known that the linear convolution process can be carried out in either the time domain or the frequency domain, however, the frequency domain approach has been shown to have a much lower computation complexity [22-28].

Therefore, performing the convolution in the frequency domain rather than performing it in the time domain can further reduce the computational complexity as shown in Chapters 4 and 6 for space-time coding systems and DS-CDMA systems, respectively.

1.2 Thesis outline

The thesis consists of seven chapters. The fundamentals of wireless MIMO systems and the MIMO system model are described in Chapter 2. This description is extended to include specific transmitter topologies, such as space-time coding and SM, which are the basis of the two most common MIMO transmission architectures [2, 29]. These architectures are described in detail with emphasis on the problem of CCI, as well as unavoidable ISI, in the context of MIMO channels. A maximum a posteriori probability (MAP) and a turbo coding principle are described for the example of convolutional and turbo codes. Then, multiuser systems and multiple access techniques are briefly discussed with the focus on CDMA techniques and their intrinsic problem of MAI. Finally, a description of common detection techniques is provided, with particular interest on the use of iterative processing methods to enhance the performance of the detector without noticeably increasing the receiver complexity.

In Chapter 3, a non-adaptive receiver, based on the MMSE algorithm, and a time
domain adaptive iterative receiver, based on LMS and PFGLMS algorithms, for layered space-time coding [20] is described. The main purpose is to investigate and compare the performance and complexity of the non-adaptive and adaptive iterative receivers. The simulation results show that the performance of the proposed adaptive iterative receiver based on the PFGLMS and LMS algorithms approaches the performance of the non-adaptive MMSE receiver, with a significant reduction in the computational complexity.

The proposed frequency domain adaptive iterative receiver is described in Chapter 4. An adaptive iterative receiver, based on the conventional LMS and PFGLMS algorithms, operating in the frequency domain is investigated. Simulation results show that the performance of the time and frequency domain PFGLMS detectors is very similar in slow fading channels. Similarly, the time and frequency domain LMS detectors have the same performance. However, the computational complexity in the frequency domain receivers is significantly reduced compared to the time domain approaches both for the LMS and PDFLMS based receivers.

The multiuser CDMA receiver operating in the time domain for MIMO channels is presented in Chapter 5. A layered space-time coded CDMA (LSTC-CDMA) system is discussed. The system is based on an assumption that there is no knowledge of channel state information (CSI), spreading sequences and fading coefficients. A normalized least mean square (NLMS) feed-forward filter and a feedback iterative parallel interference canceller operating in the time domain are employed. The computational complexity of the system is calculated. The system performance is evaluated by using a semi-analytical approach that is compared to that of simulation results. The results show that there is an excellent agreement between the two approaches.

In Chapter 6, the simulation results and the computation complexity of the layered space-time coded CDMA (LSTC-CDMA) system operating in the frequency domain is presented. The performance comparison between the time and frequency domain adaptive iterative receiver is also depicted. Moreover, a comparison of the computational complexity of the time and frequency domain detectors is also provided.
Conclusions to the thesis are discussed in the last Chapter.

1.3 Contributions

In Chapter 3, due to a high computational complexity in the non-adaptive iterative MMSE receiver, we propose a low computational complexity adaptive iterative receiver, based on a joint adaptive iterative detection and decoding algorithm for layered space-time code systems. The proposed adaptive iterative receiver, utilizing the adaptive least mean square (LMS) and a partially filtered gradient LMS (PFGLMS) is considered. The system performance and complexity of the proposed receivers are compared to that of the non-adaptive iterative MMSE receiver. The results show that the proposed adaptive iterative receiver can suppress and remove the interference (CCI) from other antennas and the performance approaches the performance of the non-adaptive receiver with the number of iterations. The analysis of the computational complexity also shows that the receiver complexity, based on the adaptive LMS and PFGLMS iterative detector, is significantly reduced in comparison with the non-adaptive MMSE receiver.

Moreover, the system performance and complexity of the PFGLMS based receiver and the LMS based receiver is also considered. The results show that the proposed PFGLMS based receiver has a faster convergence speed and better tracking ability compared to the LMS based receiver in both rich scattering environments and fast fading channels with a slight increase in the complexity in terms of the number of multipliers and adders. Therefore the PFGLMS receiver needs a shorter training period than that of the LMS receiver. The adaptive LMS and PFGLMS iterative detections can save about 83% and 69% in computational complexity respectively compared to the non-adaptive iterative MMSE receiver as in the given example in Chapter 3. Some of these results have been published in [30, 31].

In Chapter 4 the main contribution is the proposed adaptive iterative receiver, based on the time domain adaptive iterative receiver in Chapter 3, operating in the frequency domain. The computational complexity and the performance of the time and frequency domain LMS and PFGLMS adaptive algorithms are investigated. The computational complexity
complexity of the frequency domain LMS is dramatically reduced by about 63% compared to the time domain LMS detector. Similarly, the frequency domain PFGLMS detector can save about 75% in computational complexity compared to the time domain PFGLMS approach. The system performance of the time and frequency domain approaches is identical for each type of adaptive receiver. Hence, the proposed frequency domain adaptive iterative receiver outperforms the time domain adaptive iterative receiver in terms of the computational complexity with the same performance.

The proposed adaptive iterative receiver for the MIMO-CDMA system using the time domain approach is the main contribution in Chapter 5. In MIMO-CDMA systems, the co-channel interference (CCI) from the adjacent transmit antennas and the multiple access interference (MAI) considerably degrade the system performance. An adaptive iterative receiver based on a joint an adaptive normalized LMS (NLMS) detector and maximum a posteriori (MAP) decoder, is proposed. The proposed adaptive receiver effectively suppresses and removes the CCI and MAI by using the interference suppression and cancellation techniques. Simulation results show that the performance of the proposed adaptive iterative receiver approaches the interference-free single user performance for high signal-to-noise ratio (SNR). Part of the results of this contribution were published in [32].

To further reduce the computational complexity of the time domain adaptive iterative receiver proposed in Chapter 5, a novel low frequency domain adaptive iterative receiver, based on the time domain adaptive iterative receiver structure, is proposed in Chapter 6. The difference between the proposed frequency domain receiver and the time domain receiver is that the frequency domain adaptive detector performs adaptation in the frequency domain but the time domain receiver performs adaptation in the time domain. The computational complexity of the frequency domain approach is considerably lower than that of the time domain approach. As shown in an example in Chapter 6, the performance of the frequency domain approach is about 75% lower in the computational complexity than that of the time domain approach with the same performance. The results of this contribution is published in [32].
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Wireless MIMO systems

The next generation (4G) broadband wireless communication systems are expected to provide users with wireless multimedia services such as high-speed Internet access, wireless television and mobile computing. The rapidly growing demand for these services is driving communication technology towards higher data rates, higher mobility, and higher carrier frequencies to enable reliable transmission over mobile radio channels. Multiple Input Multiple Output (MIMO) systems have recently emerged as one of the most significant technical advances in modern communications. This technology promises to solve the capacity bottleneck in wireless communication systems. The fundamental information theory results demonstrate that the asymptotic capacity of MIMO Rayleigh fading channels grow linearly with the minimum number of transmit and receive antennas. The key principle that will enable ultimate capacity utilization is the full use of diversity techniques. In particular, there is a trend towards diversity in multiple domains. For instance, space-time coding is a technique where space and time diversities are combined to achieve performance gains without bandwidth expansion. However, the presence of multiple transmitted streams, impairments of the propagation
channel and multiple users transmitting at the same time, yield various forms of interfering scenarios at the receiver antennas of a wireless system. Therefore, to mitigate against interference across the symbols transmitted from different antennas, detection techniques are an essential part of a well design transceiver.

2.1 Introduction

In this chapter, a basic analysis of MIMO systems is provided for the case of point-to-point transmission, where one user utilizes all the available resources in the system. The concept of the MIMO channel is described, and it is shown that the presence of multiple transmit antennas is a potential source of interference, i.e., CCI. Two main techniques for realizing a MIMO system, i.e., space-time coding and spatial multiplexing (SM), are introduced. It is shown that space-time coding can be effectively used to increase the diversity order of a system by introducing spatial (or antenna) diversity at the transmitter in the form of coding over the space and the time dimension. As a result, the CCI is dealt with at the receiver by using appropriate detection schemes. On the other hand, SM techniques are inherently affected by the CCI, because they simultaneously transmit different and independent symbols from each antenna.

A brief survey of various multiple access techniques is given with particular emphasis on CDMA schemes, where the presence of multiple users introduces MAI at the receiver. The aggregation of CCI and MAI renders the MIMO multiuser system very complex in terms of implementation, particularly at the receiver where efficient detection techniques are required to tackle the overall interference. Optimal detection techniques can deliver very high performance, even in high interfering environments, but this comes at the expense of a very high and often prohibitive hardware and computation complexity. For this reason, the investigation of suboptimal receiver structures, with acceptable trade-off between performance and complexity, is one of the widest areas of research in wireless communications. This chapter is concluded by introducing some basic suboptimal
detection schemes, some of which will be used in the remainder of this thesis. In particular, adaptive and iterative detection techniques are briefly described at the end of this chapter and they will be the focus of Chapter 3, where a more detailed analysis will be given.

### 2.2 MIMO System Model

Recently, a large amount of research has addressed MIMO wireless systems. This research is encouraged by the demand for higher system capacity. In principle, using multiple antenna arrays at both ends of the link can dramatically enhance the system capacity [33]. Let us consider a single point-to-point MIMO system with $N$ transmit antennas at the transmitter and $M$ receive antennas at the receiver. A MIMO system model can be depicted as in Figure 2.1.

![Figure 2.1 MIMO system block diagram](image)

The information bits are first transformed by a generic processor $D$ to generate the transmitted signal, represented by an $N \times 1$ column vector $x = [x_1, x_2, x_N]^T$. The total transmitted power is constrained to $P$ and elements of $x$ are zero mean, independent and identically distributed (i.i.d) random variables with equal average power of $P_t = P / N$. The signal $x_i$, transmitted from antenna $i$, where $i = 1, K, N$, passes through the wireless
channel and arrives at the receive antenna $j$, where $j = 1, K, M$. The total received signal at the receive antenna $j$ is expressed as

$$ r_j = \sum_{i=1}^{N} h_{ji} x_i + n_j $$  \hspace{1cm} (2.1)$$

where $h_{ji}$ is a sample of complex random variable that describes the channel between transmit antenna $i$ and receive antenna $j$. $n_j$ is a zero mean i.i.d. additive white Gaussian noise (AWGN) complex sample at the receive antenna $j$. The total received signal vector, denoted by $r$, can be represented as

$$ r = Hx + n $$  \hspace{1cm} (2.2)$$

where $r$, defined by $r = [r_1, K, r_M]^T$, is an $M \times 1$ column vector of the received signals across the $M$ receive antennas, $H$ is an $M \times N$ complex channel matrix gain, given by

$$ H = \begin{bmatrix} h_{1,1} & \cdots & h_{1,N} \\ \vdots & \ddots & \vdots \\ h_{M,1} & \cdots & h_{M,N} \end{bmatrix} $$  \hspace{1cm} (2.3)$$

$x$ is an $N \times 1$ vector of the transmitted symbols across the $N$ transmit antennas and $n$ is an $M \times 1$ vector of the AWGN noise with zero mean and noise variance of $\sigma_n^2$ at the receiver. We denote the average power at the output of each receive antenna by $P_r$. The average $\text{SNR}$ at each receiver branch is given by $\gamma = P_r / \sigma_n^2$ and is independent of $N$. Accounting for the channel attenuations $h_{ji}$, we can write the average $\text{SNR}$ at the receive antenna $j$ as

$$ \gamma = \frac{P_r}{\sigma_n^2} = \frac{\sum_{i=1}^{N} E\left[h_{ji}^2\right]}{\sigma_n^2} $$  \hspace{1cm} (2.4)$$
However, for normalization purposes and without loss of generality, we assume that the received power at each of the $M$ receive antennas is equal to the total transmitted power, i.e., $P = P_r$. Therefore we obtain the normalization constraint for the elements of $H$ as

$$\sum_{i=1}^{N} E \left[ |h_{ji}|^2 \right] = N, \quad j = 1, K, M \quad (2.5)$$

Finally, the symbols transmitted by different antennas are received simultaneously at each receive antenna. Therefore, the signal transmitted from antenna $i$, for $i = 1, K, N$, will be interfered with by the signals from the remaining antennas in the same channel.

The simplest MIMO receiver is a filter matched to the multi-channel impulse response (fading factor in the flat fading channel)

$$y = H^H r = H^H H x + n \quad (2.6)$$

Defining the correlation matrix as

$$G = H^H H = \begin{bmatrix} G_{1,1} & \ldots & G_{1,N} \\ \vdots & \ddots & \vdots \\ G_{N,1} & \ldots & G_{N,N} \end{bmatrix} \quad (2.7)$$

where $G_{j,i}$ ($j, i = 1, K, N$) is the correlation between the $j$-th and $i$-th transmit antennas. The interference due to the correlation is defined as co-channel interference (CCI) in this thesis. In the MIMO system, the CCI is due to the correlation between the different channel’s fading factors, rather than the scrambling codes in the CDMA system. Correspondingly, detection and equalization techniques for CDMA systems can also be transferred to MIMO systems, such as in the MMSE and IC approaches. Meanwhile the iterative receiver structure is also investigated for MIMO systems. Since similar
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Techniques are employed in MIMO and CDMA detection, the MIMO and CDMA receiver can be naturally combined into one receiver for the MIMO-CDMA system, as will be shown in Chapter 5.

**Transmitter and receiver models**

The transformation $D$ in Figure. 2.1 models the air interface employed to realize a MIMO wireless communication system. Various solutions and schemes have been devised throughout the years to enable effective transceiver architectures for wireless links. However, although they might appear different to each other, they all aim at transforming the source information bits into a set of one or more symbols to be transmitted through the channel from one or more transmit antennas, and to finally be collected at one or more receive antennas. Once received, the transformation applied at the transmitter, i.e., $D$, is reversed at the receiver, i.e., $D^{-1}$, in order to recover the information bits. However, because of the interference and additive noise at the receive antennas, a reconstruction of the information bits cannot be perfectly recovered, hence introducing errors to the recovered data. In addition, the transformations $D$ and $D^{-1}$ are not necessarily linear transformations. Some transceiver structures will be examined later in this chapter.

The fundamental problem is: how should the transformations $D$ and $D^{-1}$ be designed to optimize the performance of the wireless link? The performance might be expressed by the following goals:

1. **Data rate maximization**: The aim is to provide the highest possible data rate per unit of bandwidth. This is often defined as the spectral efficiency. The ultimate limit or highest possible data rate that can be achieved, with arbitrarily low bit error probability in a Gaussian noise channel, was derived by Shannon [34] and is used as a reference.

2. **Reliability**: Often conflicting with high data rate is the reliability or robustness of the transmission, which can be measured using the average BER. Since the radio channel
is time varying, it is important to choose a communication strategy that can withstand the fading in the received signal caused by the multi-path propagation.

3. Complexity: As one end of the wireless link might be battery powered, it is important to have low complexity architectures since an algorithm with higher complexity will be more power consuming. Hence, it is often desirable to design the transmission/reception schemes so that the complexity is asymmetric, i.e., locating the low complexity algorithms at the battery power side. Therefore, the transformations $D$ and $D^{-1}$ are usually different on the different sides of the channel in a duplex system.

It is generally difficult to achieve simultaneously and optimally all the objectives above, hence, the system designer must carefully choose a trade-off, including the economic as well as the mobility aspects. This work focuses mainly on the complexity aspects and investigates solutions aimed at improving the error rates and/or reduce the overall computational complexity of the receiver. An important factor that has impact on the choice of $D$ is the knowledge of the instantaneous MIMO channel state information (CSI) at the transmitter side. Although CSI at the transmitter improves robustness and spectral efficiency, it consumes system bandwidth and increases the system complexity because of the requirement of a feedback channel.

2.3 Space-Time Architectures

The theoretical work developed by Foschini [33] and Telater [35] highlights the potentially large spectral efficiency of MIMO channels, which grow approximately linearly with the number of antennas, in an idealized propagation context. In general, the ergodic of a given channel is expressed by the maximum achievable average data rate for an arbitrarily low probability of error. The work presented by Foschini [33] and Telater [35] was limited to propagation scenarios in which individual channels between a given pair of transmit and receive antennas are modeled by an independent flat Rayleigh fading channel process. However, the potential benefit in capacity promised by MIMO systems mainly depends on the important results given by Foschini [33] and Telater [35]. In fact,
MIMO systems have an ergodic capacity growth proportional to \( \min(N, M) \).

Information-theoretic studies of wireless fading channels have recently accelerated dramatically. The results inspire researchers to find novel, interesting and better ways to transmit data over the wireless channel [36]. This renaissance has already led to interesting results and new coding techniques for MIMO systems. Although the analysis of the MIMO channel’s capacity is beyond the scope of this thesis, the discussion motivates the use of specific space-time transmission techniques in a subsequent chapter.

### 2.3.1 Space-Time Coding

Space-Time Codes (STCs) were first introduced by Tarokh et al. [2] in 1998 as a novel means of providing transmit diversity for multiple antennas in fading channels. Previously, multi-path fading in multiple antenna wireless systems was mostly dealt with by other diversity techniques, such as temporal diversity, frequency diversity and receive antenna diversity, which was the most widely applied technique. However, it is hard to efficiently use receive antenna diversity at the remote units because of the need for keeping them relatively simple, inexpensive and small. Therefore, for commercial reasons, multiple antennas are preferred at the base stations, and transmit diversity schemes are growing increasingly popular as they promise high data rate transmission over wireless fading channels in downlink scenarios while putting the diversity burden on the base station. The space-time coding scheme by Tarokh et al. [2] [37] is essentially a joint design of coding, modulation, transmit and receive diversity. It has been shown that space-time coding is a generalization of other transmit diversity schemes, such as Witneben’s bandwidth efficient transmit diversity scheme [38] and the delay diversity scheme introduced by Seshadri and Winters [39].

There are two main types of STCs, namely space-time block codes (STBCs) and space-time trellis codes (STTCs). Space-time block code encoders operate on a block of input symbols, producing a matrix output where the columns represent the time dimension and the rows represent the spatial dimension, i.e., the transmit antennas. In contrast to single
antenna block codes for the AWGN channel, STBCs do not provide coding gain, unless concatenated with an outer code. Their main feature is the provision of full diversity with a very simple coding scheme such as the Alamouti scheme [40]. On the other hand, space-time trellis codes operate on one input symbol at a time, i.e., \( x(m) \), producing a vector of symbols whose length is equal to the number of transmit antennas, i.e., \( x_c(m) = \left[ x_1^N(m), x_2^N(m), \ldots, x_N^N(m) \right]^T \). Like traditional trellis coded modulation for a single antenna, STTCs provide coding gain. Since they also provide full diversity gain, their key advantage over STBCs is the provision of coding gain. Therefore, the main motivation is to increase diversity, and thus improve the robustness of the communication link. However, the main drawback of this scheme is the computational complexity, which grows exponentially with the number of bits per symbol, thus limiting achievable data rates.

### 2.3.2 Spatial Multiplexing

The basic principle of spatial multiplexing (SM) is to transmit essentially independent data from each antenna. Then at the receiver, the multi-antenna signal is separated with appropriate detection techniques. In SM systems, the input data stream is de-multiplexed into \( N \) separate streams, using a serial-to-parallel converter, and each stream is transmitted from an independent antenna. The received signal is then passed through the detector, which is similar to a multiuser detector and treats separate streams as separate users of a multiuser channel.

Rayleigh models are realistic for environments with a large number of scatters. In channels with independent Rayleigh fading, a signal transmitted from every individual transmit antenna appears uncorrelated at each of the receive antennas. As a result, the signal corresponding to every transmit antenna has a distinct spatial signature at each receive antenna. The independent Rayleigh fading model can be approximated in MIMO channels if antenna spacing is larger than one half of the carrier wavelength and the antennas are surrounded by a large number of scatterers. An example of such a channel is
the downlink in cellular radio.

Let us assume that the channels between any transmit and any receive antennas are uncorrelated from one another. Therefore, the SM technique is utilized. Then, different information data can be allocated to different transmit antennas and transmitted simultaneously through the MIMO channel to the receive antennas. The received signal at the receive antenna is the superposition of the signals coming from all the transmit antennas and additive noise. Because the signal corresponding to every transmit antenna has a particular spatial signature at a receive antenna, it will be able to detect the individual signals transmitted by each of antennas and separate them at the receiver. This operation obviously increases the spectral efficiency of the system by a factor equal to the number of transmit antennas.

As shown by B. Vucetic and J. Yuan [19] and H. Jafarhani [41], space-time codes provide a diversity gain equal to the product of the number of transmit and receive antennas $NM$. The maximum throughput of space-time codes is one symbol per channel for any number of transmit antennas. The use of multiple antennas results in increasing the capacity of MIMO channel systems. Therefore, one may transmit at a higher throughput, compared to SISO channel systems, for a given probability of error. On the other hand, the throughput of an SM scheme is $N$ symbols per channel for a MIMO channel with $N$ transmit antennas. However, the $N$-fold increase in throughput will generally come at the cost of a low diversity gain compared to space-time coding. This is the basic idea of the well known Bell Laboratories Layered Space-Time (BLAST) architecture, proposed by Foschini in [42].

**Layered Space-Time Transmitter**

There are a number of LST architectures, differing in the use of error control coding and the way the modulated symbols are assigned to transmit antennas. An un-coded LST structure, known as vertical layered space-time (VLST) or vertical Bell Laboratories Layered Space-Time (VBLAST) scheme [20], is shown in Figure. 2.2.
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2.3.2 Space-Time Architectures (Spatial Multiplexing)

The input information sequence, denoted by $x$, is first de-multiplexed into $N$ sub-streams, called layers. The demultiplexing process can be carried out by using a serial to parallel (S/P) converter. Each sub-stream at the output of the S/P converter is then modulated by an $M$-level modulation scheme and transmitted in a vertical pattern across the transmit antennas at each time instance. It is possible to use coding schemes such as conventional block or convolutional one-dimension codes for each sub-stream to improve the performance. However, it comes with cost of bandwidth efficiency [43].

Figure 2.2 VBLAST architecture

Figure 2.3 Different LST architectures
The LST architecture with error control coding is shown in Figure 2.3(a), namely the horizontal layered space-time (HLST) or horizontal BLAST (H-BLAST) structure. In Figure 3 (a), the input data is first de-multiplexed into $N$ sub-streams. Each sub-stream is independently encoded by a 1-D encoder, modulated, interleaved by a time interleaver ($\Pi$) and then transmitted by a particular transmit antenna. If the time interleaver output symbols are denoted by $x^i_t$, where $i$ represents the layer number and $t$ is the time interval. The transmission signal matrix, formed from time interleaver output symbols, denoted by $X$, is given by

$$X = [x^i_t]$$

(2.8)

For instance, in a system with four transmit antennas; the transmission signal matrix $X$ is given by

$$X = \begin{bmatrix} x_1^1 & x_2^1 & x_3^1 & x_4^1 & x_5^1 \ L \\ x_1^2 & x_2^2 & x_3^2 & x_4^2 & x_5^2 \ L \\ x_1^3 & x_2^3 & x_3^3 & x_4^3 & x_5^3 \ L \\ x_1^4 & x_2^4 & x_3^4 & x_4^4 & x_5^4 \ L \end{bmatrix}$$

(2.9)

In this case, the sub-stream of each layer is encoded horizontally. However, utilizing only a 1-D encoder after S/P conversion with time interleaver and simultaneously transmitting the signal from transmit antennas, the HLST scheme will suffer from the presence of sub-channels in deep fade.

To improve the system performance a spatial interleaver is added into the HLST structure, resulting in diagonal layered space-time (DLST) or diagonal BLAST (D-BLAST) and threaded layered space-time (TLST) structures, as shown in Figure 2.3 (b). In the DLST structure, after modulation, the modulator outputs are distributed among the $N$ antennas along the diagonal of the transmission arrays and followed by time interleaving. The interleaved outputs are then transmitted simultaneously by all transmit antennas. For example, in the DLST system with four transmit antennas, the transmission
matrix is formed from matrix $X$ in Equation (2.9) by delaying the $i$-th row entries by $(i - 1)$ time unit, as shown in (2.10)

$$
\bar{X} = \begin{bmatrix}
x_1^1 & x_2^1 & x_3^1 & x_4^1 & x_5^1 & x_6^1 & x_7^1 & x_8^1 & \cdots & L \\
0 & x_1^2 & x_2^2 & x_3^2 & x_4^2 & x_5^2 & x_6^2 & x_7^2 & \cdots & L \\
0 & 0 & x_1^3 & x_2^3 & x_3^3 & x_4^3 & x_5^3 & x_6^3 & \cdots & L \\
0 & 0 & 0 & x_1^4 & x_2^4 & x_3^4 & x_4^4 & x_5^4 & \cdots & L \\
\end{bmatrix}
$$

(2.10)

The entries below the diagonal are padded by zeros. Then the first diagonal is transmitted from the first transmit antenna, the second diagonal from the second antenna, the third diagonal from the third antenna, the fourth diagonal from the fourth antenna and the fifth diagonal from the first antenna, and so on. Then, the data in each layer share a balanced presence over all the $N$ paths to the receiver. Therefore, none of the individual sub-streams is hostage to the worst of the $N$ paths. As a consequence, all sub-streams undergo, on average, the same channel. This process can be represented as a spatial interleaver ($\Pi_S$) as shown in Figure 2.3(b) The DLST utilizes multi-element antenna arrays at both transmitter and receiver and an elegant diagonally layered coding structure in which code blocks are dispersed across diagonals in space and time.

For example, for a D-BLAST system with four layers, the spatial interleaving process for the modulated output matrix, $\bar{X}$, in Equation (2.10) can be written as

$$
\tilde{\bar{X}} = \begin{bmatrix}
x_1^1 & x_2^1 & x_3^1 & x_4^1 & x_5^1 & x_6^1 & x_7^1 & x_8^1 & \cdots & L \\
0 & x_1^2 & x_2^2 & x_3^2 & x_4^2 & x_5^2 & x_6^2 & x_7^2 & \cdots & L \\
0 & 0 & x_1^3 & x_2^3 & x_3^3 & x_4^3 & x_5^3 & x_6^3 & \cdots & L \\
0 & 0 & 0 & x_1^4 & x_2^4 & x_3^4 & x_4^4 & x_5^4 & \cdots & L \\
\end{bmatrix}
$$

(2.11)

where $\tilde{\bar{X}}$ represents the spatial interleaver output matrix, $x_i^t$ are the modulator output symbols, $i$ represents the layer number and $t$ is the time interval. Note that successive symbols of every layer follow a diagonal pattern over space and time. This pattern repeats itself after $N$ discrete time instants. However, since at the beginning of the transmission
process not all the symbols from all the layers are available, zero padding is necessary to complete the pattern, as shown in Equation (2.11). This reduces the spectral efficiency of the system. However, this scheme introduces space diversity and achieves a better performance than the HLST scheme. In an independent Rayleigh scattering environment, this processing structure leads to theoretical rates that grow linearly with the number of antennas and approach 90% of Shannon capacity [42].

A threaded layered space-time (TLST) structure [44] is obtained from the HLST by introducing a spatial interleaver (SII) prior to the time interleaver, as shown in Figure 2.3(b). The transmitter structure differs from DLST in that the transmitted symbols are not periodically cycled among the N antennas and they are first fed into a spatial interleaver, followed by the time interleaver and then transmitted by all the transmit antennas. In a system with four transmit antennas, the output of SII, denoted by $\overline{X}$, is given by

$$
\begin{bmatrix}
x_1^1 & x_2^4 & x_3^3 & x_4^2 & x_5^1 & O \\
x_1^2 & x_2^1 & x_3^4 & x_4^3 & x_5^2 & O \\
x_1^3 & x_2^2 & x_3^1 & x_4^4 & x_5^3 & O \\
x_1^4 & x_2^3 & x_3^2 & x_4^1 & x_5^4 & O \\
\end{bmatrix} \rightarrow \begin{array}{c}
\text{Tx}_1 \\
\text{Tx}_2 \\
\text{Tx}_3 \\
\text{Tx}_4
\end{array}
$$

(2.12)

The transmitted symbols appear to have been threaded over time and across the transmit antennas. The spectral efficiency of the HLST and TLST schemes is $RmN$, where $R$ is the code rate and $m$ is the number of bits in a modulated symbol, while the spectral efficiency of DLST is slightly reduced due to the zero padding in the transmission matrix.

It is shown that the structures of DLST and TLST are very similar. The difference is the spatial interleaving process. The spatial interleaver pattern in Equation (2.11) presents the operation in the case of DLST and the spatial interleaver pattern in Equation (2.12) is an operation of TLST. Finally, the SM has been introduced only with respect to the transmitter structure required for its implementation. However, a SM technique cannot deliver the promised very high spectral efficiency without employing a suitable detection technique at the receiver. Some of these will be described later in this chapter. Moreover,
in SM structures, different signals transmitted from different antennas are received simultaneously at each receive antenna and therefore they need an individual detector. As a result, the CCI is the most prominent problem in SM systems. Mitigation is one of the main objectives of the employed detection technique.

**Layered Space-Time Receivers**

The challenge in the detection of the layered space-time (LST) signal is to design a low complexity detector, which can efficiently remove the co-channel interference (CCI) and approach the interference-free bound. The iterative receiver is one of the effective receivers, which can efficiently suppress and remove the CCI by using suppression and cancellation techniques. The iterative receiver is based on the turbo coding principle [45], which is a joint detection and decoding scheme [9, 46]. Block diagrams of the iterative receivers for LST structures are shown in Figure. 2.4.

![Figure 2.4 Block diagrams of LST receivers](image-url)
Chapter 2

2.3.3 Convolutional Code and MAP Decoding Principles

In Figure 2.4 (a), each of the detected sequences is decoded by a separate channel decoder with soft inputs/soft outputs. At each iteration, the decoder soft outputs are used to update a priori probabilities of the transmitted signals. These undated probabilities are then used to calculate the symbol estimate in the detector. Each of the coded streams is independently interleaved to enable receiver convergence. Apart from the time interleaving/deinterleaving there is a space interleaving/deinterleaving across transmit antennas as shown in Figure 2.4 (b).

The decoder can apply a number of soft output decoding algorithms, such as a maximum a posteriori (MAP) algorithm or a soft output Viterbi algorithm (SOVA) [19]. The MAP decoder is optimum in the sense that it minimizes the bit error probability at the decoder output. Although SOVA has a lower complexity, it has a somewhat degraded performance compared to the MAP decoder. This becomes a very important advantage of the MAP algorithm for the iterative decoding algorithm. We also use the MAP decoder in the adaptive iterative receiver structure throughout this thesis. The brief detail of the MAP decoder will be discussed in next section.

2.3.3 Convolutional Codes and MAP Decoding Principles

Most of the materials in this section are adopted from [19]. The \((n, k, m)\) convolutional code can be implemented as a \(k\) input \(n\), \((n > k)\) output linear sequence circuit with input memory \(m\). The structure introduced to the signal by the convolutional code is defined by the generator polynomials which describe the connections between the encoder inputs and outputs. The performance of the code depends on a code rate, defined as \(R = \frac{k}{n}\), and a code memory \(m\). Figure 2.5 shows the encoder for the example of binary \((2,1,2)\) code with generator polynomial \((5_8, 7_8)\). The encoder equations can be written as

\[
\mathbf{v}^1 = \mathbf{u} * \mathbf{g}^1, \quad \mathbf{v}^2 = \mathbf{u} * \mathbf{g}^2
\]  

(2.13)
where $*$ denotes the convolution and all operations are modulo-2.

$$v_t^1$$

$$v_t^2$$

Figure. 2.5 Encoder for a binary (2,1,2) convolutional code.

A convenient and common way of describing encoding and decoding operations is using trellis diagrams. A trellis stage for an input at time $t$ for binary (2,1,2) code is shown in Figure 2.6. A trellis diagram consists of $N$ such stages, where $N$ is the number of input words, each consisting of $k$ input data bits. The stage of the encoder is defined as the content of its shift register. For the encoder with total memory $K$, the stage number is $2^K$. Each new block of $k$ inputs causes the transition to a new stage. That is, there are $2^K$ branches leaving each stage. Each branch is labeled the $k$ input causing the transition at time unit $t$, denoted by $u = [u_{t,1}, u_{t,2}, \ldots, u_{t,k}]$ and $n$ corresponding to outputs, denoted by $v = [v_{t,0}, \ldots, v_{t,n-1}]$.

Given that $r$ is received, the conditional error probability of the decoder is defined as
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\[ P(E|r) = P(\hat{u} \neq u) = P(\hat{v} \neq v) \]  
\[ \text{(2.14)} \]

The probability of error in the decoder is then given by

\[ P(E) = \sum_r P(E|r)P(r) \]  
\[ \text{(2.15)} \]

The term \( P(r) \) is independent of the decoding algorithm, so the minimum probability of error in Equation (2.15) is achieved by minimizing \( P(E|r) = P(\hat{v} \neq v|r) \) for all \( r \). This is equivalent to maximizing the \( P(\hat{v} = v|r) \). That is, the decoder searches for \( \hat{v} \) which maximizes

\[ P(\hat{v} = v|r) = \frac{P(r|v)P(v)}{P(r)} \]  
\[ \text{(2.16)} \]

If the coded sequences are all equally likely, then for a discrete memories channel the optimal decoding maximizes

\[ P(r|v) = \prod_i P(r_i|v_i) \]  
\[ \text{(2.17)} \]

It is convenient to consider the algorithm of the expression in Equation (2.17) as \( \log x \) is a monotone increasing function, maximizing the expression in Equation (2.17) is equivalent to maximizing

\[ \log P(r|v) = \sum_i \log P(r_i|v_i) \]  
\[ \text{(2.18)} \]

The function \( \log P(r|v) \) is known as log-likelihood function.
Map Decoding Algorithm

The maximum a posteriori probability (MAP) algorithm uses a decoding criteria that minimizes the bit error probability and is usually implemented by using a forward and backward recursion algorithm. It operates on a trellis representation of the code as shown in Figure 2.6. This decoder algorithm is very important for the iterative decoding algorithm.

The soft-output MAP decoder calculates the a posteriori log-likelihood ratio for data bit \( u_t \) as

\[
\Lambda(u_t) = \log \frac{P\{u_t = 1|r\}}{P\{u_t = 0|r\}}
\]  
\tag{2.19}

Where \( P\{u_t = i|r\}, \ i = 0,1 \) is the a posteriori probability (APP) of the data bit \( u_t \).

The decoder makes the hard decision by comparing \( \Lambda(u_t) \) to zero

\[
\Lambda(u_t) = \begin{cases} 
1, & \text{if } \Lambda(u_t) > 0 \\
0, & \text{otherwise} 
\end{cases}
\]  
\tag{2.20}

The APPs in Equation (2.19) can be computed from the trellis diagram as

\[
P\{u_t = 0|r\} = \sum_{(m',m) \in B_t^0} P\{S_{t-1} = m', S_t = m|r\}
\]  
\tag{2.21}

\[
P\{u_t = 1|r\} = \sum_{(m',m) \in B_t^1} P\{S_{t-1} = m', S_t = m|r\}
\]  
\tag{2.22}

where \( S_{t-1} \) and \( S_t \) are the encoder stages at time \( t-1 \) and \( t \), respectively, and \( B_t^0 \) and \( B_t^1 \) are set of transitions from state \( m' \) to stage \( m \) caused by \( u_t = 0 \) and \( u_t = 1 \), respectively.

Equation (2.21) and (2.22) can be written as...
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\[
P\{u_t = 0 | r\} = \sum_{(m', m) \in B_i^0} \frac{P\{S_{t-1} = m', S_t = m | r\}}{P(r)} \tag{2.23}
\]

\[
P\{u_t = 1 | r\} = \sum_{(m', m) \in B_i^1} \frac{P\{S_{t-1} = m', S_t = m | r\}}{P(r)} \tag{2.24}
\]

where \(P(r)\) is a constant. Since it does not affect the maximization, it will be dropped in further derivations.

In order to efficiently calculate the information bits APPs, the following probability functions are defined \[19\]

\[
\alpha_t(m) = P\{S_t = m, r_t^-\} \tag{2.25}
\]

\[
\beta_t(m) = P\{r_t^+ | S_t = m\} \tag{2.26}
\]

\[
\gamma_t(m', m) = P\{u_t = i, S_t = m, r_{t-1} = m'\} \tag{2.27}
\]

where

\[
r_t = (r_{t,0}, \ldots, r_{t,i}, \ldots, r_{t,n-1})
\]

\[
r_t^+ = (r_t, r_{t+1}, \ldots, r_k)
\]

The joint transition probability, \(P\{S_{t-1} = m', S_t = m, r\}\), can be expressed as

\[
P\{S_{t-1} = m', S_t = m, r\} = \alpha_{t-1}(m) \sum_{i=0,1} \gamma_t^i(m', m) \beta_t(m) \tag{2.30}
\]
where $\alpha_i(m)$ and $\beta_i(m)$ are obtained recursively as

$$\alpha_i(m) = \sum_m \alpha_{i-1}(m) \sum_{m', \in \{0, 1\}} \gamma_i(m', m)$$

(2.31)

$$\beta_i(m) = \sum_m \beta_{i+1}(m) \sum_{m', \in \{0, 1\}} \gamma_i(m', m)$$

(2.32)

and $\gamma_i(m', m)$ is a channel transition probability weighted by the information bit a priori probability $p_i(u_i = i), i = 0, 1$, where $u_i$ is the information symbol associated with transition $S_{i-1} = m' \rightarrow S_i = m$. Coefficient $\gamma_i(m', m)$ can be written as

$$\gamma_i(m', m) = p_i(u_i = i) \prod_{j=0}^{j=n-1} P\{r_{t,j} | x_{t,j}\}$$

(2.33)

$$P\{r_{t,j} | x_{t,j}\} = \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{(r_{t,j} - x_{t,j})^2}{2\sigma^2}}$$

(2.34)

where $x_{t,j}, j = 0, K, n-1$, is a BPSK modulated symbol in the codeword associated with transition $S_{i-1} = m' \rightarrow S_i = m$.

If we assume that the encoder starts and ends in a zero stage the boundary conditions are

$$\alpha_0(0) = 1, \alpha_0(m) = 0, \text{ for } m \neq 0$$

(2.35)

$$\beta_N(0) = 1, \beta_N(m) = 0, \text{ for } m \neq 0$$

(2.36)

The log-likelihood ration now can be written as
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\[ \Lambda(u_t) = \log \frac{\sum_{m, k \in B^0} \alpha_{t-1}(m') \gamma_t^1(m', m) \beta_t(m)}{\sum_{m, k \in B^0} \alpha_{t-1}(m') \gamma_t^0(m', m) \beta_t(m)} \]  \hspace{1cm} (2.37)

The above algorithm is usually referred to as a forward/backward algorithm, since the coefficients \( \alpha_t(m) \) are calculated recursively starting from the beginning of the trellis, and the \( \beta_t(m) \) coefficients are calculated recursively starting from the end of the trellis.

Figure 2.7 shows the graphical representation of the forward and backward recursions. In this figure \( \alpha_{t-1}(m'_0) \) represents \( \alpha \) coefficients for state \( m'_0 \) in the \((t-1)\)th stage which is connected with stage \( m \) in \( t \)-th trellis stage and where the transition \( S_{t-1} = m' \rightarrow S_1 = m \) is caused by the information bit \( u_t = i, i = 0,1 \). Similarly, the \( \beta_{t+1}(m^*_0) \) denotes \( \beta \) coefficient for stage \( m^*_0 \) in the \((t-1)\)th trellis stage which is connected with stage \( m \) in \( t \)-th trellis stage and where the transition \( S_{t-1} = m' \rightarrow S_1 = m \) is caused by the information bit \( u_t = i, i = 0,1 \). The a posteriori probabilities if the information bits can be calculated as

\[ P[u_t = 1 | r] = \frac{e^{\Lambda(u_t)}}{1 + e^{\Lambda(u_t)}} \]  \hspace{1cm} (2.38)
The a posteriori probabilities of the transmitted bits can be calculated by adding the probabilities of the codeword that contain a particular transmitted bit. That is,

\[
P\{u_t = 0|\mathbf{r}\} = \frac{1}{1 + e^{\lambda u_t}}
\]

(2.39)

2.4 Multiuser Systems

The description of MIMO wireless systems up to this point has focused on single communication links between a transmitter and a receiver, also called point-to-point communications. However, in reality, in wireless communication systems, where bandwidth is a limited resource, it is necessary to find some solution for sharing this resource amongst multiple users. There are various types of multiple user communication systems, where multiple users can access the channel and transmit information through the channel to the receiver. In this thesis, only two types of multiuser communication systems are considered, multiple access channel (MAC) and broadcast channel (BC). MAC scenario is often referred to as uplink transmission. A number of users share a common channel to transmit information to a receiver. As an example, in a mobile cellular communication system, the users are the mobile transmitter in the cell and the receiver is in the base station. On the other hand, BC scenario is also known as a downlink transmission. A single transmitter transmits information to a number of receivers. In a mobile communication system, the transmitted signal might be sent independently to all users or simultaneously to different users.
The multiple user communication scenario is depicted in Figure 2.8. There are several techniques to accommodate multiple users in a system, whether it is MAC or BC scenarios. The most well known methods, which have been implemented in current wireless communication systems, are Frequency Division Multiple Access (FDMA), Time Division Multiple Access (TDMA) and CDMA techniques.

2.4.1 Multiple Access Techniques

In the FDMA technique, the available channel bandwidth is separated into a number of frequency non-overlapping sub-channels. Each sub-channel is then allocated to each user upon request by the user. However, in a TDMA system, each user who wishes to transmit information is designated a specific time slot within each transmitted frame. In these two schemes the channel is partitioned into independent single-user sub-channels. Therefore, the design methods described in the previous sections of this chapter are directly applicable to multiple access systems employing FDMA and TDMA scenarios, since each user is effectively transmitting and receiving information independently from other users. On the other hand, these two schemes might be strongly inefficient when the nature of data transmitted from users is in bursts. Therefore a user occupies only a fraction of the total assigned time or frequency resources for transmitting information. If the periods of silence become much greater than the transmission periods, the FDMA and TDMA techniques cannot efficiently share the available resources. The alternative to the FDMA
and TDMA is to allow all current active users in the system to access the total available channel bandwidth, or part of it, at the same time. This is the basic concept of CDMA systems.

In a CDMA [47] system, each user is assigned a distinct code sequence (signature sequence). Each transmitter sends its data stream by modulating it with their own signature sequence that allows the user to spread the information signal across the available assigned frequency band. Since the signature sequences have fairly low mutual crosscorrelation, a CDMA receiver can detect its own data using the corresponding signature sequence, although the multiple users’ signals overlap both in frequency and in time in a random manner. The system model for a CDMA system will be described in detail in the next chapters. However, it is clear that the design of the spreading codes strongly influence the performance of CDMA systems. Therefore, the signature sequence should be carefully designed to achieve low crosscorrelation between users [48]. For ease of generation and synchronization, a signature sequence is pseudo random, meaning that it can be generated by mathematically precise rules, but statistically it satisfies the requirements of a truly random sequence.

A binary sequence, which has zero cross-correlation is the Walsh-Hadamard sequence. However, for a given code length or spreading length \( L \), there are only \( L \) distinct and orthogonal sequences, which make it possible to accommodate up to \( L \) users in the system. The operation of spreading reduces the data rate of the information bearing by a factor of \( L \), because each information symbol is copied \( L \) times and multiplied by the spreading code before transmission. However, the spread signal is transmitted at a higher rate, called the chip rate. Perfect detection of the desired signal can be obtained if all users transmit the spread signals simultaneously and symbols synchronously under a flat fading channel without any delay amongst the signals. Therefore, this technique seems to be suitable to BC scenarios, where the base station can perform synchronization, that is spreading and summation of all the users’ signals prior to transmission. However, it is impossible to have the perfect detection even in BC scenarios due to the multi-path fading channel in the system. The signal at the receiver is the summation of all signals arriving at the receive antenna from different directions, which destroys the orthogonality.
of the spreading sequences. It reduces the auto-correlation of the spreading sequence and increases cross-correlation of the spreading sequence introducing multiple access interference (MAI) into the system. This is a limitation of all types of spreading sequences, especially Walsh-Hadamard sequences. Therefore, the Walsh-Hadamard sequence is not the best solution, for either the MAC or BC. Therefore, the auto-correlation and cross-correlation are two main important properties of spreading sequences. The well known good codes are the Pseudo-Noise (PN) the Gold [49, 50] and the Kasami [51] sequences. The periodic auto-correlation of these codes is very good for high values of spreading sequence length and their periodic cross-correlation is upper bounded by a relatively low value.

There are two types of spreading sequences, namely short and long codes. The spreading sequence is called a short code if it is the same for every data symbol period, where its repetitive period is equal to the symbol period. However, if the period of the PN sequence is larger than the symbol period, this kind of PN sequence is called a long sequence. Long sequences can support more users than short sequences. However, the MMSE multi user detection technique can be only used in short code systems. The Gold sequences with the short code are used throughout this thesis.

In a MIMO frequency selective CDMA communication system, the CCI deteriorates the performance of the system, because in general, different sub-channels between a transmitter and a receiver may have different delay profiles, hence causing additional loss in the orthogonality of the spreading sequences.

**DS-CDMA Transmitter**

In a $K$-users synchronous CDMA system, there are $K$ users in the system as shown in Figure(2.9) the received signal, defined by $r(t)$, consists of the sum of all users’ spread signals embedded in additive white Gaussian noise (AWGN) is given by

$$r(t) = \sum_{k=0}^{K} s^k(t)A^k x^k + n(t), \quad t = [0, T]$$

(2.42)
where $T$ is the data symbol period. The signature waveform, defined as $s^k(t)$, assigned to the $k$-th user can be represented as

$$s^k(t) = \sum_{n=1}^{N} s^k(n)q(t - (n-1)T_c)$$

(2.43)

where $s^k(n)$ denoted the $n$-th chip value of $s^k$, $q(t)$ is the chip waveform and $T_c$ is the chip interval, $s^k(t)$ is normalized to have unit energy as given by

$$\|s^k\|^2 = \int_0^T s^k(t) dt = 1$$

(2.44)

The signature waveforms are assumed to be zero outside the interval $[0,T]$, and hence there is no inter-symbol interference (ISI). $A^k$ is the received amplitude of the $k$-th users’ signal. $A^k$ is referred to as the energy of the $k$-th user. $b^k \in [-1,1]$ is the symbol transmitted by the $k$-th user and $n(t)$ is additive white Gaussian noise with zero mean and variance $\sigma^2$.

---

**Figure 2.9 DS-CDMA Model**
The received signal, denoted by \( r \), can be written in a matrix form as

\[
r = S A x + n
\]  

where

\[
r = [r(1), r(2), \ldots, r(N)]^T
\]  

and

\[
S = \begin{bmatrix} s^1(1) & s^2(1) & \cdots & s^K(1) \\ s^1(2) & s^2(2) & \cdots & s^K(2) \\ \vdots & \vdots & \ddots & \vdots \\ s^1(N) & s^2(N) & \cdots & s^K(N) \end{bmatrix}
\]  

\[
A = \text{diag}[A^1, A^2, \ldots, A^K]
\]  

\[
b = [b^1, b^2, \ldots, b^K]^T
\]  

\[
n = [n(1), n(2), \ldots, n(N)]^T
\]

where \( N \) is number of data frame length.

### 2.5 Detection Techniques

It is well known that the simple receiver for a SISO communication signal corrupted by AWGN is a Matched Filter (MF) sampled periodically at the symbol rate. These samples constitute a set of sufficient statistics for estimating the digital information that was transmitted. If signal samples at the output of the MF are corrupted by ISI, an equalizer will further process the symbol space samples. In the presence of channel distortion, such as channel multi-path, the MF must also be matched to the CIR. However, in practice, the CIR is usually unknown. One approach is to estimate the CIR from the transmission of a sequence of known symbols and to implement the MF using the estimate of the CIR.
Several types of detectors for MIMO channel signal transmission have been studied. Zero-forcing (ZF), MMSE linear receiver and Maximum likelihood sequence estimation (MLSE) techniques can be utilized directly to detect the transmitted signal. However, these techniques use a straight matrix inversion, which requires the knowledge of channel state information at the receiver. Also, the computational complexity is high, especially the computational complexity of MLSE [52] [53], which grows exponentially with the sum of the channel memory length of each simultaneous user. Another alternative to reducing the computational complexity is an adaptive receiver structure [54] [15] [55]. Moreover, to mitigate the effects of an ISI resulting from a time dispersive channel, such as multi-path fading channels, which are frequency selective, an equalizer is required. The equalizer also effectively reduces MAI in a multiuser system. In addition, transmit diversity techniques are not generally designed for time dispersive channels, where the presence of ISI and MAI introduce unwanted interference from the CCI across the signals transmitted by different antennas. The CCI always occurs in the BLAST system where different data streams are transmitted in the same channel and hence use the same resources in time and frequency.

The conventional detector for CDMA systems over SISO channels is a matched filter. However, the conventional MF detector is not optimal due to the MAI and is also not near-far resistant. Power control is introduced to alleviate the near-far effect. Although ideal power control is difficult to implement, stringent power control is necessary to ensure that users have almost identical signal power at the base station. The conventional detector treats the MAI as AWGN. This is a reasonable approach because CDMA interference consists of contributions from independent interferers. The MAI can be defined through the cross-correlation matrix amongst users. Verdu [56] showed that the near-far effect is overwhelming on other users’ signal powers over the desired users’ signal power, and is a limitation of the CDMA system. He also showed that this problem could be solved using an optimal multiuser ML detector, and provide a significant capacity improvement over the conventional MF or single-user detector. However, it comes at the cost of huge computational complexity. The computational complexity increases exponentially with the number of active users and the data block length, and
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leads to impractical implementation. Therefore, a number of sub-optimal multiuser receivers to enhance the detection performance have been studied. Multiuser detectors can be classified into the following two main categories.

**Linear detectors** – a linear transformation is applied to the soft outputs of the bank of the MFs in order to produce a new set of decision variables with MAI partially or totally decoupled. This is a one-step process, where all the users’ signals are simultaneously detected, generally by jointly equalizing the multiple interfering signals.

**Interference cancellation detector** – a linear or non-linear decision function is applied to the soft outputs of the MFs in order to produce a reliable estimate of MAI. The estimated MAI is then cancelled from the received signals prior to symbol detection of the desired signal. This process is generally repeated in multiple steps, until the MAI is completely or partially removed from the received signal.

However, in designing a multiuser detector for frequency selective MIMO channels, the knowledge of the MAI characteristics, such as the spreading sequences of all users in the CDMA system and the availability of the CSI at the receiver, must be jointly taken into account in order to mitigate MAI, ISI and CCI. A brief description of the most common sub-optimal detectors for a point-to-point transmission communication system is given. An extension to the multiuser systems will be given in detail in the next chapter.

### 2.5.1 Linear Detectors

**Matched Filter for CDMA systems**

The simplest approach to demodulate CDMA signal is the single user matched filter (MF). This is the demodulator that first implemented in CDMA receivers. The structure of for single input single output (SISO) CDMA MF [56] is illustrated in Figure (2.10)
To detect a user’s signal that transmitted from the DS-CDMA transmitter shown in Figure (2.11), the filter for a given user is matched to its signal waveform [56].

\[
y_{MF}^k = \int_0^T s^k(t)r(t)dt = A^k b^j + \sum_{j \neq k} A^k \rho^{j,k} b^j + n^k^k
\]  

(2.51)

where \( r(t) \) and \( s^k(t) \) are defined in Equation (2.42) and (2.43), respectively.

and

\[
n^k_n = \int_0^T s^k(t)n(t)dt
\]  

(2.52)

\( \rho^{j,k} \) is the crosscorrelation between the \( j \)-th and \( k \)-th user, given by

\[
\rho^{j,k} = \int_0^T s^j(t)s^k(t)dt
\]  

(2.53)

Assuming that hard decisions are made on the received signal, the output of the MF detector is
\[ \hat{x}^k = \text{sgn}(y_{MF}^k) = \text{sgn}\left(A^k b^k + \sum_{j \neq k} A^k \rho^{i,j} b^j + n'^k\right) \quad (2.54) \]

where \( \sum_{j \neq k} A^k \rho^{i,j} b^j \) is the multiple access interference (MAI) introduced in the \( k \)-th user’s signal. It is clearly shown that if the summation of the absolute value of noise and MAI is larger than that of the data, an error is possibly occurred.

The MF output in Equation (2.54) can also be express in matrix form

\[ y_{MF} = S^T r = S^T S A b + n' = R A b + n' \quad (2.55) \]

where

\[ y_{MF} = \left[y_{MF}^1, y_{MF}^2, \ldots, y_{MF}^K\right]^T \quad (2.56) \]

\[ n' = \left[n'^1, n'^2, \ldots, n'^K\right]^T \quad (2.57) \]

and

\[ R = S^T S = \rho^{i,j}, \quad i, j = 1, 2, \ldots, K \]

\[ R \text{ becomes correlation matrix if } \rho^{i,j} = 1, \quad i = j, \text{ and } R \text{ is a crosscorrelation matrix if } \rho^{i,j} = \rho^{j,i}. \]

**MMSE Detector for CDMA Systems**

The linear detectors mainly include the zero-forcing detector [5] and the minimum mean square error (MMSE) [6]. The zero-forcing detector multiplies the output of the conventional MF with the inverse of the correlation matrix. The zero-forcing detector output, defined by \( y_{ZF} \), is given by

\[ y_{ZF} = R^{-1} S^T r = A b + R^{-1} S^T n \quad (2.59) \]
The $y_{ZF}$ fully decouples the multiuser signal. However, it suffers from the noise enhancement [56] as it is shown in the second term of Equation (2.59). Although, the MAI is perfectly removed, this process increases the noise level. In extreme cases, the additional noise may be higher than the MAI. Therefore, the zero-forcing detector performance deteriorates more than the MF.

![Figure 2.11 MMSE detector for CDMA systems]

The MMSE detector can solve the noise enhancement problem of the zero-forcing detector. The structure of the MMSE detector can be depicted in Figure (2.11). The output of the linear MMSE filter [56] for user $k$-th is

$$y_{MMSE}^k = W^T y_{MF}$$

(2.60)

where $W$ is a matrix of MMSE filter coefficients, and $y_{MF}$ is the matched filter output vector. The MMSE filter coefficients can be obtained by minimizing the mean square error between the transmitted signal and the detector output

$$\zeta = \min E\{\|Ab - W^T y_{MF}\|^2\}$$

(2.61)

Verdu [56] has proved that the solution for the coefficients is
The MMSE detection can be written as

$$y_{\text{MMSE}} = \left[ R + \sigma^2 A^{-2} \right]^{-1} S^T r$$  \hspace{1cm} (2.63)$$

The MMSE detector takes the background noise into account, it generally provides better performance than the zero-forcing detector. However, both the zero-forcing and MMSE detectors require matrix inversion of the correlation matrix. Hence, the computational complexity is very high, especially when the number of user is increased.

**Zero-Forcing Detector for MIMO Channel**

In the MIMO channel with $N$ transmit and $M$ receive antennas, the zero-forcing (ZF) detector equalizes the received signal by applying the linear transformation. The output of the ZF receiver, defined by $y$, [57] is obtained as

$$y = H^\dagger r = x + H^\dagger n$$  \hspace{1cm} (2.64)$$

where $r$ is defined by Equation (2.2) and $n$ is $(M \times 1)$ vector of the AWGN noise with zero mean and noise variance of $\sigma^2$. $H^\dagger$ denotes the Moore-Penrose inverse of the channel matrix $H$, defined by Equation (2.3). $H^\dagger$ is given by [57]

$$H^\dagger = \begin{cases} (H^H H)^{-1} H^H & \text{if } M \geq N \\ H^H (H H^H)^{-1} & \text{if } M < N \end{cases}$$  \hspace{1cm} (2.65)$$

where $N$ and $M$ are transmit and receive antennas, respectively.
In MIMO systems, the correlation between the transmit antennas in the system introduces co-channel interference (CCI) as shown in Equation (2.7). Although, the ZF receiver removes the CCI completely, the noise level is increased as shown in the last term in (2.64).

**Linear MMSE detector**

In the MMSE detection algorithm, the expected value of the mean square error between the transmitted vector $\mathbf{x}$ and linear combination of the received vector $\mathbf{w}^H \mathbf{r}$ is minimized by

$$
\min E(\mathbf{x} - \mathbf{w}^H \mathbf{r})
$$

(2.66)

where $\mathbf{w}$ is an $M \times N$ matrix of linear combination coefficients given by [56]

$$
\mathbf{w}^H = \left[ \mathbf{H}^H \mathbf{H} + \sigma^2 \mathbf{I}_N \right]^{-1} \mathbf{H}^H
$$

(2.67)

where $\sigma$ is noise variance and $\mathbf{I}_N$ is an $N \times N$ identity matrix. The decision statistics for the symbol sent from antenna $i$ at time $t$ is obtained as [20]

$$
y_i^t = \mathbf{w}_i^H \mathbf{r}
$$

(2.68)

where $\mathbf{w}_i^H$ is the $i$-th row of $\mathbf{w}^H$ consisting of $M$ components. The estimate of the symbol sent by antenna $i$, denoted by $\tilde{x}_i^t$, is obtained by making a hard decision on $y_i^t$

$$
\tilde{x}_i^t = Q(y_i^t)
$$

(2.69)

The above linear equalization methods are based on multiplying the received vector by a detection matrix and then detect the symbols separately. It is obviously shown that the
detector only suppresses the interference and calculates the hard decision outputs of all transmit antennas by using Equation (2.69).

To further improve the system performance, a combined interference suppression and interference cancellation techniques is required. For example of the linear MMSE detector, the receiver begins from the antenna $N$ and computes its signal estimate by using Equation (2.68) and Equation (2.69). The received signal form the antenna $N$ is denoted by $r^N$. To calculate the received signal of the next antenna $(N-1)$, the interference contribution of the hard estimate $\tilde{x}_N^N$ is subtracted from the received signal $r^N$, and the result, denoted by $r^{N-1}$ is used to calculate the decision statistic for antenna $(N-1)$ in (2.68), and its hard estimate from (2.69). The process is repeated until the signal for the first antenna is obtained. After detection of the hard estimate $\tilde{x}_i^i$, the received signal for the level $i-1$, denoted by $r^{i-1}$, is calculated by [20]

$$r^{i-1} = r^i - \tilde{x}_i^i h_i$$

(2.70)

where $h_i$ is the $i$-th column in the channel matrix $H$.

Both the MMSE and the decorrelation detector require inversion of the correlation matrix, which costs a significant computational complexity. Therefore, an adaptive detection will be an alternative for a receiver design.

### 2.5.2 Interference cancellation detectors

Besides the linear detection schemes, researchers have also proposed non-linear detectors that use the interferers’ data to detect that of the desired user. Interference cancellation (IC) detectors employ temporary data estimates to reconstruct the interference, and then subtract it from the received signal. The idea of interference
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cancellation has been mainly applied to cancel the MAI in CDMA systems [58]. However, the same concept could be applied to MIMO systems to improve the detection of each single data stream transmitted from the different transmit antennas. In MIMO systems, the CCI is one of the crucial problems degrading the system performance. The estimate of the interferers is then required at the receiver to reconstruct and subtract from the received signal to improve to the desired signal’s detection. This basic approach generally requires multiple stages to recursively refine the mitigation of the interference. In addition, the reliability of the interference estimation is significant for correct interference cancellation. In particular, if the interference estimation is incorrect, the process might dramatically degrade the performance due to error propagation and instability. The IC detectors include two classes, namely successive interference cancellation (SIC) and parallel interference cancellation (PIC).

The SIC based receiver first detects the symbols of an arbitrarily chosen layer using conventional detector schemes such as ZF or MMSE detectors, assuming that the other symbols from the remaining layers are interferences. Upon detection of the chosen symbol, its contribution from the received signal vector is subtracted and the procedure is repeated until all symbols are detected. In the absence of error propagation the SIC converts the MIMO channel into a set of parallel SISO channels with increasing diversity order at each successive stage [33]. In practice, error propagation will be encountered, especially in the absence of an adequate temporal coding for each layer. The error rate performance will be dominated by the first stream decoded by the receiver.

An improved SIC processor is obtained by choosing the stream with the highest signal to interference plus noise ratio (SINR) at each decoding stage. Such a receiver is known as an Ordered SIC (OSIC) receiver or V-BLAST detector [59-62], since they have been used successfully for BLAST architectures. The OSIC receiver reduces the probability of error propagation by realizing a selection diversity gain at each decoding step. However, the OSIC receiver requires slightly higher complexity than the SIC receiver, resulting from the need to compute and compare the SINRs of the remaining streams at each stage. A main problem with the SIC or the OSIC methods for CCI cancellation is the delay inherent in the implementation of the canceller, since it requires one symbol delay per
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layer [10]. This problem may be alleviated to some extent by devising methods that perform interference cancellation in parallel [11].

As in the SIC receiver, the interference estimates are generated and removed from the received signal before making decisions on the transmitted symbol estimates. On the other hand, the PIC detectors perform the interference estimation and cancellation simultaneously at each stage for all the layers. In [11], P. Patel and J. Holtzman showed that for asynchronous DS-CDMA systems, SIC receivers are superior to PIC receivers in Rayleigh fading channels without power control. However, the PIC based receiver exhibits better performance under ideal power control, since the parallel scheme treats all users fairly and simultaneously. Therefore, if all the users’ powers at the receiver are the same, they all experience the same amount of interference. Furthermore, in point-to-point MIMO communication, it is assumed that the signals transmitted from the different antennas have a similar power at the receiver. Alternatively power control techniques can be easily employed, because only users transmit all the symbols. Therefore, the PIC receiver appears to be a better option than SIC detectors when dealing with the CCI. Furthermore, PIC is performed in parallel for all users, the delay required to complete the process is dramatically reduced in comparison with SIC scheme.

The original work on PICs in [11], P. Patel and J. Holtzman employed standard detection techniques at each stage such as MF or linear detectors (decorrelator or MMSE detectors) to estimate the MAI. The interference was then simultaneously removed from all users for the next stage. Between the two stages, demodulation of the users’ data and hard decisions were performed to regenerate the MAI. The iteration can be performed as many times as needed. In general, the performance of the detector should continuously improve with an increasing number of iterations. Hence the PIC detection method has been regarded as a promising MUD technique [63-65]. The disadvantage is that the risk of error propagation still exists. The PIC receiver can fully remove the MAI if the temporary decision is correct. However, if the temporary decision is wrong, the error will be increased after the PIC. Therefore the PIC based on hard decisions in each of the iterations carries the risk of oscillation, which means that the performance becomes worse with an increasing number of iterations, especially in the early stages of the iterative
process. Accordingly, some schemes have been developed that attempt to guarantee the convergence of the PIC [8, 66-68].

A straightforward enhancement is to use a soft decision rather than a hard decision in each iteration except the last iteration. If an appropriate algorithm is used, the amplitude of a symbol estimate may represent its reliability. The resulting approach is named soft-in soft-out PIC. A similar soft decision-based approach, partial PIC, is proposed in [66-68].

Another approach to the oscillation problem encourages us to try to improve the performance in the first iteration, which is the weakest link. The decorrelating and MMSE detectors are both considered as the first stage of the process.

2.5.3 Adaptive Detectors

Another alternative detection technique is an adaptive signal processing scheme, based on recursive solutions such as the least mean square (LMS) [18, 69] algorithms. The advantages of using adaptive signal processing technique are its capacity to track the channel variations without prior knowledge of channel state information and its simplicity and robustness to the signal.

The LMS algorithm can be attributed to its simplicity and robustness to the signal statistic. Moreover, the LMS algorithm does not require matrix inversion, which has a high computational complexity.

![Figure. 2.12 An N-tap transversal adaptive filter.](image)
Consider a transversal filter as in Figure 2.12. The filter input and tap-weight vector are defined, respectively, by the column vectors \([69]\)

\[
\mathbf{r}(n) = [r(n), r(n-1), \ldots, r(n-N+1)]^T
\]  \hspace{1cm} (2.71)

\[
\mathbf{w}(n) = [w_0(n), w_1(n), \ldots, w_{N-1}(n)]^T
\]  \hspace{1cm} (2.72)

where \(n\) denotes the time index and the superscript \(T\) stands for transpose. The filter output [18, 69] is

\[
y(n) = \sum_{i=0}^{N-1} w_i(n)r(n-i) = \mathbf{w}^T\mathbf{r}(n)
\]  \hspace{1cm} (2.73)

The optimum tap coefficient vector \(\mathbf{w}_o\) is the one that minimizes the mean square error function

\[
\zeta(n) = E[e^2(n)]
\]  \hspace{1cm} (2.74)

where

\[
e(n) = d(n) - y(n)
\]  \hspace{1cm} (2.75)

To adapt the tap coefficient \(\mathbf{w}(n)\), \(e(n)\) is minimized in the mean square sense. By using a conventional LMS algorithm, which is a stochastic implementation of the steepest descent algorithm, the tap coefficient can be obtained by

\[
\mathbf{w}(n+1) = \mathbf{w}(n) - \mu \nabla e^2(n)
\]  \hspace{1cm} (2.76)

where \(\mu\) is the algorithm step-size parameter and \(\nabla\) is the gradient operator defined as a column vector [69]
\[ \nabla = \begin{bmatrix} \frac{\partial}{\partial w_0}, \frac{\partial}{\partial w_1}, K, \frac{\partial}{\partial w_{N-1}} \end{bmatrix}^T \]  

(2.77)

Note that the \( i \)-th element of the gradient vector \( \nabla e^2(n) \) is

\[ \nabla e^2(n) = 2e(n) \frac{\partial e(n)}{\partial w_i} \]  

(2.78)

Substituting Equation (2.75) in the last factor on the right-hand side of Equation (2.78) and \( d(n) \) is independent of \( w_i \), we obtain

\[ \frac{\partial e^2(n)}{\partial w_i} = -2e(n) \frac{\partial y(n)}{\partial w_i} \]  

(2.79)

Substituting for \( y(n) \) from Equation (2.73), we get

\[ \frac{\partial e^2(n)}{\partial w_i} = -2e(n)r(n-i) \]  

(2.80)

Using the gradient operator in Equation (2.77), we obtain

\[ \nabla e^2(n) = -2e(n)r(n) \]  

(2.81)

where \( r(n) \) is defined in Equation (2.71). Therefore the tap coefficient \( w(n) \) can be recursively calculated by [69]

\[ w(n+1) = w(n) + 2\mu e(n)r(n) \]  

(2.82)
Although, the LMS algorithm is simple to implement with low computational complexity, it has a slow convergence speed. To improve the convergence speed of the LMS algorithm, several adaptive algorithms based on the least square error algorithm have been proposed. The partially filtered gradient LMS (PFGLMS) [21] algorithm based on an exponentially weighted least square error is one of the adaptive algorithms, which improve the convergence speed of the LMS algorithm with a slight increase in complexity.

A more accurate estimate of the minimum error function in Equation (2.74) is introduced with exponentially weighted least square errors and defined by [21]

$$\zeta(n) = \frac{1}{2} \sum_{l=0}^{n} \lambda^{l-1} e^2(l)$$  \hspace{1cm} (2.83)

where $\lambda$ is a forgetting factor (0 ≤ $\lambda$ < 1). The MSE estimate of Equation (2.83) can be represented as

$$\zeta(n) = \lambda \zeta(n-1) + \frac{1}{2} e^2(n)$$  \hspace{1cm} (2.84)

By taking the derivative of Equation (2.84) with respect to filter tap coefficients, $w(t)$, then the negative gradient vector, defined by $g(t)$, can be represented by [21]

$$g(n) = -\nabla \zeta(n) = \lambda g(n-1) + \frac{1}{2} r(n)e(n)$$  \hspace{1cm} (2.85)

To achieve a more effective estimate of the MSE, the weighted least mean square error is modified as follows

$$\zeta(n) = \frac{1}{2} \left( e^2(n) + \sum_{l=0}^{n} \lambda^{n-l} e^2_l \right) = \frac{1}{2} e^2(n) + \zeta'(n)$$  \hspace{1cm} (2.86)

where

$$\zeta'(n) = \frac{\sum_{l=0}^{n} \lambda^{n-l} \zeta^2_l}{2}$$  \hspace{1cm} (2.87)
and $\gamma$ is a scaling factor ($0 \leq \gamma < 1$), which is required to take a fractional portion of square errors. The negative gradient vector is then given by
\[
g(t) = -\nabla \zeta(n) = r(n)e(n) + \hat{g}(n)
\] (2.88)
with
\[
\hat{g}(n) = \hat{\lambda}(n-1) + \gamma r(n)e(n)
\] (2.89)
Therefore the tap coefficient $w(n)$ can be recursively calculated by
\[
w(n+1) = w(n) + \mu \gamma_\lambda g(n)
\] (2.90)
It is obvious that the LMS adaptive filter scheme is simple to implement with low computational complexity and capable to track the channel variation by recursively updating the filter tap coefficients. The adaptive LMS filter only requires a training sequence to adapt the tap coefficients of the filter. The partially filtered gradient LMS (PFGLMS) [21] algorithm, which has a faster convergence speed, is also applicable to improve the performance of the LMS algorithm with a slight increase in computational complexity. Therefore, the LMS and PFGLMS algorithms will be applied to use for the design of the proposed low complexity adaptive iterative receivers in this thesis.
Chapter 3

Time-domain Adaptive Iterative Receivers for Space-time Coded MIMO Systems

As mentioned in the previous chapter, the performance of layered space-time coding systems is limited by the co-channel interference (CCI), caused by the interference from other layers in the system. To solve this limitation, two main types of receivers, namely non-adaptive iterative and adaptive iterative receivers have been investigated. In this chapter, we consider a communication structure for layered space-time architectures. We focus only on the threaded layered space-time (TLST) structure, in this thesis. A joint iterative detection and decoding scheme based on the turbo principle is described.

An adaptive iterative receiver for threaded layered space-time coded (TLSTC) systems is proposed. The proposed receiver is based on a joint adaptive iterative detection and a decoding algorithm that adaptively suppresses and cancels co-channel interference. The LMS algorithm and Maximum A Posteriori (MAP) algorithm are utilized in the receiver structure. A partially filtered gradient LMS (PFGLMS) algorithm is also applied to improve the convergence speed and tracking ability of the adaptive detector with a slight increase in complexity. The aim of this thesis is to design an adaptive iterative receiver
using the turbo decoder, not to design coders or decoders. The reader can obtain a comprehensive introduction to the turbo codes from many research articles [45]. The proposed receiver is analyzed in a slow and fast Rayleigh fading channels in multiple-input multiple-output (MIMO) systems.

**3.1 Introduction**

Multiple-input multiple output (MIMO) systems have recently emerged as one of the most significant technical advances in modern communications. This technology promises to solve the capacity bottleneck in wireless communication systems [35]. G. J. Foschini. and M. J. Gans showed in [42] that a Diagonal Bell Laboratories Layered Space-Time (DBLAST) MIMO system using a combination of forward error control (FEC) codes can exploit spatial diversity to asymptotically achieve outage capacity. El Gamal et.al., [70] proposed a threaded layered space-time code (TLSTC) structure, which has an improved bandwidth efficiency compared to the DBLAST structure.

In LSTC systems, co-channel interference from adjacent layers limits the system performance. To reduce the co-channel interference, S. Marinkovic et. al., [7] and Gamal et.al in [70] have proposed iterative receivers in which combined detection and decoding are proposed, based on the turbo principle. The receiver scheme, proposed by Gamal et.al., [70], implements Minimum Mean Square Error (MMSE) detection with soft-output Viterbi Algorithm (SOVA) decoding in the iterative receiver. In [7], S. Marinkovic et. al., proposed a combination of Parallel Interference Cancellation (PIC) detection with MAP decoding. Both approaches depend on additional channel estimation, and exhibit near interference-free single user performance for certain ranges of the signal to noise ratio (SNR) under the assumption of perfect channel state information (CSI) at the receiver.

Recently, an adaptive co-channel interference cancellation scheme for an STC system was proposed by J. Li et. al., [15]. However, the adaptive receiver design is based on linear detection, which could suffer performance degradation in a high interference
environment. Therefore, non-linear adaptive detection is necessary for improving the performance of the receiver.

In this chapter, a new adaptive iterative TLSTC receiver is proposed based on a joint adaptive iterative detection and decoding algorithm. The proposed receiver does not require channel state information (CSI) as the non-adaptive iterative receivers presented by S. Marinkovic et. al., [7] and Gamal et.al [70]. Therefore, the proposed receiver does not require a matrix inversion process in the system. As a result, the complexity of the proposed receiver is less than that of the non-adaptive iterative receiver. Moreover, this adaptive iterative receiver has the advantage of combining co-channel interference suppression and cancellation. In this chapter, we are mainly concerned with the performance gain due to interference cancellation and the tracking ability of the adaptive iterative structures. We show that the adaptive iterative receiver provides a significant performance improvement compared to a single iteration linear adaptive receiver. The computational complexity of the adaptive iterative receiver is also lower than that of the non-adaptive iterative receiver.

This chapter is organized as follows: Section 3.2 describes the LSTC systems and channel models as well as the proposed adaptive iterative receiver structure. An analysis of the computational complexity is investigated in Section 3.3. The simulation results are discussed in Section 3.4, followed by the conclusion in Section 3.5.

3.2 System Model

A layered space-time coding system transmission through a Rayleigh slow and fast fading channel is analyzed. A threaded layered space-time coding (TLST) system is used in this thesis. The transmitter and receiver structures for a single user are described.

3.2.1. Transmitter structure

A TLST transmitter structure is depicted in Figure. 3.1, consisting of \( N \) transmit and \( M \) receive antennas. The binary information stream is converted by a serial to parallel
converter and encoded by a convolutional encoder to produce a coded data stream for each layer, corresponding to each of the $N$ transmit antennas. The layered coded data streams are then modulated and fed into a spatial interleaver, $(\Pi)$, to distribute a coded stream for all layers among $N$ transmit antennas. After time interleaving, $(\Pi)$, the coded symbols of each layer are simultaneously and synchronously transmitted from the $N$ transmit antennas through the MIMO channel.

Let $\mathbf{x}_t$ be an $N \times 1$ vector of the transmitted symbols across the $N$ transmit antennas, defined by

$$
\mathbf{x}_t = \left[ x_{t1}^1, x_{t2}^1, \ldots, x_{tN}^1 \right]^T
$$

where $x_{ti}^j$ is the coded symbol of the $i$-th antenna, at time interval $t$. The transmitted symbols vector $\mathbf{x}_t$, is then transmitted simultaneously through a MIMO channel. The received signal at each of the $M$ receive antennas can be considered as a superposition of all $N$ transmitted symbols and additive white Gaussian noise (AWGN). The received signal vector, denoted by $\mathbf{r}_t$, at the time interval $t$, can be represented as [20]

$$
\mathbf{r}_t = \mathbf{H}_t \mathbf{x}_t + \mathbf{n}_t
$$

where $\mathbf{r}_t$ is an $M \times 1$ column vector of the received signals across the $M$ receive antennas, at time interval $t$, defined by $\mathbf{r} = [r_1, r_2, \ldots, r_M]^T$. $\mathbf{H}_t$ is an $M \times N$ complex channel matrix.
The element of $\mathbf{H}_i$, denoted by $h_{ji}^t$, is a fading attenuation coefficient at time $t$ from the $i$-th transmit antenna, $i = 1, K, N$, to the $j$-th receive antenna, and $j = 1, K, M$. We assume synchronous transmission from various transmit antennas. The transmitted power of each layer is assumed to be $P/N$, where the $P$ is total transmitted power and $N$ is the number of transmit antennas. The fading coefficient amplitudes are Rayleigh distributed with the mean square value normalized so that the received power for each of $M$ receive antennas is equal to the total transmitted power. That is

$$
E \left\{ \left( \sum_{i=1}^{N} h_{ji} x_i \right) \left( \sum_{i=1}^{N} h_{ji}^* x_i \right)^H \right\} = P
$$

(3.4)

This imposes the following restriction on the channel coefficients

$$
E \left( \sum_{i=1}^{N} h_{ji} h_{ji}^H \right) = 1
$$

(3.5)

The phases of the channel coefficients are uniformly distributed between $(0, 2\pi)$.

$n_i$ is an $M \times 1$ vector of the AWGN noise with a zero mean and the noise variance of $\sigma^2$ at time $t$, given by

$$
n_i = [n_{1i}, n_{2i}, \ldots, n_{Mi}]^T
$$

(3.6)
3.2.2 Receiver Structures

The challenge in detection of space-time signals is to design a low-complexity detector, which efficiently removes the CCI and approaches the interference bound. The iterative processing principle, as applied in turbo coding [45, 71], has been successfully extended to joint detection and decoding [7, 9, 70, 72]. The block diagram of an iterative LSTC receiver structure is shown in Figure. 3.2. It consists of two stages: a soft-input soft-output (SISO) detector followed by $N$ parallel SISO channel decoders. Time and spatial deinterleavers and spatial and time interleavers separate the two stages.

The decoder can apply a number of the soft output decoding algorithms. However, the maximum a posteriori (MAP) approach [73], which minimizes the bit error probability at the decoder output, is employed in this structure. The detail of the MAP algorithm will be described later. For the detectors, two receiver structures are investigated in this chapter. They are based on a non-adaptive iterative receiver, and adaptive iterative receiver algorithms.

3.2.2.1 Non-adaptive Iterative Receiver

A non-adaptive iterative receiver or iterative receiver based on a joint minimum mean square error decision feedback (MMSE-DF) detection and decoding scheme is described. An iterative MMSE-DF detector consists of a soft-input soft-output (SISO) feed-forward and feedback filters, as shown in Figure. 3.3.
In the first iteration, the feed-forward filter performs interference suppression without the interference cancellation process because there are no estimated symbols from the output of the MAP decoder. After the first iteration, the feedback filter is included into the detection process. The estimated symbols from the output of the decoder are fed back to the feedback filter to cancel the interference from other antennas in the detection process. The detected symbol obtained at the output of the MMSE detector in the $k$-th iteration at time $t$, for layer $i$, denoted by $y_{i,k}^t$, is given by\[9\]

$$y_{i,k}^t,_{MMSE} = w_{i,k}^f H f(t) r_j + w_{i,k}^b H b(t) \hat{x}_r$$

(3.7)

where $w_{i,k}^f(t)$ is an $M \times 1$ feed-forward coefficient vector, represented as

$$w_f(t) = [w_{f,0}(t), w_{f,1}(t), ..., w_{f,M-1}(t)]^T$$

(3.8)

and $w_{i,k}^b(t)$ is an $(N-1) \times 1$ feedback coefficient vector, that can be written in the form

$$w_b(t) = [w_{b,0}(t), w_{b,1}(t), K, w_{b,i-1}(t), w_{b,i+1}(t), K, w_{b,N-1}(t)]^T$$

(3.9)
\( \hat{x}^{i,k}_t \) is an \((N - 1)\times 1\) vector of the estimated symbols from the output of the SISO MAP decoders at the \(k\)-th iteration at time \(t\) for other antennas, given as

\[
\hat{x}^{i,k}_t = \left( \hat{x}^{1,k}_t, \hat{x}^{2,k}_t, ..., \hat{x}^{i-1,k}_t, \hat{x}^{i+1,k}_t, ..., \hat{x}^{N,k}_t \right)^T
\]  
(3.10)

The decoder calculates the log-likelihood ratio (LLRs) for the transmitted symbols at a particular time instant for each transmit antenna. The LLRs values then are used to calculate the transmitted symbol estimates, \( \hat{x}^{i,k}_t, l = 1, 2, K, i - 1, i + 1, K, N. \)

The second term in Equation (3.7) represents the cancelled interference, denoted by a scalar feedback coefficient \( c^{i,k}_b(t) \) and given by [9]

\[
c^{i,k}_b(t) = w^{i,k}_b(t) \hat{x}^{i,k}_t
\]  
(3.11)

Therefore, the detected symbol, \( y^{i,k}_t \), can be written as

\[
y^{i,k}_t, MMSE = w^{i,k}_f(t) r + c^{i,k}_b(t)
\]  
(3.12)

The values of \( w^{i,k}_f(t) \) and \( c^{i,k}_b(t) \) are calculated by minimizing the mean square error between the transmitted symbol and its estimate, given by

\[
\zeta(t) = \mathbb{E}\left[ |y^{i,k}_{t,MMSE} - x^{i,k}_t|^2 \right]
\]  
(3.13)

Let us assume that there is perfect knowledge of the channel coefficients matrix \( \mathbf{H} \) during time \( t \). Define \( \mathbf{H}_{r,i} \) as the \( i \)-th column of the channel matrix \( \mathbf{H}_r \), representing an \( M \times 1 \) vector of the complex channel gains for the \( i \)-th transmit antenna, \( \mathbf{H}^H_{r,i} \) is a conjugate
3.2.2 System Model (Receiver Structures)

The transpose of $H_{t,i}$ and $H_{i}^{H}$ is an $M \times (N-1)$ matrix composed of the complex channel gains for the other $(N-1)$ transmit antennas at time $t$. Also define

$$A_i = H_{t,i} H_{i}^{H}$$

(3.14)

$$B_i = H_{t,i}^{H} \left[ I_{N-1} - \text{diag} \left( \hat{x}_i^{i,i,k}, \hat{x}_t^{i,k} \right) + \hat{x}_i^{i,k} \hat{x}_t^{i,k} \right] H_{i}^{H}$$

(3.15)

$$D_i = H_{t,i} \hat{x}_t^{i,k}$$

(3.16)

$$R_i = \sigma_i^2 I_M$$

(3.17)

where $I_{N-1}$ and $I_M$ are $(N-1) \times (N-1)$ and $M \times M$ identity matrices, respectively. The optimum feed-forward and feedback coefficients are given by [9]

$$w_{f}^{i,kT}(t) = H_{t,i}^{H} \left( A_i + B_i + R_i - D_i D_i^{H} \right)^{-1}$$

(3.18)

$$c_b^{i,kT}(t) - w_{f}^{i,kT}(t) D_i$$

(3.19)

From (3.18), it is obvious that the complexity of computing an $M \times M$ inverse matrix is approximately in the order of $M^3$ [74]. Another drawback of the non-adaptive iterative MMSE receiver is the requirement of the CSI at the receiver. In practice, there is no knowledge of the CSI at the receiver. Therefore, an adaptive algorithm, which requires only a training sequence, is proposed in this thesis to reduce a high computational complexity. Detail of the adaptive algorithm will be discussed in the next section.
### 3.2.2.2 Adaptive Iterative Receiver

As we mentioned in the previous section that the computational complexity of a non-adaptive iterative MMSE receiver is very high due to a matrix inversion process. The adaptive algorithm is an alternative algorithm, used to reduce such a high computational complexity workload. The adaptive structure based on SISO feedback equalization is employed, as shown in Figure. 3.4. Training sequences are transmitted at the start of the transmission. The adaptive structure consists of two linear filters, one for the feed-forward filter and one for the feedback filter.

![Figure. 3.4 Block diagram of adaptive iterative MMSE Receiver](image)

A well-known least mean square (LMS) algorithm [18] is used in the feed-forward and feedback filter because of its simplicity and numerical stability. The detected symbol obtained at the output of the SISO detector in the $k$-th iteration at time $t$, for layer $i$, denoted by $y_{i,LMS}^{i,k}$, is given by [9]

$$y_{i,LMS}^{i,k} = w_f^{i,kH}(t)r_{i} + w_b^{i,kH}(t)\hat{x}_{i}^{i,k}$$  \hspace{1cm} (3.20)
The feed-forward coefficient vector $\mathbf{w}_f^{i,k}(t)$ and feedback coefficient vector $\mathbf{w}_b^{i,k}(t)$ are defined in (3.8) and (3.9), respectively, and determined recursively by an adaptive Least Mean Square (LMS) algorithm [18]. To calculate the coefficients $\mathbf{w}_f^{i,k}(t)$ and $\mathbf{w}_b^{i,k}(t)$ adaptively for a particular time instant $t$, the mean squared error, defined by $\zeta(t)$, for the LMS algorithm is given by [18]

$$
\zeta(t) = E \left[ (\mathbf{w}_f^{i,k}(t))^T \mathbf{r}_t + (\mathbf{w}_b^{i,k}(t))^T \mathbf{\hat{x}}_t^{i,k} - x_t^{i,k} )^2 \right] \quad (3.21)
$$

where

$$
\mathbf{w}_f^{i,k}(t + 1) = \mathbf{w}_f^{i,k}(t) + \mu_f e(t) \mathbf{r}_t \quad (3.22)
$$

$$
\mathbf{w}_b^{i,k}(t + 1) = \mathbf{w}_b^{i,k}(t) + \mu_b e(t) \mathbf{\hat{x}}_t^{i,k} \quad (3.23)
$$

$\mu_f$ and $\mu_b$ are the step sizes for the feed-forward and feedback adaptations respectively.

As the LMS algorithm has slow convergence and may not track in a non-stationary environment very well, the partially filtered gradient LMS (PFGLMS) [21] algorithm based on an exponentially weighted least square error is used to improve the convergence speed of the LMS algorithm with a slight increase in complexity. The conventional LMS algorithm requires $2M+1$ multiplications and the same number of additions for each received data symbol. However, the PFGLMS algorithm requires $4M+1$ multiplications and the same number of additions for each received data symbol. Therefore, the computation complexity is approximately in the order of $M$ for both the LMS and PFGLMS algorithm.
To apply the PFGLMS algorithm, as mentioned in Chapter 2, to the adaptive iterative
detector, as proposed in this thesis, the detected symbol obtained at the output of the
SISO detector in the $k$-th iteration at time $t$, for layer $i$, denoted by $y_{i,PFGLMS}^{j,k}$, is given by

$$y_{i,PFGLMS}^{j,k} = w_f^{j,k}(t) r_t + w_b^{j,k}(t) \hat{x}_t^{i,k}$$  (3.24)

the modified feed-forward and feedback coefficients of the PFGLMS algorithm for
MIMO systems can be expressed by [21]

$$w_f^{i,k}(t + 1) = w_f^{i,k}(t) + \mu_f g_f^{i,k}(t)$$  (3.25)

and

$$w_b^{i,k}(t + 1) = w_b^{i,k}(t) + \mu_b g_b^{i,k}(t)$$  (3.26)

where $\mu_f$ and $\mu_b$ are the step sizes for the feed-forward and feedback adaptations,
respectively.

$$g_f^{i,k}(t) = e(t) r_t + \hat{g}_f^{i,k}(t)$$

and

$$\hat{g}_f^{i,k}(t) = \lambda_f \hat{g}_f^{i,k}(t - 1) + \gamma_f e(t) r_t$$  (3.27)

$$g_b^{i,k}(t) = e(t) \hat{x}_t^{i,k} + \hat{g}_b^{i,k}(t)$$

and

$$\hat{g}_b^{i,k}(t) = \lambda_b \hat{g}_b^{i,k}(t - 1) + \gamma_b e(t) \hat{x}_t^{i,k}$$  (3.28)

where $(\lambda_f, \lambda_b)$ and $(\gamma_f, \gamma_b)$ are the forgetting factors and the scaling factors, respectively,
and $\hat{g}_f^{i,k}(0) = \hat{g}_b^{i,k}(0) = 0$.

3.2.3 MAP decoding Algorithm

In the proposed receiver structure, the detection outputs for layer $i$ for a whole block of
transmitted symbols from vector, $y^{j,k}$, are passed to time de-interleaved, followed by a
spatial deinterleaver. The well-known SISO MAP [19] decoder takes the spatial deinterleaver output as a soft-input to the decoder. Based on the turbo principle, the soft-output from the decoder is used to calculate the interference, which is subtracted from the detector output in the next iteration. This iterative detection/decoding process is performed until the symbol estimate converges to the optimal performance. The soft-output from the decoder in the last iteration is then fed into a decision device to produce a decision.

Let $\lambda_{i,k}^{l,t}$ be log-likelihood ratios (LLR) for the transmitted modulated symbols 1 and $-1$ for the $k$-th iteration for the $i$-th transmit layer, at the particular time instants, given by [20]

$$
\lambda_{i,k}^{l,t} = \log \left( \frac{P(x_{i,k} = 1|y_{i,k})}{P(x_{i,k} = -1|y_{i,k})} \right)
$$  \hspace{1cm} (3.29)

The soft-output symbols estimate in the $i$-th layer and $k$-th iteration can be determined as functions of the LLR, given in Equation (3.30) [20]

$$
\hat{x}_{i,k}^{l,t} = \frac{e^{\lambda_{i,k}^{l,t}} - 1}{e^{\lambda_{i,k}^{l,t}} + 1}
$$  \hspace{1cm} (3.30)

### 3.3 Complexity Analysis

In this section, we define the receiver computation complexity as the required number of signal processing operations per coded symbol and per layer. As we want to compare the receiver complexity between the non-adaptive and adaptive iterative receiver, we will consider only the complexity of the detector since the decoder is the same for both implementations.
The computational complexity of a non-adaptive detector is very high due to the matrix inversion process. In a non-adaptive algorithm, we only consider the complexity based on the total multipliers requires in the receiver. For each coded symbol per layer and per iteration, the non-adaptive feed-forward filter, corresponding to Equation (3.12) and Equation (3.14) to Equation (3.18), requires $M^3 + 4M + 4(N-1)$ multipliers to perform interference suppression, where $N$ and $M$ are a number of transmit and receive antennas. The feedback filter, corresponding to Equation (3.19), requires $M$ multipliers to perform interference cancellation. As a result, the total complexity of the non-adaptive iterative receiver consists of $NI\left(M^3 + 5M + 4(N-1)\right)$ multipliers for $N$ layers and $M$ receive antennas at $I$ iterations.

On the other hand, the computational requirement for the adaptive iterative receiver based on the conventional LMS algorithm requires $2M + 1$ multiplications for a feed-forward filter and $2(N-1) + 1$ multiplications for a feedback filter. The total computational requirement for the LMS algorithm is $NI(2M + 2N)$ multiplications for $N$ transmit and $M$ receive antennas at $I$ iterations.

The PFGLMS algorithm requires $4M + 1$ multiplications and $4(N-1) + 1$ for a feed-forward filter and feedback filter, respectively. Therefore, the total computational requirement for PFGLMS algorithm is $NI(4M + 4N-2)$ multiplications for $N$ transmit and $M$ receive antennas at $I$ iterations. The comparison of the complexity amongst these detectors is shown in Table 1.

Table 1. Complexity comparison between non-adaptive receivers and the proposed adaptive detectors

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Number of multiplications</th>
<th>Computational Complexity $(N = 4, M = 4$, and $I = 10)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iterative MMSE receiver</td>
<td>$NI\left(M^3 + 5M + 4(N-1)\right)$</td>
<td>3840</td>
</tr>
<tr>
<td>LMS algorithm</td>
<td>$NI(2M + 2N)$</td>
<td>640</td>
</tr>
<tr>
<td>PFGLMS algorithm</td>
<td>$NI(4M + 4N-2)$</td>
<td>1200</td>
</tr>
</tbody>
</table>

$N =$ number of transmit antennas, $M =$ number of receive antennas, $I =$ number of iteration.
It can be observed from Table 1 that the computational complexity of the non-adaptive iterative MMSE receiver is very high compared to the adaptive LMS and PFGLMS detectors. For example, assuming the system consists of four transmit and four receive antennas, and performs 10 iterations, the computational complexity of a non-adaptive iterative receiver is equal to 3840; the computational complexities for the conventional LMS and PFGLMS detectors are 640 and 1200, respectively. The receiver based on the conventional LMS algorithm can save about 83% of computational complexity compared to the non-adaptive iterative MMSE receiver, and the reduction of the computational complexity in the receiver based on the PFGLMS algorithm is about 69% compared to the non-adaptive iterative MMSE receiver.

Therefore, the proposed adaptive iterative receivers, based on both the conventional LMS and PFGLMS algorithms, offer a significant reduction in computational complexity. Although, the PFGLMS algorithm has a slightly higher complexity compared to the conventional LMS algorithm, the convergence speed of the PFGLMS algorithm is faster than that of the conventional LMS. In addition, the PFGLMS algorithm provides the tracking ability to the system in a fast fading channel as shown in the next section.

3.4 Performance Results

This section presents simulation results for the LSTC non-adaptive and adaptive iterative receivers with BPSK modulation in slow and fast Rayleigh fading channels. The system operates in the training mode until the mean square error (MSE) approaches the minimum mean square error (MMSE), then it switches to the decision directed mode. The constituent codes are nonsystematic convolutional codes with the code rate R of 1/2, memory order of 3, and the generating polynomial \( g_1 = 15_8 \) and \( g_2 = 17_8 \). [19] The proposed system is simulated with various numbers of transmit and receive antennas, i.e., 2 × 2 and 4 × 2 MIMO systems, with 130 information bits per layer in each frame. After serial to parallel conversion, each layer of the LSTC system consists of 130 information
bits, followed by 266 encoded symbols per layer. The data rate is 1 Mbps at the carrier frequency $f_c$, of 2 GHz. The simulation results are represented in terms of the average bit error rate (BER) versus the ratio of the averaged energy per bit, denoted by $E_b$, to the power spectral density of the AWGN, denoted by $N_0$.

![Graph showing performance comparison between Adaptive Iterative and Non-adaptive Iterative MMSE algorithm in a quasi-static Rayleigh fading channel with $2 \times 2$ antennas system.]

**3.4.1. Performance Results on Slow Fading Channels**

The slow fading channel is modeled as a quasi-static fading channel, where each fading coefficient is constant within a frame, but changes from one frame to another and for each sub-channel. The average BER of the non-adaptive iterative MMSE receiver for various numbers of iterations under the perfect channel knowledge assumption is shown in Figure 3.5. The system performance is significantly improved for the second iteration compared to the first iteration and gradually increases for higher iterations. The BER
curves also show that the performance converges to a steady state after the third iteration. The performance of the adaptive iterative receiver based on the LMS algorithm and the non-adaptive iterative MMSE receiver are shown in Figure. 3.5. The results show that the average BER of the adaptive iterative structure approaches the performance results of the non-adaptive iterative MMSE receiver.

![Figure 3.5 Performance curves](image)

Figure 3.6 presents the performance of the systems between a $2 \times 2$ antennas system and $4 \times 2$ antennas system. Since the system with $4 \times 2$ antennas utilizes more transmit antennas, the interference caused by other transmit antennas is increased corresponding to the number of transmit antennas in use. Consequently, the performance of the system of $4 \times 2$ antennas is decreased compared to a $2 \times 2$ antennas system.
Figure 3.7 The convergence speed of the conventional LMS and PFGLMS algorithm

Figure 3.7 presents a comparison of the convergence speeds of the LMS and PFGLMS receiver at the first iteration. The figure shows that the convergence speed of the PFGLMS receiver outperforms that of the conventional LMS receiver. The convergence rate of the PFGLMS algorithm is about three times faster than that of the conventional LMS algorithm. The average BER of both structures, non-adaptive and adaptive receivers, is presented in Figure 3.8. The result shows that the PFGLMS algorithm has a good tracking ability compared to the LMS algorithm on rich scattering environments. The average BER of the PFGLMS receiver is close to the average BER of the MMSE receiver in the last iteration. Therefore, the PFGLMS receiver is more convenient for rich scattering environments.
Figure 3.8 Performance between Adaptive Iterative and Non-adaptive Iterative MMSE algorithm in a quasi-static Rayleigh fading channel with a $4 \times 2$ antennas system

### 3.4.2. Performance Results on Fast Fading Channels

In the fast fading channel, the fading coefficients are constant within each symbol period and vary from one symbol to another. The performance of the proposed receiver with perfect knowledge of CSI at various fading rates is shown in Figure 3.9. The figure shows that the average BER decreases when the fading rate is increased, since the MAP decoder performance is sensitive to the fade rates. When the fade rate is increased, the inputs to the MAP decoder are less correlated and the decoder has a better performance. On the other hand, the LMS adaptive detector is sensitive to the channel estimation accuracy [75]. Therefore the average BER of the LMS adaptive iterative receiver is
increased because of inaccurate channel estimation in the fast fading channel. Therefore, the average BER of the LMS receiver increases when the fade rate is increased as shown in Figure 3.10. Figure 3.11 presents the comparison of the MMSE, LMS and PFGLMS receivers at the normalized fading rate of 0.0002. The result shows that the PFGLMS algorithm has good tracking ability compared to the LMS algorithm on a fast fading channel. The average BER of the PFGLMS receiver is close to the average BER of the MMSE receiver in the first iteration. Therefore, the PFGLMS receiver is more convenient for the fast fading channels.

Figure 3.9 Performance of the non-adaptive iterative MMSE receiver in various normalized fading rates with perfect channel knowledge
Figure 3.10 Performance of the LMS adaptive iterative receiver in various normalized fading rates with imperfect channel knowledge.
Figure 3.11  Comparison between the non-adaptive iterative MMSE algorithm and adaptive (LMS and PFGLMS) iterative algorithm at the 0.0002 normalized fading rate.
3.5 Conclusions

In this chapter, the receiver structure of the proposed adaptive iterative receiver for MIMO systems based on a joint adaptive iterative detection and decoding structure has been investigated. It is shown that when dealing with multiple transmit antennas, effective detection techniques are required to avert the detrimental effect of the interference. The non-adaptive iterative receiver, such as the iterative MMSE receiver, was able to mitigate the interference caused by other antennas. The use of a decoding stage at each iteration allowed a greater performance improvement over multistage detectors, due to the higher reliability of the co-channel interference (CCI) estimation. However the computational complexity of the non-adaptive receiver is significantly high, due to the matrix inversion process.

To reduce the computational complexity, the adaptive iterative receiver is proposed. The adaptive iterative receiver reduces co-channel interference (CCI) by using interference suppression and cancellation techniques. The comparison of the complexity is considered only the complexity of the detector since the MAP decoder has been used with all detectors in the receiver structures. The complexity of the proposed receiver is lower than that of the non-adaptive receiver because there is no matrix inversion operation in adaptive detectors. The complexity is reduced from the order of $M^3$ in the non-adaptive receiver to the order of $M$ in the adaptive receiver in each received data symbol. However, there is a need for transmission of training sequences at the beginning of each simulation. Moreover, the proposed receiver based on the PFGLMS algorithm has a faster convergence speed and better tracking ability compared to the LMS receiver in both a rich scattering environment and fast fading channels with a slight increase in the complexity in terms of the number of multipliers and adders. Therefore the PFGLMS receiver needs a shorter training period than the LMS receiver. The performance of the proposed receiver approaches that of the non-adaptive iterative receiver.
Chapter 4

Frequency-domain Adaptive Iterative Receiver for Space-time Coded MIMO Systems

It is well known that a linear convolution process can be carried out either in the time domain or in the frequency domain, based on the time-frequency duality principle. As a result, a linear convolution of two vectors in the time domain can be performed in the frequency domain by using the element-wise multiplication because of the time-frequency duality principle [97]. Therefore, the equalization in the time domain can be performed in the frequency domain by using the element-wise multiplication of their frequency transform.

The frequency domain approach has been shown to have a lower computational complexity [22]. Therefore, if equalization is carried out in the frequency domain, the convolution can be avoided and thus the complexity is reduced. Therefore, in this chapter, a new low complexity adaptive iterative receiver structure employing frequency domain conventional LMS (FD-LMS) and PFGLMS (FD-PFGLMS) algorithms is explored. The adaptive iterative receiver structure in the frequency approach is modified
in the time domain receiver structure as described in Chapter 3. As we mentioned in Chapter 3, page 80, the computational complexity in the time domain approach is defined as the required number of signal processing operations per coded symbol and per layer. The number of signal operations is referred to the number of multiplications required for the convolution process in the time domain. Therefore, the computational complexity of the time domain conventional least mean square (LMS) and partially filtered gradient LMS (PFGLMS) is proportional to \((N + M)\), where \(N\) and \(M\) are a number of transmit and receiver antennas, respectively. Thus, the computational complexity of these algorithms is also proportional to \((N + M)\).

In contrast to the time domain receivers, the number of signal operations is referred to the number of multiplications required for the element-wise multiplication process in the frequency domain. Therefore, the number of the element-wise multiplication operations for the frequency domain is proportional to \(\log_2(N + M)\). Consequently, the complexity of the frequency domain LMS and PFGLMS algorithms is proportional to \(\log_2(N + M)\).

To reduce the computational complexity, the equalization is performed in the frequency domain approach by using the element-wise multiplication instead of using the linear convolution in the time domain. As a result, the computational complexity of the frequency domain approaches is significantly reduced compared to that of the time domain approaches. The simulation results also show that the system performance of the adaptive frequency domain LMS and PFGLMS receivers is identical to that of the adaptive time domain LMS and PFGLMS receivers.

### 4.1 Introduction

In the previous chapter, the adaptive iterative receiver based on the LMS and PFGLMS algorithms is described. The advantages of the LMS based receiver are the implementation simplicity and numerical stability. In addition, the computational complexity of the adaptive LMS detector is significantly lower than that of the non-adaptive iterative receiver. However, the LMS often converges slowly and the tracking
ability may not work very well in a non-stationary environment. A partially filtered gradient LMS (PFGLMS) algorithm is then applied to improve the convergence speed and the tracking ability of the adaptive structures. The total computation complexity of the adaptive iterative receiver based on the PFGLMS algorithm is still higher than that of the adaptive iterative receiver based on the conventional LMS receiver. As mentioned in the Chapter 3, the computational complexity is proportional to the number of transmit and receive antennas. Recently, a frequency domain equalizer (FDE) structure was proposed for single-input and single-output structure [76-78]. The FDE, proposed by the authors in [79-83], has been applied to MIMO systems. Such a technique offers a significant reduction in the computational complexity in comparison to the time domain approach.

In this chapter, new low complexity adaptive iterative TLSTC receivers are proposed based on a joint frequency domain adaptive iterative detection and decoding algorithm. The frequency domain adaptive iterative detectors apply the FD-LMS and FD-PFGLMS algorithms into the receiver system. The structure of the transmitter and receiver of the system is the same as the one in Chapter 3. However, at the detector end, instead of performing the convolution in the time domain, it performs the convolution in the frequency domain. These frequency domain adaptive iterative receivers also have the advantage of combining co-channel interference suppression and cancellation with a significant reduction of the complexity compared to time domain approaches. In this chapter, we are mainly concerned with the performance gain due to interference suppression and cancellation and tracking ability of the adaptive iterative structures in the frequency domain approaches. We show that the performance of the frequency domain adaptive iterative receiver is identical to the time domain adaptive receiver with a lower computation complexity.

This chapter is organized as follows: Section 4.2 describes the LSTC systems and channel models as well as the proposed adaptive iterative receiver structure. The computational complexity analysis is given in Section 4.3. The simulation results are discussed in Section 4.4, followed by the conclusion in Section 4.5.
4.2 System Model

We utilize the threaded layered space-time coded transmitter structure for a single user, as shown in Figure 3.1. Therefore, the transmitted signals of all $N$ transmit antennas are the same transmitted signals as given in Chapter 3, which is repeated here for the reader’s convenience.

Let $\mathbf{x}_i$ be an $N\times 1$ vector of the transmitted symbols across the $N$ transmit antennas, defined by

$$
\mathbf{x}_i = \begin{bmatrix} x_i^1, x_i^2, \ldots, x_i^N \end{bmatrix}^T
$$

(4.1)

where $x_i^j$ is the coded symbol of the $i$-th antenna, at time interval $t$. The transmitted symbol vector $\mathbf{x}_i$, is then transmitted simultaneously through a MIMO channel. The received signal at each of the $M$ receive antennas can be considered as a superposition of all $N$ transmitted symbols and additive white Gaussian noise (AWGN). The received signal vector, denoted by $\mathbf{r}_i$, at time $t$ can be represented as

$$
\mathbf{r}_i = \mathbf{H}_i \mathbf{x}_i + \mathbf{n}_i
$$

(4.2)

where $\mathbf{r}_i$ is an $M\times 1$ column vector of the received signals across the $M$ receive antennas, as defined by $\mathbf{r} = \begin{bmatrix} r_1, r_2, \ldots, r_M \end{bmatrix}^T$. $\mathbf{H}_i$ is an $M \times N$ complex channel matrix gain for time interval $t$, given by

$$
\mathbf{H}_i = \begin{bmatrix}
    h_{i1}^1 & L & h_{iN}^1 \\
    M & O & M \\
    h_{i1}^M & L & h_{iMN}^M
\end{bmatrix}
$$

(4.3)

where $h_{ij}^t$, is the fading attenuation coefficients at time $t$ from the $i$-th transmit antenna, $i = 1, \ldots, N$, to the $j$-th receive antenna, $j = 1, \ldots, M$. $\mathbf{n}_i$ is a $M \times 1$ vector of the AWGN noise with a zero mean and the noise variance of $\sigma^2$, given by

$$
\mathbf{n}_i = \begin{bmatrix} n_1, n_2, \ldots, n_M \end{bmatrix}^T
$$

(4.4)
4.2.1 Frequency Domain Adaptive Iterative Receiver

The frequency domain adaptive iterative LSTC receiver structure is shown in Figure 4.1. It consists of a soft-input soft-output (SISO) detector and $N$ parallel SISO channel decoders. Deinterleavers and interleavers separate the two modules. The SISO detector employs an adaptive iterative MMSE interference canceller consisting of frequency domain feed-forward and feedback filters. The deinterleaver module consists of time and spatial deinterleavers, which perform a reverse process of time and spatial interleavers corresponding to the transmitter structure. After the SISO decoding process, the SISO estimated signals from the decoder are interleaved by the spatial interleaver and then the time interleaver, respectively. The outputs of the time interleaver are used to regenerate the interference for the interference cancellation process in the next iteration, which will be described later in this chapter.

4.2.1.1 Frequency domain adaptive LMS detector

Figure 4.1 Block diagram of frequency domain the adaptive iterative LST Receiver
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As can be seen in Figure 4.1, the received signals from all receive antennas are first transformed into the frequency domain using the fast Fourier transform (FFT). The frequency domain output signals from the FFT module are then passed to the feed-forward filter to perform the convolution in the frequency domain. The inverse fast Fourier transform (IFFT) transforms the feed-forward filter output signals from the frequency domain into the time domain signals, and the desired time domain outputs of the feed-forward filter are then collected for further processing.

The received signals, $r_t$, across $M$ receive antennas, defined in (4.2), at time interval $t$, are transformed into the frequency domain using FFT. The outputs of the FFT module, denoted by $\Omega_t$, where $\Omega_t$ is the received signal vector at time instance $t$ in the frequency domain, is given by [84]

$$\Omega_t = \text{fft}(r_t)$$

where

$$\Omega_t = [\Omega^{\frac{1}{M}}_t, \Omega^{\frac{2}{M}}_t, K, \Omega^{\frac{q}{M}}_t, K, \Omega^{M}_t]$$

and

$$\Omega^{q}_t = \sum_{l=0}^{M-1} r^{l}_t e^{-j\frac{2\pi qt}{M}}$$

FFT($\cdot$) represents the fast Fourier transform, and $\Omega^{q}_t$, $q = 1, K, M$, is the FFT transform of the receive signal across the $M$ receive antennas, at time instant $t$.

Let $w^{i,k}_f(t)$ be the $M \times 1$ time domain feed-forward tap coefficients vector for the $i$-th transmit antenna during the $k$-th iteration at time instance $t$, given by

$$w^{i,k}_f(t) = [w^{i,k}_{f,0}(t), K, w^{i,k}_{f,q}(t), K, w^{i,k}_{f,M-1}(t)]^T$$

where $w^{i,k}_{f,q}(t)$, $q = 1, ..., M$, is the feed-forward tap coefficient corresponding to the $q$-th receive antenna.
Let $\Psi_{f,d}^{i,k}$ represent the FFT transform signals of $w_f^{i,k}(t)$, defined by

$$\Psi_{f,d}^{i,k} = \text{fft}(w_f^{i,k}(t))$$  \hspace{1cm} (4.9)

where

$$\Psi_{f,d}^{i,k} = [\Psi_{f,d}^{i,k}(0), \Psi_{f,d}^{i,k}(q), \Psi_{f,d}^{i,k}(M - 1)]$$  \hspace{1cm} (4.10)

and

$$\Psi_{f,d}^{i,k}(q) = \sum_{l=0}^{M-1} w_{f,d}^{i,k}(l) e^{-j2\pi q l \over M}$$  \hspace{1cm} (4.11)

where $\Psi_{f,d}^{i,k}(q)$ is the FFT of the feed-forward tap coefficient for the $i$-th transmit antenna corresponding to the $q$-th receive antenna during the $k$-th iteration at time $t$. $\Omega$, is then sent to the feed-forward filter to perform the element-wise multiplication with the feed-forward tap coefficient $\Psi_{f,d}^{i,k}$ in the frequency domain.

The output of the feed-forward filter for the $k$-th iteration at time $t$, for the $i$-th antenna, denoted by $\overline{F}_t^{i,k}$, is given by

$$\overline{F}_t^{i,k} = \text{diag}(\Omega)'^H \cdot \Psi_{f,d}^{i,k}$$  \hspace{1cm} (4.12)

where $\text{diag}(\cdot)$ and $(\cdot)'^H$ are a diagonal matrix and the conjugate transpose function.

$\overline{F}_t^{i,k}$ is then transformed back into the time domain by the inverse fast Fourier transform (IFFT). The feed-forward filter output for the $i$-th antenna during the $k$-th iteration at time $t$, is given by

$$F_t^{i,k} = \text{iff}t(\overline{F}_t^{i,k})$$  \hspace{1cm} (4.13)

where

$$F_t^{i,k} = \frac{1}{M} \sum_{l=0}^{M-1} F_t^{i,k} e^{-j2\pi l \over M}$$  \hspace{1cm} (4.14)
Let $F_t^{i,k}$ be the time domain feed-forward filter output for $i$-th antenna at the $k$-th iteration at time $t$, denoted by

$$F_t^{i,k} = I_F \cdot F_t^{i,k}$$ (4.15)

where $I_F$ is defined by $I_F = [1 \ 0_{M-1}]$ and $0_{M-1}$ is a row vector of length $(M-1)$ containing all zeros. In the first iteration, the feed-forward filter only performs interference suppression without the interference cancellation process since there are no estimated symbols from the output of the MAP decoder.

After the first iteration, the feedback filter is included in the detection process. The estimated symbols from the output of the decoder are fed back to the feedback filter to generate and cancel the interference from other antennas in the detection process.

The symbol estimates from the output of the decoders are first transformed into the frequency domain using the FFT and then passed to the feedback filter. The output of the FFT, denoted by $\Lambda_t^{i,k}$, at symbol interval $t$, is given by

$$\Lambda_t^{i,k} = \text{fft}(\hat{x}_t^{i,k})$$ (4.16)

where

$$\Lambda_t^{i,k} = [\Lambda_t^{i,k,1}, \Lambda_t^{i,k}, \Lambda_t^{i,k,N-1}]$$ (4.17)

and

$$\Lambda_t^{i,k} = \sum_{m=1}^{KN-1} \hat{x}_t^{i,k} e^{-j\frac{2\pi am}{KN-1}}; \ a \in (1K \ N-1)$$ (4.18)

where $\hat{x}_t^{i,k}$ is an $(N-1) \times 1$ vector of the estimated soft symbols, at the $k$-th iteration, from MAP decoders, except the $i$-th antenna, during the time $t$, given by

$$\hat{x}_t^{i,k} = (\hat{x}_t^{1,k}, \hat{x}_t^{2,k}, ..., \hat{x}_t^{i-1,k}, \hat{x}_t^{i+1,k}, ..., \hat{x}_t^{N,k})$$ (4.19)
Let \( w_{b}^{i,k}(t) \) be the \((N-1) \times 1\) time domain feedback filter coefficients of the transmit antennas, except the \(i\)-th antenna at time \(t\), given by

\[
w_{b}^{i,k}(t) = [w_{b}^{1,k}(t), \ldots, w_{b}^{i-1,k}(t), w_{b}^{i,k}(t), \ldots, w_{b}^{N,k}(t)]
\]  \(4.20\)

Let \( \Psi_{t,b}^{i,k} \) represent the FFT of \( w_{b}^{i,k}(t) \), defined by

\[
\Psi_{t,b}^{i,k} = \text{fft}(w_{b}^{i,k}(t))
\]  \(4.21\)

where

\[
\Psi_{t,b}^{i,k} = [\Psi_{t,b}^{i,k}(0), \ldots, \Psi_{t,b}^{i,k}(N-2)]
\]  \(4.22\)

and

\[
\Psi_{t,b}^{i,k}(a) = \sum_{m=0}^{N-2} w_{t,b}^{i,k}(m) e^{-j2\pi am/N-1}
\]  \(4.23\)

The output of the FFT, denoted by \( \Lambda_{t,b}^{i,k} \), is then applied to the feedback filter with the frequency domain feedback tap coefficients \( \Psi_{t,b}^{i,k} \) to perform the element-wise multiplication in frequency domain. The feedback filter output signals, defined by \( \overline{F}_{t,b}^{i,k} \), at symbol interval \(t\), is given by

\[
\overline{F}_{t,b}^{i,k} = \text{diag}\left(\Lambda_{t,b}^{i,k}\right)^{H} \cdot \Psi_{t,b}^{i,k}
\]  \(4.24\)

\( \overline{F}_{t,b}^{i,k} \) is then transformed back into time domain by the IFFT. The feedback filter output for the \(i\)-th antenna of the \(p\)-th user, during the \(k\)-th iteration, at symbol interval \(t\), is given by

\[
F_{t,b}^{i,k} = \text{iff}(\overline{F}_{t,b}^{i,k})
\]  \(4.25\)

where
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\[
F_{i,b}^{i,k} = \frac{1}{N-1} \sum_{m=0}^{N-2} F_{i,b}^{i,k} e^{\frac{-j2\pi m}{KN-1}} \tag{4.26}
\]

Let \( F_{i,b}^{i,k} \) represent the time domain feedback filter output for the \( i \)-th antenna during the \( k \)-th iteration at time \( t \), defined by

\[
F_{i,b}^{i,k} = I_b \cdot F_{i,b}^{i,k} \tag{4.27}
\]

where \( I_b = [1 \ 0_{N-1}] \), and \( 0_{N-1} \) is a row vector with length \( N-1 \) containing all zeros. The detected output in (4.27) represents the CCI, the interference from other antennas in the system.

The detected symbol obtained at the output of the adaptive detector in the time domain for the \( i \)-th antenna during the \( k \)-th iteration at symbol interval \( t \), denoted by \( y_{i,t}^{i,k} \), given by

\[
y_{i,t}^{i,k} = F_{i,t}^{i,k} + F_{i,t}^{p,k} \tag{4.28}
\]

where \( F_{i,t}^{i,k} \) and \( F_{i,t}^{p,k} \) represent the feed-forward and the feedback filter outputs in the time domain, given in (4.15) and (4.27), respectively. The feed-forward coefficient vector \( w_{f}^{i,k}(t) \) and feedback coefficient vector \( w_{b}^{i,k}(t) \) defined in (4.8) and (4.20) are determined recursively by an adaptive Least Mean Square (LMS) algorithm [18]. Thus the mean squared error is given by

\[
\zeta = E[e(t)^2] = E\left[\left|y_{i,t}^{i,k} - x_{i,t}^{i,k}\right|^2\right] \tag{4.29}
\]

where \( y_{i,t}^{i,k} \) is the soft detector output in the time domain and can be expressed in a time domain expression based on the conventional LMS algorithm as defined in (4.30)

\[
y_{i,t}^{i,k} = w_{f}^{i,k}H(t)r_{i,t} + w_{b}^{i,k}H(t)x_{i,t}^{i,k} \tag{4.30}
\]
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By using (4.29) and (4.30) to calculate the coefficients \( w_{f}^{i,k}(t) \) and \( w_{b}^{i,k}(t) \) adaptively for a particular time instant \( t \), the mean squared error for the LMS algorithm is given by [18]

\[
\zeta(t) = E\left[\left(w_{f}^{i,k}T(t)r(t) + w_{b}^{i,k}T(t)\hat{x}_{i,k} - x_{i,k}\right)^{2}\right] \tag{4.31}
\]

where

\[
w_{f}^{i,k}(t+1) = w_{f}^{i,k}(t) + \mu_{f}e(t)r(t) \tag{4.32}
\]

and

\[
w_{b}^{i,k}(t+1) = w_{b}^{i,k}(t) + \mu_{b}e(t)\hat{x}_{i,k} \tag{4.33}
\]

\( \mu_{f} \) and \( \mu_{b} \) are the step sizes for the feed-forward and feedback adaptations respectively.

As mentioned in the Chapter 3., it is obvious that the convolution process in the PFGLMS is performed in the same manner as the LMS algorithm. The only difference is the method of calculating the feed-forward and feedback coefficients. The modified feed-forward and feedback coefficients of the PFGLMS algorithm for MIMO systems can be expressed by [21]

\[
w_{f}^{i,k}(t+1) = w_{f}^{i,k}(t) + \mu_{f}g_{f}^{i,k}(t) \tag{4.34}
\]

and

\[
w_{b}^{i,k}(t+1) = w_{b}^{i,k}(t) + \mu_{b}g_{b}^{i,k}(t) \tag{4.35}
\]

where \( \mu_{f} \) and \( \mu_{b} \) are the step sizes for the feed-forward and feedback adaptations, respectively.

\[
g_{f}^{i,k}(t) = e(t)r(t) + \hat{g}_{f}^{i,k}(t) \left\{ \begin{array}{l}
\hat{g}_{f}^{i,k}(t) = \lambda_{f}\hat{g}_{f}^{i,k}(t-1) + \gamma_{f}e(t)r(t)
\end{array} \right\} \tag{4.36}
\]

where

\[
g_{b}^{i,k}(t) = e(t)\hat{x}_{i,k} + \hat{g}_{b}^{i,k}(t) \left\{ \begin{array}{l}
\hat{g}_{b}^{i,k}(t) = \lambda_{b}\hat{g}_{b}^{i,k}(t-1) + \gamma_{b}e(t)\hat{x}_{i,k}
\end{array} \right\} \tag{4.37}
\]

where \( (\lambda_{f}, \lambda_{b}) \) and \( (\gamma_{f}, \gamma_{b}) \) are the forgetting factors and the scaling factors, respectively, and \( \hat{g}_{f}^{i,k}(0) = \hat{g}_{b}^{i,k}(0) = 0 \).
In the proposed receiver structure, the well-known SISO MAP decoder takes the detection output of the detector, \( y_i^d \), as a soft-input to the decoder. The soft-output from the decoder is used to calculate the interference, which is subtracted for the decoder input in the next iteration. This iterative detection/decoding process is performed until the symbol estimate converges to the optimal performance. The soft-output from the decoder in the last iteration is then fed into a decision device to produce a decision. For the BPSK modulation scheme, the likelihood ratios (LLR) in the \( k \)th iteration for the \( i \)th transmit layer, denoted by \( \lambda_{i,k} \), are given by [20]

\[
\lambda_{i,k} = \log \left( \frac{P(y_i^k = 1 | y_i^{i,k})}{P(y_i^k = -1 | y_i^{i,k})} \right) \tag{4.38}
\]

The soft-output symbols estimated in the \( i \)th layer and \( k \)th iteration can be determined as

\[
\hat{x}_{i,k} = \frac{e^{y_i^{i,k}} - 1}{e^{y_i^{i,k}} + 1} \tag{4.39}
\]

### 4.3 Complexity Analysis

In this section, the computational complexity of the adaptive algorithm based on the frequency domain and time domain approaches is analyzed. We define the receiver computation complexity as the required number of signal processing operations per coded symbol and per layer. As we want to compare the receiver complexity between the time domain and the frequency domain adaptive iterative receivers, we will consider only the complexity of the detector since the decoder is the same for both implementations.

As mentioned in Chapter 3, the computational requirement for the adaptive iterative receiver, based on the conventional time domain LMS algorithm for \( N \) transmit and \( M \) receive antennas, requires \( 2M + 1 \) multiplications for the feed-forward filter and \( 2(N-1) + 1 \) multiplications for the feedback filter. The total computational requirement for the LMS algorithm is \( NI(2M + 2N) \) multiplications for the \( N \) transmit and \( M \) receive antennas at \( I \) iterations for every detected output symbol.

The PFGLMS algorithm requires \( 4M + 1 \) multiplications and \( 4(N - 1) + 1 \) for the feed-forward filter and feedback filter, respectively. Therefore, the total computational...
requirement for the PFGLMS algorithm is \( NI(4M + 4N - 2) \) multiplications for the \( N \) transmit and \( M \) receive antennas at \( I \) iterations for every detected symbol.

On the other hand, the frequency domain adaptive LMS algorithm requires \( \log_2(2M + 1) \) multiplications for the feed-forward filter and \( \log_2(2(N-1)+1) \) multiplications for the feedback filter. The total computational requirement for the frequency domain LMS algorithm is \( NI(\log_2(2M + 1) + \log_2(2N - 1)) \) multiplications for the \( N \) transmit and \( M \) receive antennas at \( I \) iterations for every detected symbol. The frequency domain PFGLMS also requires \( \log_2(4M + 1) \) multiplications for the feed-forward filter and \( \log_2(4(N-1)+1) \) multiplications for the feedback filter. The total computational requirement for the frequency domain LMS algorithm is \( NI(\log_2(4M + 1) + \log_2(4N - 3)) \) multiplications for the \( N \) transmit and \( M \) receive antennas at \( I \) iterations for every detected coded symbol. The comparison of the complexity amongst these detectors is shown in Table 1.

Table 1. Complexity comparison between time-domain adaptive receivers and the proposed frequency-domain adaptive detectors

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>LMS algorithm</th>
<th>PFGLMS algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time domain</td>
<td>Frequency domain</td>
</tr>
<tr>
<td>Number of multiplications</td>
<td>( NI(2M + 2N) )</td>
<td>( NI(\log_2(2M + 1) + \log_2(2N - 1)) )</td>
</tr>
<tr>
<td>Computational Complexity</td>
<td>640</td>
<td>239</td>
</tr>
</tbody>
</table>

\( N \) = number of transmit antennas, \( M \) = number of receive antennas, \( I \) = number of iteration.

It can be observed from Table 1 that the computational complexity of the time domain adaptive iterative PFGLMS receiver is very high compared to the time domain adaptive iterative LMS and PFGLMS detector. For example, for four transmit (\( N \)) and four receive (\( M \)) antennas, where the number of iterations \( I \) is 10, the computational complexity of the time domain adaptive PFGLMS receiver is equal to 1200; the computational complexities for the conventional time domain LMS receiver is 640. Therefore, the computation requirement of the time domain PFGLMS receiver is almost double the requirement of the time domain LMS receiver.

Nevertheless, using the frequency domain filter, we can reduce the computational complexity of these time domain receivers. The computational complexity of the
frequency domain LMS and PFGLMS receivers is about 239 and 304, respectively. The reduction of the computational complexity in the receiver based on the frequency domain LMS algorithm compared to the time domain LMS algorithm is about 63%. In addition, the frequency domain PFGLMS receiver can save about 75% in computational requirement compared to the time domain PFGLMS approach. Moreover, the complexity of the frequency domain PFGLMS is slightly higher than the frequency domain LMS receiver.

It is obvious that the proposed frequency domain adaptive iterative receivers, based on both the conventional LMS and PFGLMS algorithms, offer a significant reduction in computational complexity. Although, the PFGLMS algorithm has a slightly higher complexity compared to the conventional LMS algorithm, the convergence speed of the PFGLMS algorithm is faster than that of the conventional LMS. In addition, the PFGLMS algorithm provides the tracking ability in the system in the slow fading channel as shown in the next section.

4.4 Performance Results

This section presents simulation results for the LSTC frequency domain adaptive iterative receivers with BPSK modulation in a quasi-static fading channel where each fading coefficient is constant within a frame, but changes from one frame to another and for each sub-channel. The system operates in the training mode until the mean square error (MSE) approaches the minimum mean square error (MMSE), then switches to the decision directed mode. The constituent codes are nonsystematic convolutional codes with the code rate R of 1/2, memory order of 3, and the generating polynomial [19] \( g_1 = 15_8 \) and \( g_2 = 17_8 \). The proposed system is simulated with two transmit and two receive antennas, two transmit and four receive antennas, and four transmit and two receive antennas system with 130 information bits in each transmit antennas. Each layer of the LSTC system consists of 130 information bits and these are encoded by the channel encoder. The simulation results are represented in terms of the average bit error rate.
(BER) versus the ratio of the averaged energy per bit, denoted by $E_b$, to the power spectral density of the AWGN, denoted by $N_0$.

The average BER of the time and frequency domain LMS adaptive iterative receiver of a $2 \times 2$ MIMO system for various numbers of iterations is shown in Figure 4.2. The results show that the performance of the time and frequency domain LMS approach is identical. The system performance is significantly improved for the second iteration compared to the first iteration and gradually increases for higher iterations. The BER curves also show that the performance converges to a steady state after the third iteration.

![Figure 4.2 Performance comparison between the time and frequency domain LMS adaptive iterative in a quasi-static Rayleigh fading channel with $2 \times 2$ antennas system](image-url)
Figure 4.3 Performance comparison between the time and frequency domain PFGLMS adaptive iterative in a quasi-static Rayleigh fading channel with $2 \times 2$ antennas system.

The performance of adaptive iterative receiver based on the time and frequency domain PFGLMS algorithms is also shown in Figure 4.3. Similarly, the results in Figure 4.3 show that the performance of the time and frequency domain PFGLMS algorithms is the same.
Figure 4.4 Performance comparison between the frequency domain LMS and PFGLMS adaptive iterative in a quasi-static Rayleigh fading channel with $2 \times 4$ antennas system

The performance of the two transmit and four receive antennas under the frequency domain approach is presented in Figure 4.4. The results show that the performance of the adaptive iterative receiver based on the frequency domain PFGLMS algorithm has a significant improvement in the first iteration and gradually improves for the higher iterations compared to the adaptive iterative receiver based on the frequency domain LMS algorithm. The BER curves also show that the PFGLMS based receiver has an excellent tracking ability in the scattering environment.
Figure 4.5 presents the performance of the frequency domain adaptive iterative receivers, including the performance of the time domain non-adaptive iterative MMSE receiver at the 8th iteration for the four transmit and two receive antennas system. It is obvious that the system performance is degraded compared to 2 × 2 or 2 × 4 antennas system because of the additional co-channel interference due to an increasing of the number of transmit antennas. The average BER shows that the performance of the frequency domain adaptive receivers is improved as the number of iterations is increased. Furthermore, the performance of the frequency domain adaptive receivers approaches the same performance of the non-adaptive iterative MMSE receiver at the 8th iteration. Therefore, the proposed frequency domain adaptive receiver can suppress and remove the CCI from the system.
4.5 Conclusion

A new frequency domain adaptive iterative receiver for MIMO systems based on a joint adaptive iterative detection and decoding structure has been discussed. The adaptive iterative receiver reduces co-channel interference by interference suppression and cancellation techniques. The computational complexity is considered only the complexity of the detector. In comparison to the time domain receiver, the proposed frequency domain receiver has a significantly lower computational complexity and achieves the same performance. As a given example, the computational complexity of the frequency domain receiver based on the LMS and PFGLMS algorithm is 63 % and 75% lower than that of a time domain receiver, respectively in each received data symbol. However, there is a need for the transmission of training sequences at the beginning of each simulation. Moreover, the proposed receiver based on the PFGLMS algorithm has a faster convergence speed and better tracking ability compared to the LMS receiver in a dense interference environment with a slight increase in the complexity in terms of the number of multipliers. Therefore the PFGLMS receiver needs a shorter training period than the LMS receiver. The performance of the proposed receiver approaches the one of the non-adaptive iterative receiver as shown in Figure. 4.5.
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Time-domain Adaptive Iterative Receivers for Layered Space-time Coded CDMA Systems

In this chapter, a new adaptive iterative receiver for a layered space-time coded CDMA (LSTC-CDMA) system is discussed. The system is based on the assumption that there is no a priori knowledge of channel state information (CSI), spreading sequences and fading coefficients. A normalized least mean square (NLMS) feed-forward filter and a feedback iterative parallel interference canceller operating in the time domain are employed. The system performance is evaluated by using a semi-analytical approach and compared to the simulation results. The results show that there is an excellent agreement between the two approaches. The results indicate that the proposed receiver performance approaches that of the interference-free single user performance for a high signal-to-noise ratio (SNR).

5.1 Introduction

Direct-Sequence CDMA (DS-CDMA) has emerged as a predominant multiple access technique for 3G systems because it efficiently utilizes the radio spectral capacity and
facilitates network planning in a cellular environment compared to 2G TDMA systems. MIMO systems have recently emerged as one of the most significant technical advances in modern communications. This technology promises to solve the capacity bottleneck in wireless communication systems [20, 35, 42]. E. Telatar has shown in [35] that the asymptotic capacity of multiple-input multiple-output (MIMO) Rayleigh fading channels grows linearly with the minimum number of transmit and receiver antennas. Space-time coding, for instance, is a technique, which combines the space and time diversity to achieve performance gain without bandwidth expansion. The Bell Lab layered space-time (BLAST) architecture which uses multiple antennas at both the transmitter and receiver end can achieve a channel capacity as high as 10-100 times those for single antenna architectures in rich scattering environments.

In layered space-time (LST) coding algorithm, \( N \) data streams are transmitted simultaneously over \( N \) antennas over the same frequency band. The receiver uses \( M \) receive antennas and interference canceling/suppression techniques to minimize interference caused by simultaneous transmission from \( N \) transmit antennas. Therefore, the detection techniques of LST coded systems can also be directly applied in multiuser CDMA systems. The combination of layered space-time coding (LSTC) and CDMA, referred to as LSTC-CDMA, has been intensively studied [85-89] recently. However, such a combination introduces co-channel interference (CCI) [7, 90] from adjacent layers and multiple access interference (MAI) from other users.

To reduce CCI and MAI in LSTC-CDMA systems, an iterative minimum mean square error (MMSE) detection with soft-output Viterbi algorithm (SOVA) decoding was proposed by Gamal et. al., [44]. In [7], S. Marinkovic et. al., proposed an iterative parallel interference cancellation (PIC) detection scheme with decision statistics combining. Both approaches exhibit near interference-free single user performance for certain ranges of the signal-to-noise ratio (SNR). However, both schemes rely on the assumption of perfect channel state information (CSI) at the receiver end. An imperfect CSI will significantly degrade the system performance and the complexity of calculating the channel state information in non-adaptive systems is significantly high due to matrix inversion [20].
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To reduce the computational complexity, feed-forward adaptive MMSE receivers for LSTC systems were considered by [15, 23, 54]. However, these receiver structures have a poor performance in high interference environments due to inaccurate channel estimates, we proposed an improved-non-linear adaptive iterative receiver presented in [30, 31]. Such a receiver consists of a feed-forward filter for interference suppression and a feedback filter for interference cancellation. It is shown clearly that the proposed receiver can effectively suppress and remove interference with reduced complexity in comparison to non-adaptive approaches as mentioned in Chapter 3.

Miller, S. L. [91], proposed a single input single output adaptive DS-CDMA receiver, which has the capability of multiuser interference rejection and is near-far resistant. By applying the adaptive receiver, proposed by the C. Teekapakvisit et. al., in [30] and the adaptive DS-CDMA receiver, proposed by Miller, S. L in [91], we propose a multiuser receiver, called a multiuser LSTC-CDMA receiver for MIMO-CDMA systems. Such an adaptive iterative receiver is investigated for a downlink LSTC-CDMA system under a quasi-static fading channel with no a priori knowledge of CSI, spreading sequences and fading coefficients. Training sequences for each user are transmitted at the start of the transmission for each user. For the downlink, we assume that all the users have the same number of antennas and each user can detect all other user's information and suppress them in its receiver, just like a conventional multi-user detection.

Such a receiver can effectively mitigate MAI and thus improve the multiuser system performance. The simulation results show that the adaptive iterative receiver can also achieve the interference-free single user performance for a certain range of the signal-to-noise ratio (SNR).

The rest of this chapter is organized as follows. Section 5.2 describes the system model of an LSTC-CDMA system including the proposed adaptive receiver structure. The computational complexity analysis is given in Section 5.3. The system evaluation of the proposed receiver structure is discussed in Section 5.4. In Section 5.5 the simulation results and discussions are presented. Finally in Section 5.6 conclusions are drawn.
5.2 System Model

5.2.1 Transmitter structure

A downlink LSTC-CDMA system where all user signals are transmitted simultaneously is considered. A general $K$ user threaded LSTC-CDMA transmitter is shown in Figure. 5.1. We assume that each user is equipped with the same number of antennas. A system with $N$ transmit and $M$ receive antennas for each user is considered throughout this chapter. It is assumed that the binary information of each user is transmitted at a data rate of $r_b = 1/T_b$, where $T_b$ is the bit interval. The binary information stream of each user is first passed through a serial to a parallel converter and multiplexed into $N$ layers. The data in each layer is then encoded by a convolutional encoder, followed by a BPSK modulation and a spatial interleaver ($\Pi_S$), which distributes a coded stream of all users and all layers to $N$ transmit antennas. Each layer at the output of the spatial interleaver is then interleaved and spread by a user specific signature sequence, which is the same for all layers. The spreading gain is denoted by $L$ and defined as $L = T/T_c$, where $T$ is the symbol interval and $T_c$ is a chip duration of the spreading sequence. The spread symbols of all users are then combined and simultaneously transmitted through $N$ transmit antennas.

Figure.5.1 Layered space-time CDMA transmitter structure
Let $\mathbf{b}$ be the coded signal vectors transmitted by $K$ users through $N$ transmit antennas, given by

$$
\mathbf{b} = [\mathbf{b}_1, \mathbf{b}_2, \mathbf{b}_p, \ldots, \mathbf{b}_K]^T
$$

(5.1)

where

$$
\mathbf{b}_p = [b^1_p, b^n_p, b^K_p, b^N_p]
$$

(5.2)

$b^n_p, n = 1, K, N, \ p = 1, K, K,$ is the coded information bit of the $p$-th user for the $n$-th transmit antenna, and $[\mathbf{x}]^T$ is the transpose of a vector $\mathbf{x}$.

Let $r^{p}_{i,j}$ be the received signal vector for the $p$-th user at the receive antenna $j, j = 1, K, M,$ for symbol $t$, then we can write $r^{p}_{i,j}$ as

$$
r^{p}_{i,j} = \mathbf{S}\mathbf{h}^{p}_{i,j} \mathbf{b} + n^{p}_{i,j}
$$

(5.3)

where $r^{p}_{i,j} = [r^{p,1}_{i,j}, r^{p,2}_{i,j}, \ldots, r^{p,L}_{i,j}]^T$ and $r^{p,q}_{i,j}$ is the received signal for the $p$-th user at the $q$-th chip of the $t$-th symbol for $j$-th antenna, $\mathbf{S}$ represents the $L \times KN$ spread transmitted sequence of $K$ users for $N$ transmit antennas, denoted by

$$
\mathbf{S} = [s^1_1, K, s^N_1, K, s^n_p, K, s^K_p, K, s^N_K]
$$

(5.4)

where $s^n_p$ is the spread sequence corresponding to the $p$-th user and $n$-th antenna, represented as

$$
s^n_p = [s^{n,1}_p, K, s^{n,2}_p, K, s^{n,L}_p]^T
$$

(5.5)

and $s^{n,q}_p, n = 1, K, N, \ p = 1, K, K, \ q = 1, K, L,$ is the $q$-th chip of the spreading sequence for the $p$-th user and the $n$-th transmit antenna. For each user the spreading
sequences are the same for all sub-streams. $\mathbf{H}_{i,j}^p$ is the $KN \times KN$ complex channel matrix for the $p$-th user, given by

$$
\mathbf{H}_{i,j}^p = \begin{bmatrix}
  \mathbf{h}_{i,j}^p & 0 & L & 0 \\
  0 & O & O & M \\
  M & O & O & M \\
  0 & L & L & \mathbf{h}_{i,j}^{p,KN} & KN \\N
\end{bmatrix}
$$

(5.6)

where

$$
\mathbf{h}_{i,j}^p = \begin{bmatrix}
  h_{i,j}^p(t) & 0 & L & L & 0 \\
  0 & O & O & O & 0 \\
  M & O & \mathbf{h}_{i,j}^{p,n}(t) & O & M \\
  M & O & O & O & M \\
  0 & 0 & L & L & h_{i,j,N}(t) \\N
\end{bmatrix}_{N \times N}
$$

(5.7)

$h_{j,n}^p(t)$ is the fading coefficient from the $n$-th transmit antenna to the $j$-th receive antenna of the $p$-th user, $n = 1, K, N,$ and $j = 1, K, M.$ $\mathbf{n}_{i,j}^p$ is an $L \times 1$ noise vector at the receive antenna $j$ of the $p$-th user, given by $\mathbf{n}_{i,j}^p = [n_{j,1}^p(t), n_{j,q}^p(t), \mathbf{K} n_{j,L}^p(t)]^T,$ where $n_{j,q}^p(t)$ is a Gaussian random variable with a zero mean and two sided power spectral density $N_0/2$ per dimension. Therefore, the received signal at each user's receiver has a different channel matrix and noise vector. The received signals for all receive antennas of the $p$-th user are arranged in a vector $\mathbf{R}_i^p$

$$
\mathbf{R}_i^p = [\mathbf{r}_{i,j}^p, \mathbf{K} \cdot \mathbf{r}_{i,j}^p, \mathbf{K} \cdot \mathbf{r}_{i,M}^p]^T
$$

(5.8)

### 5.2.2 Receiver Structure

For the downlink system, we assume that all the users have the same number of antennas and each user can detect all other user's information and suppress them in its receiver, just
like a conventional multi-user detection. We also assume that the system has no knowledge of CSI, spreading sequences, and the fading coefficients. Training sequences are transmitted for each user at the start of transmission. A block diagram of the proposed adaptive iterative LSTC-CDMA multiuser receiver for the $p$-th user is shown in Figure 5.2. It consists of $K$ adaptive iterative LSTC-CDMA single user receivers, each with an adaptive detector followed by $N$ parallel soft-input soft-output channel decoders.

The received signals are first processed by the adaptive detector. The detector outputs, corresponding to the $N$ transmitted antennas for each user, are then fed to the time and spatial deinterleavers, denoted by $\Pi^{-1}$ and $S\Pi^{-1}$, respectively. The outputs of the deinterleavers are decoded by parallel MAP decoders. The CCI and MAI interferences are cancelled by an iterative technique. The soft output of the MAP decoders from all users are sent to the spatial and time interleavers, and then fed back to the adaptive MMSE detector. A soft estimate of a particular user’s signals transmitted from a given antenna is obtained by canceling the interference from other antennas and other users.
5.2.2.1 LSTC-CDMA Receiver

The block diagram of the adaptive iterative TLSTC-CDMA receiver for the \( p \)-th user is shown in Figure 5.3. In the proposed adaptive receiver structure, \( N \) sets of an adaptive detector, consisting of a feed-forward and feedback filter modules, are employed. Each adaptive detector consists of \( M \) equalizers for the feed-forward filter module and an equalizer for the feedback filter module. An equalizer, employed in the proposed adaptive detector, is based on a normalized LMS algorithm. The detector output for each layer is obtained from combining a feed-forward and a feedback filter output. The detector outputs are then passed to the time deinterleaver and the spatial-deinterleaver. The spatial-deinterleaver outputs are decoded by parallel MAP decoders. In the first iteration, there are no estimated symbols from the decoders and then the feedback filter coefficients are zeros, thus the feedback filter output is zero.

![Block diagram of the adaptive iterative TLSTC-CDMA receiver for the \( p \)-th user](image)

Because of inaccurate channel estimation in the adaptive scheme in a high interference environment, the interference from adjacent antennas (CCI) and other users (MAI) still
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influence the system performance. As a result, an iterative process is required to remove the interferences. In the iterative process the feed-forward filter compensates for the channel estimation error and the feedback filter is used to cancel the interference from adjacent antennas and other users.

Adaptive Iterative Detector

In the feed-forward filter module, the $M$ adaptive equalizers in the feed-forward filter module are used to estimate the channel coefficients and signature sequence for each layer of each user, as well as to suppress the interference in the system. The equalizer outputs from all receive antennas are added to obtain a feed-forward filter output signal for each transmit antenna as shown in Figure. 5.3.

Let $w_{t,j}^{p,k}$ be an $L \times 1$ feed-forward tap coefficients vector for the $j$-th receive antenna of the $p$-th user during the $k$-th iteration at symbol interval $t$, given by

$$w_{t,j}^{p,k} = [w_{t,j}^{p,k}(0), w_{t,j}^{p,k}(q), \ldots, w_{t,j}^{p,k}(L-1)]^T$$  \hspace{1cm} (5.9)

where $w_{t,j}^{p,k}(q)$ is the feed-forward tap coefficient corresponding to the $q$-th chip of the spreading sequence. $\hat{x}_{t,p}^{i,k}$ is an $(KN-1) \times 1$ vector of the estimated soft symbols, at the $k$-th iteration, from MAP decoders of all antennas of all users, except the $i$-th antenna of the $p$-th user, at symbol interval $t$, given by

$$\hat{x}_{t,p}^{i,k} = (\hat{x}_{t,1}^{1,k}, \hat{x}_{t,1}^{N,k}, K, \hat{x}_{t,p}^{i,k}, K, \hat{x}_{t,K}^{1,k}, \ldots, \hat{x}_{t,K}^{N,k})^T$$  \hspace{1cm} (5.10)

where

$$\hat{x}_{t,p}^{i,k} = (\hat{x}_{t,p}^{1,k}, \hat{x}_{t,p}^{2,k}, \ldots, \hat{x}_{t,p}^{i-1,k}, \hat{x}_{t,p}^{i+1,k}, \ldots, \hat{x}_{t,p}^{N,k})$$  \hspace{1cm} (5.11)

Let $w_{b}^{i,k}(t)$ be the feedback filter coefficients of all users, except the $i$-th antenna of the $p$-th user, at symbol interval $t$ in time domain, given by
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\[ w_{b,p}(t) = [w_{b,l}(t), K, w_{b,1}(t), K, w_{b,p}(t), K, w_{b,K}(t), K, w_{b,k}(t)]^r \]  
\text{(5.12)}

where

\[ w_{b,p}(t) = [w_{b,l}(t), \ldots, w_{b,p}(t), w_{b,k}(t), K, w_{b,k}(t)] \]  
\text{(5.13)}

The detected symbol of the \( p \)-th user obtained at the output of the adaptive detector for the \( i \)-th antenna during the \( k \)-th iteration at symbol interval \( t \), denoted by \( y_{i,p}^{i,k} \), is given by

\[ y_{i,p}^{i,k} = \sum_{j=0}^{M} w_{i,j}^{i,k}(t)^H r_{i,p}^p + w_{b,p}(t)^H x_{i,p}^{i,k} \]  
\text{(5.14)}

The detector soft output \( y_{i,p}^{i,k} \) in the time domain is then compared to the training symbol, denoted by \( x_{i,p}^{i,k} \), and the difference between them, referred to as the detection error, is calculated. The detection error for the \( p \)-th user in the \( k \)-th iteration at symbol interval \( t \), for \( i \)-th antenna, denoted by \( e_{i,p}^{i,k} \), is given by

\[ e_{i,p}^{i,k} = y_{i,p}^{i,k} - x_{i,p}^{i,k} \]  
\text{(5.15)}

The detection error is then used to adapt the feed-forward filter and feedback filter tap coefficients in the time domain. After the mean square error (MSE) approaches a specified value, the training mode is switched to the decision directed mode, in which the training sequence is replaced by the hard decision output of each user detector. In the decision directed mode, the detection error is given by the difference between the detector output and the hard decision of the detector output.

The values of feed-forward filter tap coefficients, \( w_{i,p}^{p,k}(t) \), in Equation (5.9) and feedback filter tap coefficients, \( w_{b,p}(t) \), in Equation (5.12) are calculated by minimizing the mean square error, defined as \( \zeta \), between the training sequence and the detector soft output, given by
\[ \zeta = \min \left( E|e_{i,k}^{t,k}|^2 \right) = \min \left( E\left[ |y_{i,p}^{t,k} - x_{i,p}^{i,k}|^2 \right] \right) \]  

They can be determined recursively by the adaptive Least Mean Square (LMS) algorithm [18] as follows

\[ w_{j}^{p,k}(t+1) = w_{j}^{p,k}(t) + \frac{\mu_f}{\alpha_f + r_{i,j}^p} r_{i,j}^p e_{i,j}^{i,k} \]  
\[ w_{b}^{i,k}(t+1) = w_{b}^{i,k}(t+1) + \frac{\mu_b}{\alpha_b + \hat{x}_{i,k} H_{i,k} e_{i,j}^{i,k}} \]  

where \( r_{i,j}^p \) and \( \hat{x}_{i,k} \) are defined in (5.3) and (5.10), respectively. \( \mu_f \) and \( \mu_b \) are the step sizes for the feed-forward and feedback adaptations, respectively and \( \alpha_f \) and \( \alpha_b \) are positive constants to prevent division by zero.

In the proposed receiver structure, detector output for user \( p \), denoted by \( y_{i,p}^{i,k} \), is applied to the MAP decoder. The soft-output from the decoder is used to cancel interference in the feedback filter in the next iteration. This adaptive iterative detection/decoding process is performed \( k \) times where \( k \) is the number of iterations, determined by simulation. The soft-output from the decoder in the last iteration is fed into a decision device. For BPSK, the likelihood functions for the transmitted modulated symbols 1 and \(-1\) can be written as [19]

\[ p\left(y_{i,p}^{i,k} \big| x_{i,p}^{i,k} = \pm 1\right) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{\left(y_{i,p}^{i,k} - m\right)^2}{2\sigma^2} \right) \]  

The log-likelihood ratios (LLR) determined in the \( k \)-th iteration for the \( i \)-th transmit layer of the \( p \)-th user, denoted by \( \lambda_{t,p}^{i,k} \), are given by [19]

\[ \lambda_{t,p}^{i,k} = \log \left( \frac{P\left(x_{i,p}^{i,k} = 1 \big| y_{i,p}^{i,k}\right)}{P\left(x_{i,p}^{i,k} = -1 \big| y_{i,p}^{i,k}\right)} \right) \]  
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The *a posteriori probabilities* (APP), \( P(x_{t,p}^{i,k} = q | y_{t,p}^{i,k}) \), \( q = 1, -1 \), conditioned on the output variable \( y_{t,p}^{i,k} \) for the \( p \)-th user can then be obtained as

\[
P(x_{t,p}^{i,k} = 1 | y_{t,p}^{i,k}) = \frac{e^{\lambda_{i,p}^{i,k}}}{e^{\lambda_{i,p}^{i,k}} + 1} \quad (5.21)
\]

\[
P(x_{t,p}^{i,k} = -1 | y_{t,p}^{i,k}) = \frac{1}{e^{\lambda_{i,p}^{i,k}} + 1} \quad (5.22)
\]

The soft-output symbol estimate in the \( i \)-th layer and \( k \)-th iteration for \( p \)-th user can be calculated as

\[
\hat{x}_{t,p}^{i,k} = \frac{e^{\lambda_{i,p}^{i,k}} - 1}{e^{\lambda_{i,p}^{i,k}} + 1} \quad (5.23)
\]

### 5.3 Complexity Analysis

In this section, the system computational complexity defined as the required number of signal processing operations per coded symbol and per user is considered. As we want to investigate the receiver complexity of adaptive iterative receivers, we will consider only the complexity of the detector.

In the time domain adaptive detector [28], for each coded symbol per user per iteration in the equalization process, each feed forward filter requires \( ML \) multiplications and \( ML \) additions while the feedback filter requires \( (KN - 1) \) multiplications and \( (KN - 1) \) additions. The coefficient-updating process requires \( M(2L+1) \) multiplications and \( M(2L+1) \) additions for the feed-forward tap coefficients, as well as \( 2KN - 1 \) multiplications and \( 2KN - 1 \) additions for the feedback tap coefficients. Therefore the total number of operations is \( KNI(3ML+M+ 3KN - 2) \) multiplications and \( KNI(3ML+ M+3 KN- 2) \) additions for each coded symbol for \( K \) users, \( N \) transmit and \( M \) receive antennas at \( I \) iterations with the spreading sequence length \( L \).
### 5.4 SEMI-Analytical Performance Evaluation

In this section, we analyze the performance of the proposed adaptive iterative receiver. Since an analytical expression for the adaptive iterative receiver is difficult to derive, a semi-analytical approach using an extrinsic information transfer chart (EXIT chart) [92] is utilized. The results show an excellent agreement between the semi-analytical and simulation approaches.

As the number of users increases, based on the law of large numbers and central limit theorem [93], we can approximate multi-user interference by an additive Gaussian noise with zero mean and variance $\sigma_k$ [94, 95]. Obviously, $\sigma_k$ varies with the number of users, $K$. Moreover, in a system with the proposed adaptive iterative receiver, the multiuser interference will decrease as the number of iterations, $k$, increases. Therefore, $\sigma_k$ is a function of $K$ and $k$, denoted by $\sigma_k(K, k)$.

As observed by S. ten Brink and H. El Gamal et al., [92, 96], if the input to a MAP decoder is an independent Gaussian random variable, then the output log-likelihood ratio (LLR), defined by (5.20), can be tightly approximated by a Gaussian random variable.

Figure 5.4 shows the signal-to-noise ratio (SNR) input-output relationship of the proposed adaptive iterative receiver, where $\text{SNR}_{\text{in}}$ and $\text{SNR}_{\text{out1}}$ are the input and output SNRs of the adaptive detector, respectively, and $\text{SNR}_{\text{out2}}$ is the output SNR of the decoder. The convergence of the adaptive iterative receiver can be characterized by tracking the SNR changes at the output of the adaptive detector and decoder for each iteration.
Figure 5.4 Block diagram of the SNR input-output relationship of the proposed receiver

Let $y_{i,p}^{i,k}$ represent the input statistics to the decoder at the $k$-th iteration for the $i$-th transmit antenna of the $p$-th user at symbol interval $t$. Due to the symmetry of the channel, and for the sake of simplicity, we may drop off subscripts $i$ and $p$, and use $y_{i}^{k}$ to denote $y_{i,p}^{i,k}$.

Based on a Gaussian approximation of multiuser interference, $y_{i}^{k}$ can be expressed as

$$y_{i}^{k} = u_{s}(t)s(t) + n_{k}^{i}(t)$$ \hspace{1cm} (5.24)$$

where $u_{s}(t)$ is the amplitude of signal $s(t)$ at the output of the detector and $n_{k}^{i}(t)$ is the equivalent noise at the $k$-th iteration with zero mean and variance $\sigma_{k}(K, k)$. The signal to interference noise ratio (SINR) at the output of the detector at the $k$-th iteration denoted by $\text{SINR}(K, k)$, can be calculated from Equation (5.24) as follows

$$\text{SINR}(K, k) = \frac{(u_{s})^2}{\sigma_{k}^2(K, k)}$$ \hspace{1cm} (5.25)$$

where $u_{s}$ is the mean of the signal $u_{s}(t)s(t)$. 
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To evaluate the performance of the detector and decoder in the proposed receiver, we run simulations of the proposed receiver for various numbers of users $K$ and iteration $k$. From the simulation results, the amplitude of signal $u_s(t)$ and the variance $\sigma_k(K, k)$ can be calculated. As a result, SINR($K, k$) in (5.25) is determined. Figure 5.5. shows variations of SINR($K, k$) as a function of $K$ for various numbers of iterations at $E_b/N_0 = 10$ dB. For a fixed number of users, SINR($K, k$) increases as the number of iterations increases but SINR($K, k$) goes down when the number of users, $K$, increases.

Figure 5.5. SINR as a function of the number of users for various numbers of iterations at $E_b/N_0$ at 10dB
To investigate the performance of the MAP decoder module in the proposed receiver, the detector output, \( y^k_t \), is passed to a set of decoders. By symmetry of the general MAP decoder model, the decoder behavior can be considered from one decoder of a single user system [92]. Figure.6 shows the simulated BER performance of one decoder of a single user system for various values of \( E_b/N_o \).

By relating the SINR curve in Figure. 5.5 and the BER curve in Figure. 5.6, we can obtain a semi-analytical BER behavior for various numbers of users at a fixed number of iterations. For instance, using the plot from Figure. 5.5 to obtain the average SINR for 15 users with 25 iterations, the average SINR is about 9.3 dB. In Figure. 5.6, we calculate the BER value of the decoder at \( E_b/N_o = 9.3 \) dB. The BER at 9.3 dB is about \( 3 \times 10^{-5} \). Therefore, the BER of a system with 15 users at the 25th iteration at \( E_b/No \) 10 dB is about \( 3 \times 10^{-5} \). Similarly, we can obtain the average BER for various numbers of users and iterations by using the above semi-analytical approach.
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To verify the predicted performance, we compare the performance obtained by the semi-analytical approach to the simulation results. It can be observed from Figure 5.7 that the semi-analytical and simulation results are identical. The benefit of this method is to predict the system performance without actually simulating data transmission, which significantly reduces the system simulation time.

Figure 5.7 BER performance determined by simulation and semi-analysis approach for $E_b/N_0$ of 10 dB

5.5 Performance Results

This section presents simulation results for the adaptive iterative LSTC-CDMA receiver operating in the frequency domain. We consider BPSK modulation and a quasi-static fading channel, for which the fading coefficients are constant within a frame, but change independently from one frame to another. The system operates in the training mode until the MSE reaches the minimum, at which point it switches to the decision directed mode.
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The constituent codes are non-systematic convolutional codes with the code rate of 1/2, memory order of 3 and the generating polynomials $g_1 = 15_8$ and $g_2 = 17_8$. The spreading sequences used are Gold sequences with the processing gain of 7. The proposed system is simulated with four transmit and four receive antennas, i.e., a $4 \times 4$ LSTC-CDMA system, with 130 information symbols in each frame per layer for each user. Therefore, each layer of the LSTC-CDMA system consists of 266 encoded symbols per frame.

The bit error rates (BER) of the adaptive iterative MMSE receivers for a single user with various numbers of iterations are shown in Figure 5.8. It can be observed that the system performance is significantly improved in the second iteration compared to the first iteration, and approaches the interference free bound in the 5th iteration.

![Figure 5.8 Performance of adaptive iterative MMSE receiver for a single user in a quasi-static Rayleigh fading channel.](image_url)
Figure 5.9 presents the system performance with 20 users for the adaptive receiver. The average BER plot shows that the performance is significantly improved after the second iteration, in comparison to the first iteration. It gradually increases for higher numbers of iterations. Because of the influence of the interference from the co-channel interference (CCI) and the multiple access interference (MAI) to the system, the receiver requires a number of the iteration processes to remove interferences out of the system. As shown in Figure 5.9, the performance of the proposed adaptive receiver approaches the single user performance at the 30th iteration.

The maximum number of users for a system which the time domain adaptive iterative receiver can support for a target BER, at $E_b/N_o$ 10 dB is shown in Figure 5.10. For a BER of $10^{-4}$, the number of users is 20 after 25 iterations. For a BER of $10^{-2}$, the number
of users is 35 after 25 iterations. It also shows that when the number of users increases, a higher number of iterations is required to achieve the same BER. For example, for five users, the receiver requires 10 iterations to achieve a BER of $2.5 \times 10^{-3}$ while for 18 users, it requires 20 iterations to achieve the same BER.

Figure 5.10 BER of the frequency domain adaptive iterative receiver at $\text{E}_b/\text{N}_o$ 10dB, for a variable number of users
5.6 Conclusion

In this Chapter, we present an adaptive iterative receiver based on normalized LMS (NLMS) algorithm for a layered space-time coded CDMA (LSTC-CDMA) system. The simulation results show that the adaptive iterative receiver effectively suppresses and removes the CCI and MAI using the interference suppression and cancellation techniques. The use of a decoding stage at each iteration allows for a greater performance improvement over multistage detectors, due to the higher reliability of the co-channel interference (CCI) and multiple access interference (MAI) estimation. Moreover, the system performance is also evaluated by using a semi-analytical approach and simulations, and there is an excellent agreement between two sets of results. Therefore, using a semi-analysis approach, which significantly reduces system simulation time, we can predict the system performance without actually simulating data transmission. The performance results of the system also show that the adaptive receiver can achieve the interference-free single user performance for a high signal to noise ratio (SNR).

However the computational complexity of the proposed adaptive receiver is still high, due to the iteration process. Therefore, to reduce the computational complexity, the frequency domain adaptive iterative receiver will be discussed in the next chapter.
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Frequency-domain Adaptive Iterative Receiver for Layered Space-time Coded CDMA Systems

In this chapter, a new low complexity frequency domain adaptive iterative receiver for a layered space-time coded CDMA (LSTC-CDMA) system is presented. The proposed frequency domain adaptive receiver is a modified structure of time domain adaptive iterative receiver for the downlink LSCT-CDMA system presented in Chapter 5. There is no a priori knowledge of channel state information (CSI), spreading sequences and fading coefficients available at the receiver. Training sequences for each user are transmitted at the start of the transmission. The proposed receiver consists of a normalized least mean square (NLMS) feed-forward filter and a feedback iterative parallel interference canceller operating in the frequency domain. It has the same performance as a time domain receiver with reduced complexity. Simulation results show that the proposed receiver approaches the interference-free single user performance for a high signal-to-noise ratio (SNR).
6.1 Introduction

Recently, a frequency domain equalizer (FDE) structure was proposed for SISO in [25-27, 77]. In [26, 79, 81-83] authors have shown that the FDE has been applied to the MIMO systems. Such a technique offers a significant reduction in the computation complexity in comparison to the time domain approach.

In this chapter, we propose a new frequency domain (FD) adaptive iterative receiver for a downlink LSTC-CDMA system under a quasi-static fading channel with no a priori knowledge of CSI, spreading sequences and fading coefficients. Assuming that all the users have the same number of antennas and each user can detect all other user's information and suppress them in its receiver, just like a conventional multi-user detection. Training sequences for each user are transmitted at the start of the transmission for each user. The proposed receiver applies the SISO adaptive structure proposed by Miller, S. L. [91] to the MIMO adaptive system and replaces a time domain adaptive equalizer with a frequency domain equalizer. Such a receiver can effectively mitigate CCI and MAI and thus improve the multiuser system performance. Moreover, the proposed frequency domain adaptive receiver based on the frequency domain equalizer shows a significant reduction in computation complexity and has the same or better adaptation performance compared to the time domain receiver. The simulation results show that the adaptive iterative receiver can also achieve the interference-free single user performance for a high value of a signal-to-noise ratio (SNR).

The rest of this chapter is organized as follows. Section 6.2 describes the system model of a downlink LSTC-CDMA system. In Section 6.3 we present the proposed frequency domain adaptive iterative receiver structure. The system complexity analysis of the proposed receiver structure is discussed in Section 6.4. In Section 6.5 the simulation results and discussions are presented. Finally in Section 6.6, conclusions are drawn.
6.2 System Model

In this Chapter, we investigate the downlink LSTC-CDMA system, which was discussed in Chapter 5 for further computational complexity reduction purposes for the receiver structure. Therefore, the adaptive iterative receiver in Figure 5.3 is modified for computational reduction purposes. Therefore, the new frequency domain adaptive receiver, which is proposed in this chapter, uses the frequency domain equalizer to replace the time domain equalizer in the adaptive iterative receiver. However, since we only consider the complexity at the receiver end, we still employ the same transmitter, as shown in Figure 5.1 throughout this chapter.

Let \( \mathbf{r}_{i,j}^p \) be the received signal vector at the receive antenna \( j, j=1,K,M \), for symbol \( t \) of the \( p \)-th user, then \( \mathbf{r}_{i,j}^p \) is given by

\[
\mathbf{r}_{i,j}^p = \mathbf{S}\mathbf{h}_{i,j}^p + \mathbf{n}_{i,j}^p
\]

(6.1)

where \( \mathbf{r}_{i,j}^p = [r_{i,j}^{p,1}, \ldots, r_{i,j}^{p,q}, \ldots, r_{i,j}^{p,N}]^T \) and \( r_{i,j}^{p,q} \) is the received signal at the \( q \)-th chip of the \( t \)-th symbol for \( j \)-th antenna of the \( p \)-th user. \( \mathbf{b} \) are the coded signal vectors transmitted by \( K \) users through \( N \) transmit antennas, given by

\[
\mathbf{b} = [\mathbf{b}_1, \ldots, \mathbf{b}_K, \mathbf{b}_p, \ldots, \mathbf{b}_k]^T
\]

(6.2)

where

\[
\mathbf{b}_p = [b_1^p, \ldots, b_q^p, \ldots, b_N^p]
\]

(6.3)

and \( b_n^p, n=1,K,N \) and \( p=1,K,K \), is the coded information bit of the \( p \)-th user for the \( n \)-th transmit antenna, and \([\mathbf{x}]^T\) is the transpose of a vector \( \mathbf{x} \).

\( \mathbf{S} \) represents the \( L \times KN \) spread transmitted sequence of \( K \) users for \( N \) transmit antennas, denoted by
\[ S = [s_1^1, \mathbf{K}, s_1^N, \mathbf{K}, s_p^n, \mathbf{K}, s_K^1, \mathbf{K}, s_K^N] \]  \hspace{1cm} (6.4)  

where \( s_p^n \) is the spread sequence corresponding to the \( p \)-th user and the \( n \)-th antenna, represented as

\[ s_p^n = [s_p^{n,1}, \mathbf{K}, s_p^{n,q}, \mathbf{K}, s_p^{n,L}]^T \]  \hspace{1cm} (6.5)  

and \( s_p^{n,q} \), \( n = 1, K, N \), \( p = 1, K, K \), \( q = 1, K, L \), is the \( q \)-th chip of the spreading sequence and the \( n \)-th transmit antenna of the \( p \)-th user. For each user the spreading sequences are the same for all sub-streams.

\( \mathbf{H}_{t,j}^p \) is the \( KN \times KN \) complex channel matrix for the \( p \)-th user at symbol interval \( t \), given by \( \mathbf{H}_{t,j}^p = \text{diag} [\mathbf{h}_{t,j}^p, \mathbf{h}_{t,j}^p]_{KN \times KN} \) where \( \mathbf{h}_{t,j}^p \) is the \( N \times N \) complex channel matrix of the \( p \)-th user at symbol interval \( t \), represented by \( \mathbf{h}_{t,j}^p = \text{diag} [h_{j,1}^p(t), \mathbf{K}, h_{j,n}^p(t), \mathbf{K}, h_{j,N}^p(t)]_{N \times N} \) and \( h_{j,n}^p(t) \) is the fading coefficient the \( p \)-th user from the \( n \)-th transmit antenna, \( n = 1, K, N \), to the \( j \)-th receive antenna, \( j = 1, K, M \).

The coded signal vectors, denoted by \( \mathbf{b} \), transmitted by \( K \) users through \( N \) transmit antennas, is given by

\[ \mathbf{b} = [\mathbf{b}_1, \mathbf{b}_2, \mathbf{K}, \mathbf{b}_p, \mathbf{K}, \mathbf{b}_K]^T \]  \hspace{1cm} (6.6)  

where

\[ \mathbf{b}_p = [b_p^1, \mathbf{K}, b_p^n, \mathbf{K}, b_p^N] \]  \hspace{1cm} (6.7)  

and \( b_p^n \), \( n = 1, K, N \) and \( p = 1, K, K \), is the coded information bit of the \( p \)-th user for the \( n \)-th transmit antenna, and \( [\mathbf{x}]^T \) is the transpose of a vector \( \mathbf{x} \). \( \mathbf{n}_{t,j}^p \) is an \( L \times 1 \) noise vector.
at the receive antenna $j$ of the $p$-th user, given by $n_{t,j}^p = [n_{j,1}^p(t), \ldots, n_{j,K}^p(t)]^T$, where $n_{j,q}^p (t)$ is a Gaussian random variable with a zero mean and two sided power spectral density $N_0/2$ per dimension. The received signals for all receive antennas are arranged in a vector $R_t^p$

$$R_t^p = [r_{t,1}^p, \ldots, r_{t,K}^p]^T$$

### 6.3 Receiver Structure

A block diagram of the proposed frequency domain adaptive iterative LSTC-CDMA receiver is shown in Figure 6.1. It consists of $K$ adaptive iterative LSTC-CDMA single user receivers, each with an adaptive detector followed by $N$ parallel soft-input soft-output channel decoders. For the downlink system, assuming that all the users have the same number of antennas and each user can detect all other user's information and suppress them in its receiver, just like a conventional multi-user detection.

---

**Figure. 6.1 Block diagram of iterative TLSTC - CDMA Receiver for $p$-th user**
The received signals are first processed by the adaptive detector. The detector outputs, corresponding to the $N$ transmitted antennas for each user, are then fed to the time and spatial deinterleavers, denoted by $\Pi^{-1}$ and $\Pi S^{-1}$, respectively. The outputs of the deinterleavers are decoded by parallel MAP decoders. CCI and MAI interferences are cancelled by an iterative technique. The soft output of the MAP decoders from all users are sent to the spatial and time interleavers, and then fed back to the adaptive MMSE detector. A soft estimate of a particular user’s signals transmitted from a given antenna is obtained by cancelling the interference from other antennas and other users.

6.3.1 Frequency Domain LSTC-CDMA Receiver

It is well known that a linear convolution process can be carried out either in the time domain or the frequency domain. However, the frequency domain approach has been shown to have a much lower computation complexity [22]. In the proposed system, an adaptive frequency domain equalizer is employed in the adaptive detector. Each adaptive
detector consists of feed-forward and feedback filters, as shown in Figure 6.2. The frequency domain equalizer uses a frequency domain normalized Least Mean Square (NLMS) algorithm for an adaptation process. After the adaptive detection process, the detector outputs are passed to the time deinterleaver followed by the spatial-deinterleaver. The spatial-deinterleaver outputs are encoded by parallel MAP decoders. If the system performance achieves a satisfactory level, the decoder soft outputs are then passed to a decision device to make a decision for the desired outputs otherwise the iteration process is needed for further improvement in the interference suppression and cancellation.

In fact, because the inaccurate channel estimation in the adaptive scheme is in a high interference environment, an iterative process to remove the interferences from the received signal is needed to improve the system performance. The detector soft outputs of the current stage are interleaved by a time and spatial interleaver, and then fed back into a feedback filter to be subtracted from the feed-forward filter output for the next iteration process. In the iterative process the feed-forward filter suppresses the interference while the feedback filter cancels the interference from adjacent antennas and other users.

**Adaptive iterative frequency domain detector**

In the feed-forward filter module, the adaptive feed-forward filter of each user is a frequency domain equalizer, used to estimate the channel coefficients and signature sequences of each user, as well as to suppress the interference in the system. The received signal at each receive antenna is transformed into the frequency domain using the fast Fourier transform (FFT) and the convolution is performed in the frequency domain. The equalizer outputs from all receive antennas are added to obtain a feed-forward filter output signal for each transmit antenna as shown in Figure 6.2. The inverse fast Fourier transform (IFFT) transforms the feed-forward filter output signal from the frequency domain into the time domain.

The $L$-chips receive signals $(r_{ij}^p, r_{ij}^r)$ of the $p$-th user, as defined in Equation (6.3), at the symbol interval $t$ are transformed into the frequency domain using the FFT. The output of each FFT module, denoted by $\Phi_{ij}^p$, is given by
where \( \Theta_{t,j}^p, j = 1, K, M \), is the received signal vector of the \( j \)-th receive antenna for the \( p \)-th user at symbol interval \( t \) in the frequency domain,

\[
\Theta_{t,j}^p = \left[ \Theta_{t,j}^{p,1}, K, \Theta_{t,j}^{p,q}, K, \Theta_{t,j}^{p,1} \right]
\]

and

\[
\Theta_{t,j}^{p,q} = \sum_{l=0}^{L-1} r_{t,j}^{p,l} e^{-j2\pi q l / L}
\]

\( \text{fft}(\cdot) \) represents the fast Fourier transform function, and \( \Theta_{t,j}^{p,q}, q = 1, K, L \), is the FFT transformation of the received signal for the \( j \)-th receive antenna of the \( p \)-th user at the \( q \)-th chip of the \( t \)-th symbol.

Let \( w_{j}^{p,k}(t) \) be an \( L \times 1 \) feed-forward tap coefficient vector for the \( j \)-th receive antenna of the \( p \)-th user during the \( k \)-th iteration at symbol interval \( t \), given by

\[
w_{j}^{p,k}(t) = [w_{j,0}^{p,k}(t), K, w_{j,q}^{p,k}(t), ..., w_{j,L-1}^{p,k}(t)]^T
\]

where \( w_{j,q}^{p,k}(t) \) is the feed-forward tap coefficient corresponding to the \( q \)-th chip of the spreading sequence.

Let \( \Psi_{t,j}^{p,k} \) represent the FFT transformed signals of \( w_{t,j}^{p,k} \) defined by

\[
\Psi_{t,j}^{p,k} = \text{fft}(w_{t,j}^{p,k}(t))
\]

where

\[
\Psi_{t,j}^{p,k} = [\Psi_{t,j}^{p,k}(0), K, \Psi_{t,j}^{p,k}(q), K, \Psi_{t,j}^{p,k}(L-1)]
\]

and

\[
\Psi_{t,j}^{p,k}(q) = \sum_{l=0}^{L-1} w_{j,l}^{p,k}(t) e^{-j2\pi q l / L}
\]
where \( \Psi_{i,j}^{p,k} (q) \), \( q = 1, K, L \), is the FFT of the feed-forward tap coefficient for the \( j \)-th receive antenna at the \( q \)-th chip of the \( p \)-th user during the \( k \)-th iteration at symbol interval \( t \). \( \Theta_{i,j}^p \) is then sent to the feed forward filter of the \( j \)-th antenna to perform the element-wise multiplication with the feed forward tap coefficient \( \Psi_{i,j}^{p,k} \) in the frequency domain.

The outputs of each feed forward filter are then added to obtain the detector output for each transmit antenna. The output of the adder for the \( k \)-th iteration at symbol interval \( t \), for \( i \)-th antenna of the \( p \)-th user, denoted by \( \bar{F}_{i,p}^{i,k} \), is given by

\[
\bar{F}_{i,p}^{i,k} = \sum_{j=1}^{M} \text{diag} \left( \Theta_{i,j}^p \right)^H \cdot \Psi_{i,j}^{p,k}
\]

(6.16)

where \( \text{diag} () \) and \( ()^H \) denote the diagonal matrix and the conjugate transpose function.

\( \bar{F}_{i,p}^{i,k} \) is then transformed back into the time domain by the inverse fast Fourier transform (IFFT). The feed-forward filter output for the \( i \)-th antenna of the \( p \)-th user during the \( k \)-th iteration at symbol interval \( t \), is given by

\[
\hat{F}_{i,p}^{i,k} = \text{iff} \left( \bar{F}_{i,p}^{i,k} \right)
\]

(6.17)

where

\[
F_{i,p}^{i,k} = \left[ F_{i,p}^{i,k} (0), K, F_{i,p}^{i,k} (q), K, F_{i,p}^{i,k} (L-1) \right]
\]

(6.18)

and

\[
F_{i,p}^{i,k} (q) = \frac{1}{L} \sum_{l=0}^{L-1} \bar{F}_{i,p}^{i,k} e^{-j2\piql} / L
\]

(6.19)

Let \( \hat{F}_{i,p}^{i,k} \) represent the time domain feed-forward filter output for the \( i \)-th antenna of the \( p \)-th user during the \( k \)-th iteration at symbol interval \( t \), defined by

\[
\hat{F}_{i,p}^{i,k} = I_F \cdot \hat{F}_{i,p}^{i,k}
\]

(6.20)
where $I_F$ is defined by $I_F = [1 \ 0_{L-1}]$ and $0_{L-1}$ is a row vector of length $L-1$ containing all zeros.

For the feedback filter module, the feedback filter output can be obtained in the same manner as the feed-forward filter process but the input of the feedback filter is the decoder soft output from the previous iteration. The estimated symbols from the decoder outputs are fed back to the feedback filter to cancel the interference from adjacent antennas of the user of interest and from the antennas of other users.

The symbol estimates from the output of the decoders are transformed into the frequency domain using the FFT and then passed to the feedback filter. The output of the FFT, denoted by $\Lambda^{i,k}_{t,p}$, of the $p$-th user at symbol interval $t$, is given by

$$\Lambda^{i,k}_{t,p} = \text{fft}\left(\tilde{x}^{i,k}_{t,p}\right)$$

(6.21)

where

$$\Lambda^{i,k}_{t,p} = [\Lambda^{i,k}_{t,p}(1) , \Lambda^{i,k}_{t,p}(a) , \Lambda^{i,k}_{t,p}(KN-1)]$$

(6.22)

and

$$\Lambda^{i,k}_{t,p}(a) = \sum_{m=0}^{KN-2} \hat{x}^{m,k}_{t,p} e^{-j2\pi am/KN} ; \begin{cases} a \in (1K, KN-1) \\ p \in (1K, K) \end{cases}$$

(6.23)

where $\hat{x}^{i,k}_{t,p}$ is an $(KN-1)\times1$ vector of the estimated soft symbols, at the $k$-th iteration, from MAP decoders of all antennas of all users, except the $i$-th antenna of the $p$-th user, at symbol interval $t$, given by
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\[
\hat{x}^{i,k}_{t,p} = (\hat{x}^{1,k}_{t,1}, K, \hat{x}^{N,k}_{t,1}, K, \hat{x}^{i,k}_{t,p}, K, \hat{x}^{1,k}_{t,K}, ..., \hat{x}^{N,k}_{t,K})^T
\]  \hspace{1cm} (6.24)

where

\[
\hat{x}^{i,k}_{t,p} = (\hat{x}^{1,k}_{t,p}, \hat{x}^{2,k}_{t,p}, ..., \hat{x}^{i-1,k}_{t,p}, \hat{x}^{i+1,k}_{t,p}, ..., \hat{x}^{N,k}_{t,p})
\]  \hspace{1cm} (6.25)

Let \( \hat{w}^{i,k}_{b,p}(t) \) be the feedback filter coefficients of all users, except the \( i \)-th antenna of the \( p \)-th user, at symbol interval \( t \) in time domain, given by

\[
\hat{w}^{i,k}_{b,p}(t) = [w^{1,k}_{b,p}(t), w^{N,k}_{b,p}(t), K, w^{i,k}_{b,p}(t), K, w^{i+1,k}_{b,p}(t), K, w^{N,k}_{b,p}(t)]^T
\]  \hspace{1cm} (6.26)

where

\[
w^{i,k}_{b,p}(t) = [w^{1,k}_{b,p}(t), ..., w^{i,k}_{b,p}(t), w^{i+1,k}_{b,p}(t), K, w^{N,k}_{b,p}(t)]
\]  \hspace{1cm} (6.27)

Let \( \Psi^{i,k}_{t,b,p} \) represent the FFT of \( \hat{w}^{i,k}_{t,b}(t) \), defined by

\[
\Psi^{i,k}_{t,b,p} = \text{fft}(\hat{w}^{i,k}_{t,b,p}(t))
\]  \hspace{1cm} (6.28)

where

\[
\Psi^{i,k}_{t,b,p} = [\Psi^{k}_{b,p}(1), K, \Psi^{k}_{t,b,p}(a), K, \Psi^{k}_{t,b,p}(KN-1)]
\]  \hspace{1cm} (6.29)

and

\[
\Psi^{k}_{t,b,p}(a) = \sum_{m=0}^{KN-2} w^{m,k}_{b,p}(t) e^{-j2\pi am/(KN-1)}
\]  \hspace{1cm} (6.30)

The output of the FFT, as denoted in Equation (6.21), is then applied to the feedback filter with the frequency domain feedback tap coefficients as defined in Equation (6.28)
to perform the element-wise multiplication in frequency domain. The feedback filter output signals, defined by \( \mathbf{F}_{t,b}^{i,k} \), at symbol interval \( t \), is given by

\[
\mathbf{F}_{t,b,p}^{i,k} = \text{diag} \left( \mathbf{A}_{i,p}^{i,k} \right)^H \cdot \mathbf{\Psi}_{t,b,p}^{i,k}
\]  

(6.31)

\( \mathbf{F}_{t,b,p}^{i,k} \) is then transformed back into time domain by the IFFT. The feedback filter output for the \( i \)-th antenna of the \( p \)-th user, during the \( k \)-th iteration, at symbol interval \( t \), is given by

\[
\mathbf{F}_{t,b,p}^{i,k} = \text{iff}(\mathbf{F}_{t,b,p}^{i,k})
\]

(6.32)

where

\[
\mathbf{F}_{t,b,p}^{i,k} = \left[ \mathbf{F}_{t,b,p}^{i,k} \right] \left( 1, \mathbf{K}, \mathbf{F}_{t,b,p}^{i,k} (a), \mathbf{K}, \mathbf{F}_{t,b,p}^{i,k} (KN-1) \right]
\]

(6.33)

\[
\mathbf{F}_{t,b,p}^{i,k} (a) = \frac{1}{KN-1} \sum_{m=0}^{KN-2} \mathbf{F}_{t,b,p}^{m,k} e^{-j2\pi m KN^{-1}}
\]

(6.33)

Let \( \mathbf{F}_{t,b,p}^{i,k} \) represent the time domain feedback filter output for the \( i \)-th antenna of the \( p \)-th user during the \( k \)-th iteration at symbol interval \( t \), defined by

\[
\mathbf{F}_{t,b,p}^{i,k} = \mathbf{I}_B \cdot \mathbf{F}_{t,b,p}^{i,k}
\]

(6.34)

where \( \mathbf{I}_B = [1 \ 0_{KN-1}] \), and \( 0_{KN-1} \) is a row vector with the length of \( KN-1 \) containing all zeros.

The detected symbol of the \( p \)-th user obtained at the output of the adaptive detector for the \( i \)-th antenna during the \( k \)-th iteration at symbol interval \( t \), denoted by \( \mathbf{y}_{t,p}^{i,k} \), given by
where $F_{t,p}^{i,k}$ and $F_{t,b,p}^{p,k}$ represent the feed-forward and the feedback filter outputs in the time domain, as given in Equation (6.20) and Equation (6.33), respectively.

The detection soft output $y_{t,p}^{i,k}$ in the time domain is then compared to the training sequence, and the difference between them, referred to as the detection error, is calculated. The detection error in the $k$-th iteration at symbol interval $t$, for the $i$-th antenna for the $p$-th user, denoted by $e_{t,p}^{i,k}$, is given by

$$e_{t,p}^{i,k} = y_{t,p}^{i,k} - x_{t,p}^{i,k}$$

(6.36)

where $x_{t,p}^{i,k}$ is the training sequence for the $i$-th antenna of the $p$-th user in the $k$-th iteration at symbol interval $t$.

The detection error is then used to adapt the feed-forward filter and feedback filter tap coefficients. After the mean square error (MSE) approaches a specified value, the training mode is switched to the decision directed mode, in which the training sequence is replaced by the hard decision output of each user detector. In the decision directed mode, the detection error is given by the difference between the detector output and the hard decision of the detector output.

The values of feed-forward filter tap coefficients, $w_{t,i,j}^{p,k}(t)$, in Equation (6.12) and feedback filter tap coefficients, $\hat{w}_{t,b}^{i,k}(t)$, in Equation (6.26) are calculated by minimizing the mean square error, defined as $\zeta$, between the training sequence and the detector soft output, given by

$$\zeta = \min\left(\mathbb{E}\left[|y_{t,p}^{i,k} - x_{t,p}^{i,k}|^2\right]\right)$$

(6.37)
They can be determined recursively by an adaptive normalized Least Mean Square (NLMS) algorithm in the time domain [18] as follows

\[
W_{j,p}^{p,k}(t+1) = W_{j,p}^{p,k}(t) + \frac{\mu_f}{\alpha_f + r_{t,j}^p H} e_{t,p}^p r_{t,j}^p
\]

and

\[
\hat{W}_{p,j,p}^{i,k}(t+1) = \hat{W}_{p,j,p}^{i,k}(t) + \frac{\mu_b}{\alpha_b + \hat{X}_{t,p}^{i,k} H} e_{t,p}^{i,k} \hat{X}_{t,p}^{i,k}
\]

where \( r_{t,j}^p \) and \( \hat{X}_{t,p}^{i,k} \) are defined in Equation (6.3) and Equation (6.24), respectively. \( \mu_f \) and \( \mu_b \) are the step sizes for the feed-forward and feedback adaptations, respectively and \( \alpha_f \) and \( \alpha_b \) are positive constants to prevent division by zero.

Let \( E_{f,j,p}(t) \) and \( E_{b,j,p}^{i,k}(t) \) represent a column vector of the error \( e_{t,j,p}^{i,k} \) and the step size for the feed-forward \( \left( \mu_f \right) \) and feedback \( \left( \mu_b \right) \) filters of the \( p \)-th user, as defined by

\[
E_{f,j,p}(t) = [U_{f,j,p}^p(t) e_{t,j,p}^{i,k}, 0, 0_1, K 0_{N-2}]^T
\]

and

\[
E_{b,j,p}^{i,k}(t) = [U_{b,j,p}^{i,k}(t) e_{t,j,p}^{i,k}, 0, 0_1, K 0_{K_N-2}]^T
\]

where \( U_{f,j,p}^p(t) \) and \( U_{b,j,p}^{i,k}(t) \) are, respectively, the normalized step size of the feed-forward and feedback filters, given by

\[
U_{f,j,p}^p(t) = \frac{\mu_f}{\alpha_f + R_{t,j}^p}
\]

and

\[
U_{b,j,p}^{i,k}(t) = \frac{\mu_b}{\alpha_b + \hat{R}_{t,j}^{i,k}}
\]

where \( R_{t,j}^p \) and \( \hat{R}_{t,j}^{i,k} \) are the signal symbol’s energies of \( r_{t,j}^p \) and \( \hat{X}_{t,j}^{i,k} \), respectively, in the time domain. The signal’s energy calculation is first performed in the frequency
domain approach and then transformed back into the time domain signal. The $R_{i,j}^p$ and $R_{i,b,p}^{i,k}$ are given by

$$R_{i,j}^p = \mathbf{I}_F \left\{ \text{fft} \left( \text{diag} \left( \Theta_{i,j}^p \right)^H \cdot \Theta_{i,j}^p \right) \right\}$$  \hspace{1cm} (6.44)$$

$$R_{i,b,p}^{i,k} = \mathbf{I}_R \left\{ \text{fft} \left( \text{diag} \left( \Lambda_{i,p}^{i,k} \right)^H \cdot \Lambda_{i,p}^{i,k} \right) \right\}$$  \hspace{1cm} (6.45)$$

where $\mathbf{I}_F = [1 \ 0_{L-1}]$ and $\mathbf{I}_B = [1 \ 0_{KN-1}]$, where $0_A$ is a row vector of length $A$ containing all zeros. $\Theta_{i,j}^p$ is an $L \times 1$ vector of the received signal in frequency domain defined in Equation (6.9) and $\Lambda_{i,p}^{i,k}$ is an $(KN-1)$ vector of the symbol estimates in frequency domain defined in Equation (6.21). The updated feed-forward filter coefficients, $w_{j}^{p,k}(t+1)$, and the feedback filter coefficients, $\hat{w}_{b,p}^{i,k}(t+1)$, can be written as

$$w_{j}^{p,k}(t+1) = w_{j}^{p,k}(t) + \Delta_{f,j}^p(t)$$  \hspace{1cm} (6.46)$$

$$\hat{w}_{b,p}^{i,k}(t+1) = \hat{w}_{b,p}^{i,k}(t) + \Delta_{b,p}^{i,k}(t)$$  \hspace{1cm} (6.47)$$

where $\Delta_{f,j}^p(t)$ is the time domain update parameter of the feed-forward filter coefficients, given by

$$\Delta_{f,j}^p(t) = \mathbf{I}_F \cdot \left( \text{fft} \left( \text{diag} \left( \Phi_{f,j}^p(t) \right)^H \cdot \Theta_{i,j}^p \right) \right)$$  \hspace{1cm} (6.48)$$

where $\Theta_{i,j}^p$ is defined in Equation (6.9) and $\Phi_{f,j}^p(t)$ is defined by

$$\Phi_{f,j}^p(t) = \text{fft} \left( \mathbf{E}_{f,j}^p(t) \right)$$  \hspace{1cm} (6.49)$$
Similarly, $\Delta_{i,k}^{b,p}(t)$ is the time domain update parameter of the feedback filter coefficients, given by

$$
\Delta_{i,k}^{b,p}(t) = I_F \cdot \left[ \text{ifft} \left( \text{diag} \left( \Phi_{i,k}^{b,p}(t) \right)^H \cdot \Lambda_{i,k}^{t,p} \right) \right]
$$

(6.50)

where $\Lambda_{i,k}^{t,p}$ is defined in Equation (6.21) and $\Phi_{i,k}^{b,p}(t)$ is defined by

$$
\Phi_{i,k}^{b,p}(t) = \text{fft} \left( F_{i,k}^{b,p}(t) \right)
$$

(6.51)

Therefore, the values of feed-forward filter tap coefficients, $w_{i,k}^{p,j}(t)$, in Equation (6.12) and feedback filter tap coefficients, $\hat{w}_{i,k}^{p,j}(t)$, in Equation (6.26) can be calculated recursively by using Equation (6.46) and Equation (6.47), respectively.

After the detection process, the detector outputs for user $p$, $y_{i,k}^{p,j}$, are fed to the time deinterleaver and followed by the spatial deinterleaver. The spatial deinterleaver outputs are then applied to the parallel MAP decoders to decode the outputs in time domain. The soft-output from the decoder is used to cancel interference in the feedback filter in the next iteration. The calculation of the soft-output symbol estimate in the $i$-th layer and $k$-th iteration for the $p$-th user with the BPSK modulation scheme was discussed in Chapter 5. This adaptive iterative detection/decoding process is repeated until the system performance achieves a satisfactory level and then the soft-outputs from the decoder in the last iteration are fed into a decision device.

### 6.4 Complexity Analysis

In this paper, we define the receiver computational complexity as the required number of signal processing operations per coded symbol and per user. As we want to compare the
receiver complexity between the time and frequency domain implementations of adaptive iterative receivers, we will consider only the complexity of the detector since the decoder is the same for both implementations.

In the time domain adaptive detector [28], for each coded symbol per user and per iteration in the equalization process, each feed forward filter requires $L$ multiplications while the feedback filter requires $KN - 1$ multiplications. The coefficient-updating process requires $2L + 1$ multiplications for the feed-forward tap coefficients, and $2KN - 1$ multiplications for the feedback tap coefficients. Therefore the total number of operations is $KNI(3ML + M + 3KN - 2)$ multiplications for each coded symbol for $K$ users, $N$ transmit and $M$ receive antennas at $I$ iterations with the spreading sequence length $L$.

The computational requirement [28] for the frequency domain adaptive detector requires $\log_2(L)$ multiplications for each feed-forward filter, and $\log_2(KN - 1)$ multiplications for each feedback filter, for each coded symbol per user per iteration. To update the tap coefficients, each feed-forward filter requires $M \log_2(2L + 1)$ multiplications, while the feedback filter requires $\log_2(2KN - 1)$ multiplications. Therefore the total number of operations is $KNI(M \log_2(L) + M(2L + 1) + \log_2(KN - 1) + \log_2(2KN - 1))$ multiplications for each coded symbol. The comparison of the complexity between the two type detectors is shown in table 1.

Table 1. Complexity comparison between the time and frequency domain adaptive detectors

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Number of multiplications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-domain detector</td>
<td>$KNI(3ML + M + 3KN - 2)$</td>
</tr>
<tr>
<td>Freq-domain detector</td>
<td>$KNI(M \log_2(L) + M \log_2(2L + 1) + \log_2(KN - 1) + \log_2(2KN - 1))$</td>
</tr>
</tbody>
</table>

$K$ = number of users, $L$ = processing gain, $N$ = number of transmit antennas, $M$ = number of receive antennas, and $I$ = number of iteration

It can be observed from Table 1 that the computational complexity in the frequency domain is significantly lower than that of the time domain approach. For instance, assuming that $K = 5$, $L = 7$, $N = M = 4$, and $I = 8$, the computational complexity for the
time and frequency domain detectors is 23360 and 5822, respectively. The complexity of
the frequency domain detector can save about 75% in computational complexity
compared to the time domain detector. If the processing gain is increased to 32, the
computational complexity for the time and frequency domain detectors is 71360 and
8580. The reduction of the computational complexity in the frequency domain detector is
about 88% compared to the time domain detector. Therefore, the computational
complexity of the frequency domain detector is significantly lower than the time domain
receiver in this example.

6.5 Performance Results

This section presents simulation results for the adaptive iterative LSTC-CDMA
receiver operating in the frequency domain. We consider BPSK modulation and a quasi-
static fading channel, for which the fading coefficients are constant within a frame, but
change independently from one frame to another. The system operates in the training
mode until the MSE reaches the minimum, at which point it switches to the decision
directed mode. The constituent codes are non-systematic convolutional codes with the
code rate of 1/2, memory order of 3 and the generating polynomials \( g_1 = 15_8 \) and \( g_2 = 17_8 \).
The spreading sequences used are Gold sequences with the processing gain of 7. The
proposed system is simulated with four transmit and four receive antennas, i.e., a \( 4 \times 4 \)
LSTC-CDMA system, with 130 information symbols in each frame per layer for each
user. Therefore, each layer of the LSTC-CDMA system consists of 266 encoded symbols
per frame.

The frame error rates (FER) of the time and frequency domain adaptive iterative
MMSE single user receivers for various numbers of iterations are shown in Figure. 6.3. It
can be observed that the system performance is significantly improved in the second
iteration compared to the first iteration, and approaches the interference free bound in the
5th iteration. The results also show that the frequency domain structures have the same
performance as the time domain structures with a lower computational complexity.
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6.5 Performance Results

Figure. 6.3 Comparison of the time domain and frequency domain adaptive iterative MMSE receivers in a quasi-static Rayleigh fading channel.

Figure. 6.4 BER performance of the frequency domain adaptive iterative receiver with 20 users.
Figure 6.4 presents the system performance with 20 users for the frequency domain receiver. It is obvious that the proposed receiver effectively suppresses the interference and cancels the co-channel interference (CCI) and the multiple access interference (MAI) with a number of iterations. The performance of the system approaches the single user performance at the 30th iteration.

The maximum number of users for a system with a frequency domain adaptive iterative receiver can support a target BER, at $E_b/N_0$ 10 dB as shown in Figure 6.5. For a BER of $10^{-4}$, the number of users is 20 after 25 iterations. For a BER of $10^{-2}$, the number of users is 35 after 25 iterations. It also shows that to increase the number of active users in the system, a higher number of iteration processes is needed to achieve a satisfactory system performance. For example, for 10 users, the receiver requires 10 iterations to achieve a BER of $10^{-3}$ while for 27 users, it requires 25 iterations to achieve the same BER.

Figure 6.5 BER of the frequency domain adaptive iterative receiver at $E_b/N_0$ 10dB, for variable number of users
All performance results were obtained for a quasi-static fading channel. However, since the adaptive detector performance is sensitive to the channel estimation accuracy [75], the system performance is investigated for fading rates. Figure 6.6 shows the performance of the frequency domain receiver for various values of normalized fading rates. The results show that the average BER of the adaptive iterative receiver is increased due to inaccurate channel estimation in fast fading channels. Therefore, the average BER of the adaptive receiver increases when the fade rate is increased, as shown in Figure 6.7. The detector is unable to track channel coefficients for normalized fade rates above 0.006.

![Comparison of the system performance with different fade rate](image)

**Figure 6.6** BER performance of the frequency domain adaptive iterative receiver for various fade rates and five users
6.6 Conclusion

In this chapter, we present a low complexity frequency domain adaptive iterative receiver for a layered space-time coded CDMA (LSTC-CDMA) system. In comparison to the time domain receiver, the proposed frequency domain receiver has a lower computational complexity and achieves the same performance. For example, for a receiver with five users, four transmit and receive antennas, eight iterations and the processing gains $L$ of 7 and 32, the computational complexity is 75% and 88% lower than that of a time domain receiver, respectively. The simulation results show that the performance of the frequency domain adaptive receiver is identical to the performance of the time domain adaptive receiver. Also, the proposed receiver can suppress the interference and cancel the CCI and MAI interferences from the received signal with a number of iterations. The system performance is also investigated for various fading rates. The results show that the average BER of the adaptive iterative receiver is increased due to inaccurate channel estimation in fast fading channels. Therefore, the average BER of the adaptive receiver increases when the fade rate is increased. The detector is unable to track channel coefficients for normalized fade rates above 0.006. The simulation results show that the adaptive iterative receiver can achieve interference-free single user performance for a high signal to noise ratio (SNR).
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Conclusions

It was shown that in MIMO transmission schemes, the received signal is intrinsically affected by the co-channel interference (CCI) and multiple access interference (MAI). Several receiver structures, such as a minimum mean square error (MMSE) receiver and a parallel interference cancellation (PIC) receiver, have been developed but they require perfect a priori knowledge of channel state information (CSI) at the receiver end. In addition, they are based on non-adaptive receiver structures, which have a high computational complexity due to matrix inversion of the channel matrix.

Therefore, this thesis focuses on the design of a low computational complexity adaptive iterative receiver with an acceptable system performance for wireless MIMO communication systems. The thesis develops adaptive iterative receivers operating in time and frequency domains for a layered space-time codes and layered space-time coded DS-CDMA systems. The proposed receivers can effectively suppress and remove the CCI and MAI from the system with a low computational complexity compared to the non-adaptive MMSE receiver. In this thesis, we want to compare the receiver complexity among different implementations of the adaptive detectors in the adaptive iterative
receiver, but we will consider only the complexity of the adaptive detectors since the decoder is the same in all detector implementations.

We first propose a time domain adaptive iterative receiver, based on a joint adaptive iterative detection and decoding algorithm, to adaptively suppress and cancel co-channel interference in a layered space-time coding system as discussed in Chapter 2. The receiver structure, utilizing an adaptive least mean square (LMS) algorithm, is proposed in the system. The performance and computational complexity of the proposed system is compared to that of the non-adaptive iterative MMSE receiver.

In the proposed receiver, the receiver can effectively suppress and cancel the CCI by performing interference suppression and cancellation techniques. The system performance of the proposed receiver approaches the performance of the non-adaptive iterative receiver with the number of iterations. The computational complexity of the proposed receiver is also investigated and it is shown that the computational complexity of the proposed adaptive iterative receiver is significantly reduced in comparison with the non-adaptive iterative MMSE receiver. The complexity is reduced from the order of \(M^3\) in a non-adaptive receiver to the order of \(M\) in an adaptive receiver.

To increase the convergence speed of the LMS algorithm, we apply a partially filtered gradient LMS (PFGLMS) algorithm into the adaptive iterative receiver based on the LMS algorithm. The new proposed structure removes the LMS algorithm and replaces it with the PFGLMS algorithm. The comparison of the convergence speed shows that the PFGLMS has a faster convergence speed. The performance also shows that the PFGLMS based adaptive iterative receiver has a tracking ability in the rich scattering environment and in the fast fading channel and also approaches the performance of the non-adaptive MMSE receiver. Therefore the PFGLMS based receiver needs a shorter training period than that of the LMS receiver. However, the computational complexity of the PFGLMS-based receiver is slightly higher than that of the LMS-based receiver.

To further reduce the computational complexity, an adaptive iterative receiver based on the frequency domain approach is introduced in Chapter 4. A new frequency domain adaptive iterative receiver for MIMO systems based on a joint adaptive iterative detection and decoding structure is proposed. The proposed adaptive iterative receiver effectively
reduces co-channel interference by interference suppression and cancellation techniques, has a significantly lower computational complexity and achieves the same performance compared to the time domain receiver. For example, for a receiver with four transmit and four receive antennas, 10 iterations, the computational complexity of the frequency domain receiver based on the LMS and PFGLMS algorithm is 63% and 75% lower than that of a time domain receiver, respectively. Moreover, the detector based on the PFGLMS algorithm has a faster convergence speed and a better tracking ability compared to the LMS receiver in a dense interference environment with a slight increase in the complexity in terms of the number of multiplication. Therefore the PFGLMS detector needs a shorter training period than that of the LMS receiver.

In Chapter 5, we further extend the MIMO system to the MIMO-CDMA systems, where the interference level at the receiver is increased due to the additional co-channel interference (CCI) from adjacent layers and multi-access interference MAI from other users. In Chapter 5, we present an adaptive iterative receiver based on the normalized LMS (NLMS) algorithm for a layered space-time coded CDMA (LSTC-CDMA) system. The simulation results show that the proposed adaptive iterative receiver effectively suppresses and removes the CCI and MAI by using the interference cancellation technique. The performance shows that the system performance approaches the single user interference-free bound with a number of iterations at a high signal to noise ratio (SNR).

The simulation results show that an increase in the number of users requires a higher number of iterations to achieve the same BER performance. For example, for 10 users, the receiver requires 10 iterations to achieve a BER of $10^{-3}$ while for 27 users, it requires 25 iterations to achieve the same BER. Moreover, the system performance is evaluated by a semi-analytical approach and by simulations, and there is an excellent agreement between the two sets of results. Consequently, the use of the semi-analysis approach, which significantly reduces system simulation time, can predict the system’s performance without actually simulating data transmission.

In Chapter 6, we introduce a low complexity frequency domain adaptive iterative receiver for a layered space-time coded CDMA (LSTC-CDMA) system in order to
further reduce the receiver computational complexity. The proposed receiver structure is employed from the time domain adaptive iterative receiver structure from Chapter 5. The difference is, the adaptive detector in Chapter 5 performs adaptation in the time domain and the adaptive detector in Chapter 6 performs adaptation in the frequency domain. In comparison to the time domain receiver, the proposed frequency domain receiver is significantly lower in computational complexity and achieves the same performance. For example, for a receiver with five users, four transmit and receive antennas, eight iterations and processing gains $L$ of 7 and 32, the computational complexity is 75 % and 88% lower than that of a time domain receiver, respectively. The system performance is also investigated for various fading rates. The results show that the average BER of the adaptive iterative receiver is increased due to inaccurate channel estimation in fast fading channels. Therefore, the average BER of the adaptive receiver increases as the fade rate is increased. The detector is unable to track channel coefficients for normalized fade rates above 0.006. The simulation results show that the adaptive iterative receiver can also achieve the interference-free single user performance for a high signal to noise ratio (SNR).
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