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Abstract

This thesis addresses the use of multimodal signal processing to develop accurate and robust algorithms for the automated processing of two cardiorespiratory disorders.

False alarms in the intensive care unit (ICU) impact the patients and the clinical staff due to noise disturbance, desensitisation to warnings and slowing of response times, which can lead to disruption of care. These extra alarms also result in physiological and psychological distress for patients and the attending staff. Thus, the reduction of the number of false alarms could lead to better health outcomes in the ICU. The first application of this thesis was aimed at reducing the false arrhythmia alarms in the ICU by processing multimodal signals including photoplethysmography, arterial blood pressure, Lead II and augmented right arm ECG. The goal was to detect five critical arrhythmias comprising asystole, extreme bradycardia, extreme tachycardia, ventricular tachycardia and ventricular flutter or fibrillation.

We developed a hierarchical approach to process the four signals as well as a custom signal processing techniques for each arrhythmia type. We submitted our algorithm to the PhysioNet/Computing in Cardiology (CinC) Challenge 2015 which achieved an overall test set score of 74.03% with 98% true positive rate (TPR) and 66% true negative rate (TNR) for retrospective analysis and a score of 69.92% with 95% TPR and 65% TNR for real-time analysis. Our result placed us among the top ten scores of the PhysioNet/CinC Challenge 2015. Our proposed system also achieved the highest score among the challenge entries in detecting tachycardia false alarms with a score of 99.1%, TPR of 100% and TNR of 80%.

Sleep disorders are a prevalent health issue, which are currently costly and inconvenient to diagnose as they normally require an overnight hospital stay by the patient and the use of specialised, expensive equipment. In the second application of this project, we designed automated signal processing algorithms for the diagnosis of sleep apnoea with a main focus on the electrocardiogram (ECG) signal processing.

We extracted respiratory information from the ECG signal (ECG derived respiration; EDR signals) using different methods: QRS-complex area, principal component analysis (PCA) and kernel PCA. We proposed two algorithms (segmented PCA and approximated PCA) for EDR estimation to enable applying the PCA method to overnight ECG recordings. Previous published methods were limited to processing approximately one hour of ECG signals. We rectified the computational issues and memory requirement of PCA application for lengthy recordings. We compared the ECG derived
respiratory information against the chest respiratory effort signals for signal shape similarity and apnoea detection capability.

The performance of the apnoea detection was evaluated using the three automated machine learning algorithms of linear discriminant analysis (LDA), extreme learning machine (ELM) and support vector machine (SVM). We evaluated the performance of the algorithms on two databases: the MIT PhysioNet database and the St. Vincent’s database. The results showed that the QRS area method for EDR estimation combined with the LDA classifier was the highest performing method. Although the sample-by-sample comparison of the EDR signals against the chest respiratory signal showed low correlation, the apnoea detection results demonstrated that EDR signals contain respiratory information useful for discriminating sleep apnoea.

As a final step, heart rate variability (HRV) and cardiopulmonary coupling (CPC) features were extracted and combined with the QRS area EDR features. These features were processed with the LDA classifier and temporal optimisation techniques were applied. The cross validation results of the minute-by-minute apnoea classification achieved an accuracy of 89%, a sensitivity of 90%, a specificity of 88%, and an AUC of 0.95 which is comparable to the best results reported in the literature. We also estimated the apnoea hypopnoea index (AHI) of the recordings from the minute-by-minute apnoea annotations. Based on thresholding the estimated AHI, our system obtained an accuracy of 100% for the MIT PhysioNet database and 84% for the St. Vincent’s database for separating normal patients from apnoeic patients.
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AASM: American Academy of Sleep Medicine

Apnoea: Restriction (90% or more) of airflow for at least 10 seconds in adults or two breaths in children and a blood oxygen saturation drop of greater than 4% [1] [2].

Apnoea-hypopnoea index (AHI): The most common measure of sleep apnoea which is the average number of apnoea and hypopnoea events per hour computed over total sleep time (TST) [2].

Arousals: An EEG event when there is an abrupt shift in EEG frequency, which may include theta, alpha activity and/or frequencies greater than 16 Hz (but not sleep spindles) [3].

Arousal index (ARI): Total number of arousal events divided by total number of hours of sleep [1].

Arterial blood pressure (ABP): A hemodynamic pressure imparted to the blood by contraction of left ventricular and preserved by the elasticity of the arterial system and can be monitored using different methods (manometry, oscillometry, plethysmography and ultrasound) [4], [5].

Respiratory disturbance index (RDI): Average number of respiratory disturbances (obstructive apnoeas, hypopnoeas and respiratory event–related arousals or RERAs) per hour [2].

Asystole: A cessation of cardiac rhythm for more than 3 seconds [1].

Arterial fibrillation: An abnormal ventricular rhythm accompanied by substitution of P waves by rapid electrical fluctuations [1].

Autonomic nervous system: A part of nervous system which operates automatically to regulate physiological activities in the body [6].

Baroreceptors: Sensors in blood vessels which are excited by expansion of blood vessels to recognise blood pressure elevation [3].

Baroreflex: A negative feedback system to sustain blood pressure. Slow rate breathing intensifies Baroreflex sensitivity and diminishes sympathetic activity and chemoreflex operation [3].

Bradycardia: An abnormal heart rate of less than 60 beats per minute [1].

Cheyne stokes breathing: An abnormal breathing pattern with a crescendo and decrescendo alteration in breathing amplitude, usually detected as deep and sometimes fast breathing [1].

Chemoreceptors: Carotid chemoreceptors stimulate breathing during hypoxia and are located near the bifurcation of the carotid artery in the throat to warn that there is a drop in the brain’s oxygen or a rise in carbon dioxide levels [7].

Continuous positive airway pressure (CPAP): Standard treatment for sleep apnoea by inducing positive pressure airflow through the mouth [8].

Delta-sleep efficiency index (DSE): The percentage of delta-sleep relative to total time in bed; normally is about 20% of the night [9].
**ECG or EKG:** Electrocardiogram test which records the electrical activity of the heart measured on the skin surface [1].

**Extreme bradycardia:** A drop of heart rate define as three or more consecutive impulses at a rate of less than 60 beats per minute (bpm) [10].

**Extreme tachycardia:** An increase of heart rate defined as three or more consecutive impulses at a rate of over 100 bpm [11].

**Heart rate (HR):** The measure of heart beats derived from the number of heart contractions per minute [12].

**Heart rate variability (HRV):** The time variations of the intervals between two heart beats (R-R) [12].

**Hypercapnia:** Abnormal rise of carbon dioxide level in blood [13].

**Hypopnoea:** A particular decrease of airflow for at least 10 seconds in adults or two breaths in children accompanied by drop in blood oxygen saturation of at least 3% [1].

**Hypopnoea index (HI):** Number of hypopnoea events per hour divided by TST [1].

**Hypoxia:** Deficiency in oxygen reaching the tissue [13].

**Non-rapid eye movement (NREM):** Mostly the initial state of sleep in adults consisting of 3 stages representing the depth of sleep which is detected by synchronisation of EEG activity. The 90-min NREM-REM cycle occurs three to six times during overnight sleep [14].

**Obstructive sleep apnoea in children:** A sleep breathing disorder characterised by interruptions of 10 s to 1 min in respiratory gas exchange which leads to sleep fragmentations; mostly happens due to obesity, enlarged tonsils or adenoids [15] [16].

**Oxygen desaturation index (ODI):** The number of oxygen desaturation periods per hour of sleep [17].

**Parasympathetic nervous system:** Physiologically functions opposite to sympathetic system and acts as “rest and digest”. It slows down the heart rate in bradycardia [6].

**Photoplethysmography (PPG):** The optical plethysmography using the intensity of the absorbed light in the tissue through the skin providing clinical information such as the cardiac pulse pressure and respiration [18].

**Polysomnogram (PSG):** A sleep study for diagnosis of sleep disordered breathing using multichannel recordings to determine the respiratory and sleep measures [19], [20].

**Pulse transit time (PTT):** The delay between detected onset beats of the blood pressure waveform and R peaks of the ECG signals [21].

**QRS complex:** The typical feature in ECG signal which consists of a typical R peak and a series of deflections in ECG representing electrical activity produced by ventricular depolarization and contraction of the ventricles [1].
Rapid eye movements (REM): EOG events comprises of series of conjugate eye movements which includes a slow rate preceding a rapid rhythm in the opposite orientation as the subject reads [1].

Respiratory effort related arousals (RERA): A reduction in airflow resulting in arousals but the oxygen desaturation is lower than the hypopnoea criteria [19].

Respiratory inductance plethysmography (RIP): Capturing the respiratory effort signals by estimating the chest and abdominal movements using belts with installed sinusoid wire coils to measure the self-inductance changes due to the volume change [22].

RR interval: The interval between two adjacent R peaks of consecutive QRS complexes in ECG signal [23].

Respiratory sinus arrhythmia (RSA): It is the cyclical changes of heart rate associated with respiration which causes a faster heart rate during inspiration and slower during expiration [24].

Signal quality index (SQI): A measure of assessing the quality of signals and the rate of the distortions generated by noise and artefact [25].

Sleep apnoea (SA): A pause of airflow for more than 10 seconds in adults [26].

Sleep apnoea syndrome (SAS): At least 30 apneic episodes observed in both REM and NREM sleep over 7 hours period [2].

Sleep efficiency (SE): The ratio of total sleep time to the total time in bed ready to go to sleep [27].

For a normal sleep, SE is about 85% [9].

Sleep latency (SL): Lights out to first epoch of any sleep in minutes [1].

Sleep onset latency (SOL): The time duration from “lights out” or bedtime, to onset of sleep; normally about 15 minutes [9].

Slow wave sleep (SWS): It is Stage 3 NREM sleep state and is a deep sleep stage. It is characterised by slow wave with high voltage activity in the EEG. It is also called N3 stage, delta sleep or deep sleep [28].

SaO₂: Arterial oxygen saturation representing the ratio of oxygenated (saturated with oxygen) haemoglobin in the arterial blood [29].

SpO₂: Peripheral capillary oxygen saturation representing the ratio of the oxygenated haemoglobin in to the total haemoglobin in the blood, measured by pulse oximetry [30].

Stage R (REM) latency: sleep onset to first epoch of Stage R in minutes [1].

Sympathetic nervous system: It operates to set and organise the body to confront a potential threat namely “fight or flight”. It increases heart rate in tachycardia [6].

Tachycardia: An abnormal cardiac rate of greater than 100 per minute for at least 3 beats with QRS duration of 120msec [1].
Total in bed (TIB): The total time spend in bed from the “lights off” (i.e. sleep study starts) ready to go to sleep to the “light on” (i.e. sleep study ends) [31].

Total sleep time (TST): The total time spent in REM and NREM sleep (during the PSG) [31].

True positive rate (TPR): The ratio of the number of positives classified correctly to the total number of positives [32], [33].

True negative rate (TNR): The ratio of the number of negatives classified correctly to the total number of negatives [32], [33].

Ventricular tachycardia (VT or Vtach): A common arrhythmia with high rate of heart rate produced by abnormal electrical impulses spreading through the myocardium of ventricles [34].

Ventricular flutter or fibrillation (VF or VTF): An arrhythmia produced by uncoordinated cardiac contractions causing ventricular myocardium not responding to the sinus node stimuli [34]. The ventricular flutter causes the heart rate increases over 250-350 bpm [34].

Sinoatrial (SA) node: The generator of heart rhythm in the right atrium wall which produces a heart rate of approximately 60-100 bpm in a healthy adult [11].

Atrioventricular (AV) node: A major element of the normal impulse conduction path in the interatrial septum which receives the electrical impulse dispersing from the SA node [11].

Vagal tone: The biological activity of the vagus nerve (tenth cranial nerve) which is the key element of the autonomic nervous system for parasympathetic activity and controls the SA node stimulation and heart rate [35].
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Figure 3.4. Demonstration of some characteristics of ECG signals used in the studies for RR-interval (HRV) and EDR estimation: R peak amplitude ($R_{\text{amp}}$), RR interval ($R_{\text{int}}$) and R wave area as the shaded area (figure adapted from Fig. 1 [235]).
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Figure 3.10. A sample ROC plot (the probability of TP (TPR) versus the probability of FP (FPR)). The dotted diagonal line shows no discrimination or the random predictions (AUC=0.5) and the solid line shows a smoothed Gaussian-based curve. (Figure adapted from Figure 1 [300])

Figure 3.11. An illustration of leave-one-record-out cross validation for N recordings, with one record set to the test or validation set and the remaining recordings used as the training set in every iteration.

Figure 4.1. Block diagram of the proposed system for arrhythmia false alarm detection in the ICU.

Figure 4.2. Sample ECG II signals from the Computing in Cardiology challenge dataset. Records with arrhythmia alarms labels of (a) true asystole alarm label and predicted as true alarm by our algorithm, (b) false asystole alarm label and predicted as false alarm, (c) true bradycardia alarm label, predicted as true alarm, (d) false bradycardia label and predicted as false alarm.

Figure 4.3. Sample ECG II signals from the Computing in Cardiology challenge dataset. Records with arrhythmia alarms labels of (a) true tachycardia alarm label and predicted as true alarm by our algorithm, (b) false tachycardia alarm label and predicted as false alarm, (c) true ventricular tachycardia alarm label, predicted as true alarm, (d) false ventricular tachycardia label and predicted as false alarm, (e) true ventricular flutter fibrillation alarm label, predicted as true alarm, (f) false ventricular flutter fibrillation label and predicted as false alarm.

Figure 4.4. Sample result of applying interference removal to ECG signal (a64) and noise removal. (a) Raw ECG lead II with asystole as a false alarm. (b) The result of applying interference removal on the input ECG. Red stars are the R peaks detected by Hilbert QRS algorithm.

Figure 4.5. Result of the application of Hilbert QRS detector on the ECG lead-II signal after interference removal.

Figure 5.1. The block diagram of the proposed system for SDB diagnosis.
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Figure 5.3. Block diagram of EDR estimation using PCA method.

Figure 5.4. A series of nine consecutive QRS complexes and the reconstruction of the corresponding QRS complex using the first PC of a sample ECG recording from the PhysioNet dataset.
Figure 5.5. Centred QRS complexes used to develop the feature matrix (reproduced from [73]). m is the length of the window to extract each QRS complex and n is the number of QRS complexes or the heart rate over the ECG recording.

Figure 5.6. Schematic illustration of segmented PCA for estimation of EDR signal.

Figure 5.7. The dimensions of the covariance matrix of the standard PCA method against the approximated PCA method, n: the number of QRS complexes over the recordings, m: the length of the QRS complex window (samples).

Figure 5.8. Block diagram of EDR estimation using approximated PCA method.

Figure 5.9. The block diagram of measuring PSD features.

Figure 5.10. (a) A sample ECG signal from MIT PhysioNet database, (b) the result of applying baseline wander noise removal. The red stars are the QRS detection beats. (c) magnified demonstration of an excerpt of the ECG signal, (d) magnified demonstration of the baseline corrected signal and the QRS onset beats.

Figure 5.11. Examples of the centred QRS complexes used to develop the feature matrix of X. (a) a good example with well-aligned QRS complexes and (b) a representation of a feature matrix with ectopic beats.

Figure 5.12. (a) Input ECG signal (in blue) and the QRS amplitude EDR (in red), (b) linear PCA, and (c) Nonlinear EDR for the first attempt of phase I (60 minutes of the data from MIT PhysioNet database).

Figure 5.13. The performance of ELM classifier for OSA detection using the EDR features obtained by two proposed PCA methods (MIT PhysioNet dataset).

Figure 5.14. a) A sample ECG signal from St. Vincent’s Dataset, and b) the result of applying baseline wander noise removal and Hilbert QRS detection.

Figure 5.15. Illustration of the chest respiratory effort signal compared to three EDR signals including QRS area, approximated PCA, and segmented PCA. The EDR signals were time shifted and scaled to fit in the frame for demonstration.
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CHAPTER 1

INTRODUCTION
1. Introduction

This thesis focuses on the automated diagnosis of cardiorespiratory disorders using multimodal signal processing methods. The two applications of cardiorespiratory disorders addressed in this thesis are life-threatening heart arrhythmias and sleep disordered breathing (SDB). This chapter discuss the introduction to the research and outlines the motivation behind the topic, objectives and aims of the thesis. Then, the contributions of the work carried out, the significance and outcome of the research are explained. Ultimately, the structure of the thesis and the publications resulted from this work are listed.

1.1. Motivation

Cardiorespiratory disorders are prevalent health issues and their current diagnosis tools present major issues, such as cost, disturbance of sleep and breathing, and high rate of false alarms.

In the first application of this thesis, we detected the heart arrhythmias in order to reduce the false alarms in the intensity care unit (ICU). In general, cardiac rhythm variation from normal rhythm is known as arrhythmia which might become life-threatening due to drops in cardiac output or the triggering of further severe arrhythmias [11]. Thus, the diagnosis of cardiac dysfunctions plays a significant role in health care, particularly in the ICU. An ICU monitors the biological signals of patients in critical conditions that need persistent monitoring for treatment management [36]. Cardiorespiratory monitoring is a crucial matter, as arrhythmias such as ventricular tachycardia, ventricular flutter or fibrillation can generate fluctuations in blood pressure, increase mortality rate and may eventually lead to stroke and unexpected sudden death [37]. Many of these monitoring systems incorporate alarms designed to warn of life-threatening clinical conditions or functional failures of the equipment [38], [39]. The number of the alarms in the ICU has increased in recent years due to technological advancement of the medical instrumentation [40]. The alarms emitted from the life-support devices or physiological monitors can be classified into two groups: technically correct alarms or false alarms [41]. False alarms are alerting signals arising from monitoring equipment with no linked clinical cause or life-threatening conditions in the patient [38], [42]. Studies show that over 85% of the ICU alarms are false [40]–[43] with the resulting sound noise level in the ICU associated with alarms announced up to 90 dB [44]–[46]. Indeed, this noise can be distressing for the patients and medical staff [40] and can lead to physiological and psychological issues [44], [47]. For example, given the importance of sleep in many treatments, sleep deprivation is a major consequence of noise in the ICU [47], [48]. It is reported that weakened immune function and elevated negative nitrogen balance can be a result of sleep deprivation, which may lead to slower
treatment progress and worsened disorders [49]. Hence, noise control by reducing false alarms helps the patients sleep, which diminishes the stressors in the ICU for more effective treatment [28],[30]. Moreover, a resulting critical health issue in the ICU is medical staff losing sensitivity to frequent false alarms, referred to as alarm fatigue, which in turn increases the likelihood of missing true alarms [43], [51]. The disruptive consequences of false alarms can be alleviated by developing automatic systems for life-threatening arrhythmia detection and reduction of the false alarms which was the motivation of the first application of this thesis toward advancement of the monitoring systems.

The second part of the thesis investigated automatic detection of SDB which is a substantial burden on the healthcare system. SDB is characterised by a reduction or total pause of airflow for at least 10 seconds during sleep [52], [53]. Epidemiologic studies have shown that sleep apnoea (SA) is a widespread medical condition and have revealed a high rate of undiagnosed SA in adults [54]. It was indicated that on average, mild SA occurs in about 1 in every 5 adults and moderate SA exists in more than 1 in every 15 adults among caucasian men and women [54]. Generally, about 24% of men and nine percent of women suffer from the breathing effects of obstructive SA (OSA); and approximately 85% of adults with OSA are undiagnosed [2]. Investigators have also demonstrated that even mild OSA can cause serious detrimental health effects and that untreated OSA may lead to severe health issues such as cardiovascular disease, hypertension and stroke [54]. Furthermore, the resulting daytime tiredness and sleepiness may lead to workplace and road accidents [55]. As a result, diagnosis and treatment of OSA is important for both patients and society to reduce the associated health costs [20]. Current methods of identifying SA are complex, cumbersome and expensive to implement [38],[39]. Polysomnography (PSG) is the standard testing procedure for apnoea diagnosis which records a number of physiological signals during an overnight stay in a hospital [38],[39]. Sleep studies are expensive and patients may not sleep well due to the attachment of wires and sensors to the head, torso and limbs which can cause discomfort [20], [56]–[58]. As such, there is no doubt about the necessity of developing simpler diagnosis tools for SA. However, reliable methods of SA diagnosis with the ability to replace PSG are still unproven [54]. Sleep tests utilise different sensors which may measure redundant physiologic parameters and the number of sensors can be decreased without losing the information or reducing the accuracy of diagnosis [59]. These factors motivated the second application of multimodal signal processing, which was to reliably detect SA with minimal number of sensors in order to reduce cost, complexity and invasiveness of sleep tests [23].

1.2. Objectives

The objective of this thesis was to propose multimodal signal processing algorithms for identifying cardiorespiratory disorders. The two categories of disorders considered in this thesis were
interconnected, in that an undiagnosed or untreated disorder from each category might generate, exacerbate or aggravate the other.

The first objective of the study was real-time and retrospective identification of life-threatening arrhythmias, comprised of extreme bradycardia, extreme tachycardia, ventricular tachycardia, ventricular flutter and fibrillation, with supporting information about presenting an index for ECG signal quality evaluation [60], [61]. The first application of the thesis aims to present an algorithm which uses the multimodal signals from ECG leads II and V and the pulsatile signals; photoplethysmography (PPG) and arterial blood pressure (ABP).

In the second application of the thesis, the main objective was the diagnosis of SA using ECG signals. This study extracted respiration from ECG signals through three different methods including the principal component analysis (PCA) approach. Following initial PCA analysis on short excerpts of the ECG recordings, the objective was to extend the application of PCA and propose algorithms to enable a feasible implementation of PCA on overnight ECG signals. Through this objective, the aim was to reduce processing time and memory requirement of estimating ECG derived respiratory (EDR) signal using the PCA method. Furthermore, this thesis was a study of how to use the chest respiratory effort signal from the inductance plethysmography to evaluate the respiratory information derived from ECG signal for SA detection. Ultimately, it was how to process features extracted from the signals with automated classifiers developed by different machine learning algorithms as well as how to optimise their performance.

## 1.3. Thesis contributions

The fundamental contribution of this thesis is providing efficient and systematic signal processing algorithms for the diagnosis of cardiorespiratory disorders. The contributions are listed for two categories of the disorders studied in this thesis and the results of different phases were partly published in [60]–[69].

In more detail, the contributions are the following:

1) The proposed algorithm for the first application of this thesis accomplished the top ten highest scores at the International Computing in Cardiology Challenge 2015 [33]. In particular, the proposed method for detecting extreme tachycardia attained the highest rank and an outstanding score for the true negative rate (TNR) and true positive rate (TPR). Consequently, in addition to submitting a paper to the Computing in Cardiology conference published in the IEEE Xplore, we were invited for a submission to the focus edition of the journal of Physiological Measurement which was published in August 2016. The novelties leading to these outstanding results were as follows.
i. I implemented a robust heartbeat recognition based on Hilbert QRS detection to extract QRS complexes and optimised the outputs of QRS detection beats using a correction algorithm.

ii. I presented a signal quality index (SQI) for ECG signal evaluation using four tests which evaluate different features, such as minimum and maximum of heart rate, RR-interval and standard deviation of the ECG signal in the segment containing the alarm.

iii. My developed algorithm for extreme tachycardia alarm detection utilised the largest variety of features compared to my detection algorithm for other alarm types, and included time-domain statistical features extracted from all of the available four signals. I also modified the SQI measure and optimised the threshold of the features. The combination of these strategies resulted in 19% increase in TPR, 20% increase in TNR and 42% enhancement in the score of tachycardia compared to the initial sample entry of the CinC Challenge.

iv. To sum up, modification of the SQI measure for different arrhythmias rather than using a fixed SQI for every arrhythmia by setting the threshold in an iterative performance evaluation, and considering various possible effects of each arrhythmia on the features of the signals contributed to enhanced performance of arrhythmia identification and false alarm reduction.

2) In the second application of the thesis, novel methods of estimating the respiration from the overnight ECG signal were proposed and the SA detection using these EDR signals was compared with using the chest respiratory effort signal for the same purpose. The novelties can be summarised as follows.

i. I developed two algorithms to estimate EDR of the full overnight ECG signals using principal component analysis (PCA). The first approach incorporated segmented PCA method executed on segments of 30 minutes over the overnight ECG recordings. The second solution was an approximation technique adapted from a speech recognition study. Both approaches solved the computational problems and limitations of PCA application on the lengthy recordings and caused enormous drop in the required processing time and memory storage while running on a standard PC. Moreover, this is the first study using PCA to estimate EDR of the full overnight ECG signals without the requirement of eliminating artefacts or ectopic beats.

ii. This thesis also answered a question that appears to be unanswered in the literature that “in comparison to the respiratory effort signals, how well does the EDR capture relevant breathing information for SA detection”. The answer was obtained by performing a side-by-side comparison of the information for identifying SA contained in the chest respiratory effort signal and the EDR signals. The results suggest that the important SA
discrimination information is not lost during the heartbeat based sampling process of the EDR signal.

iii. I evaluated three different EDR estimation techniques and obtained the highest performing EDR signal for apnoea detection. I also performed three automated machine learning algorithms and selected the highest performing approach for SDB detection.

iv. Finally, by combining the highest performing EDR signal with HRV and CPC features and applying temporal optimisation techniques, I enhanced the apnoea classification performance using the highest performing machine learning technique.

1.4. Significance of research

This thesis aimed to enhance the diagnosis of cardiorespiratory disorders by deriving more clinical information beneficial to the diagnosis of the disorders from individual signals. Moreover, the goal was to combine the derived information from multimodal signals while the intention was to reduce the number of diagnostic signals, the corresponding costs, complexity and invasiveness of existing methods.

In the first application, due to the fact that major characteristics of arrhythmias are associated with heart rate, using a reliable QRS detection method was a highly significant component in developing an automated arrhythmia diagnosis system. Accordingly, a robust heart beat detector based on Hilbert algorithm was selected and applied in order to initiate a reliable feature extraction stage. Moreover, since the noisy characteristics of ECG signals trigger false alarms, multiple steps were taken to minimise the negative effect of artefacts including, interference removal of ECG signals, SQI, and the use of information from multimodal signals. On the other hand, in some arrhythmias, interference removal and examining the SQI failed to help in false alarm reduction and a fixed method of SQI evaluation was not suitable for analysis of a variety of arrhythmias with different properties. Thus, the various characteristics of the arrhythmias led to different implementation processes for individual arrhythmia alarm detection. In fact, we found that the best arrhythmia detection performance was achieved by adapting the SQI measures to each arrhythmia, setting the threshold in an iterative process, and considering a variety of features for each arrhythmia. Our best performing algorithm used all available multimodal signals, extracted a number of statistical features from each signal and combined the processed information. Our proposed algorithm reduced the rate of false alarms in the ICU, achieved outstanding performance in detection of extreme tachycardia and accomplished an overall high score among the top ten highest scores of the challenge.

The second application was targeted at minimising the number of required diagnostic signals, complexity and invasiveness of sleep tests [23]. To achieve the said objectives, this thesis demonstrated the SA detection capabilities of multimodal signals and different machine learning
techniques as well as extracting respiratory signals from the ECG signal. This ECG-derived respiratory signal (EDR) was estimated using a standard method based on the QRS area as well as a novel method of principal component analysis (PCA) [70], [71]. The limitations of the PCA method have restricted implementations to use a segment of the data rather than the entire recordings [70], [72], [73]. In the early stages of the thesis, we published a paper [63] in which PCA was applied to 60 minutes of ECG signals to extract ECG-derived respiratory signals. Subsequently, two refined PCA algorithms were developed - “segmented PCA”, applying PCA to 30 min segments of ECG recording, and “approximated PCA”, using an approximation technique for PCA- which permitted the PCA method to be applied to a full overnight ECG recordings. Our algorithm refinement solved the memory and processing time limitations of the PCA method. These solutions are discussed in more detail in section 0.

We also used the chest respiratory effort signal as a reference measure to evaluate the performance of EDR signals in SA detection. To compare the information for identifying SA incorporated in the chest respiratory effort signal and the EDR signals, different resampling techniques were applied on respiratory effort signal, including heart-rate based sampling through which inclusion of heart rate information in unison with respiratory effort signal was inspected. The results suggest that the important SA discrimination information is preserved during the heartbeat based sampling process inherent in the EDR signal. Also a variety of features were extracted from the ECG and respiratory signals and their performance in SA detection examined. We combined best performing features and applied different machine learning techniques including, linear discriminant analysis (LDA), extreme learning machine (ELM) and the support vector machine (SVM). Ultimately, the results were optimised by merging the information of power spectral densities of heart rate variability and EDR signals to extract cardiopulmonary coupling features which further boosted the accuracy of apnoea recognition. The proposed algorithm has a potential application in a home-based diagnosis tool.

1.5. Thesis structure

The remainder of this thesis is outlined as follows:

Chapter 2 presents a background of the physiology of the cardiorespiratory disorders discussing both arrhythmias and sleep disordered breathing. The discussion of arrhythmias defines the nature and characteristics of asystole, extreme bradycardia, extreme tachycardia, ventricular tachycardia and ventricular flutter and fibrillation as well as the background of false alarms in the ICU. In the second section, types of SA, epidemiology, anatomy, aetiology, pathophysiology, neurology and treatment of SA are described. The sensors used in this study are then outlined including ECG, respiration monitoring, photoplethysmography (PPG) and arterial blood pressure (ABP). Next, the background of
the existing diagnosis and monitoring systems and the involved issues are surveyed for both false arrhythmia alarms in the ICU and sleep tests.

Chapter 3 describes the current state of the art for diagnosis and monitoring systems and discusses the methodology issues regarding false arrhythmia alarms in the ICU and sleep tests. This chapter also surveys the widely used signal processing techniques in the literature for diagnosis of the cardiorespiratory disorders. We investigated features such as heart rate variability (HRV) and ECG derived respiration (EDR) and machine learning techniques, such as linear discriminant analysis (LDA), extreme learning machine (ELM) and the support vector machine (SVM).

Chapter 4 describes the algorithms and methods developed during this project for reducing false arrhythmia alarms in the ICU. The chapter covers the presented signal processing algorithms of the first application of this thesis; commencing with the used databases, extracted features, and the details of our novel multimodal signal processing techniques. It is then followed by reporting the results of our proposed algorithm and discussing the outcomes. This chapter emphasises the impact of the first application of this project in resolving the issues of the current systems.

Chapter 5 explains the algorithms developed during this project for detection of sleep disordered breathing (SDB) using multimodal signals. The developed signal processing algorithms of the second application of this thesis is described, including the used databases, the chest respiratory effort signal, the extracted features, and the details of our novel ECG derived respiration approaches. Then, the results of our proposed algorithms are reported in three phases in separate sections. The final section discusses the results and evaluates the outcomes of the proposed methods in different phases of the study. This chapter highlights the contributions of the thesis and the novelty of the developed algorithms for the second application of the thesis in detail.

Chapter 6 concludes the thesis and discusses the outcome of both applications and the significant areas for future work.

1.6. List of publications


Chapter 2
Clinical background
2. Clinical background

In this chapter, principal clinical information, upon which the thesis was built, is provided, outlining the physiological basis of two categories of cardiorespiratory disorders, including arrhythmias and sleep disordered breathing (SDB), the effect of these conditions on the patients as well as the sensors for multimodal recordings and current state of diagnosis and monitoring techniques. This information is intended to provide the reader with a greater understanding of the clinical context of this research, such that later discussion of potential applications can be well understood. The chapter will be concluded by explaining the issues involved with current diagnosis and monitoring systems for the two conditions, which led to proposing this project.

2.1. Cardiorespiratory disorders

Cardiorespiratory disorders incorporate a widespread range of cardiac dysfunction and respiratory disorders. The cardiovascular system may face destructive alterations due to different factors; a simple example of an inevitable factor affecting the cardiovascular system is aging. This generates impairments in blood vessels leading to condensed or thickened arteries, reduced compliance of blood vessels and a stiffened left ventricle. These changes might cause conduction disorders or different cardiac arrhythmias such as bradyarrhythmia and tachyarrhythmias [74]. Arrhythmias are associated with a number of pathophysiology sources including disorders linked with impulse production, impulse conduction or a combination of both [11]. There are a number of risk factors linked with arrhythmias, such as hypertension, valvular heart disease, obesity, respiratory disorders and obstructive sleep apnoea (OSA) [75]. That is, arrhythmias and OSA are interrelated and their occurrence exacerbates one another. Thus, diagnosis of these two types of disorders will be investigated in this thesis and I first discuss the diagnosis of arrhythmias as an important focus in a healthcare system. Among cardiac disorders, the life-threatening arrhythmias including asystole, extreme tachycardia, extreme bradycardia, ventricular tachycardia, ventricular flutter and fibrillation were studied in this thesis.

2.1.1. Arrhythmia diagnosis

In order to study the diagnosis of cardiac malfunction, the normal cardiac mechanism and heart rate is first surveyed. The function of two different types of cardiac cells provide a normal heart beat, with the myocardial contractile cells empowering the contractions for blood pumping and the specific conduction system (SCS) cells responsible for the generation (automatism capacity), transmission (conduction capacity) and order of the contractions [76]. The cooperation of the two types of cardiac
cells generates the normal rate and passage of blood pumping through the correct route at the correct timing, controlled by the autonomic nervous system (ANS) [76]. The major components of the conducting system, SCS, are sinoatrial node (SA node), atroventricular node (AV node), His bundle, bundle branches and Purkinje fibres, as demonstrated in Figure 2.1 [76].

The SA node is the generator of heart rhythm and in a healthy adult at rest produces a heart rate of approximately 60-100 beats per minute (bpm) [11]. As sinus node cells provide quicker diastolic depolarisation (see Figure 2.1), these cells provide the highest automatism [76]. The normal impulse conduction path commences at the SA node, then disperse through specialised atrial transmitting traces to the AV node and then to the ventricular myocardium which initiates the contraction of the ventricles [11].

During the cells’ resting phase, the contractile cells polarise due to the balance between outside positive charges and inside negative charges, causing a stable potential difference on the cell membrane and consequently, the diastolic transmembrane potential (DTP) [76]. During the heart stimulation, when the DTP passes the threshold, depolarisation and repolarisation of the cardiac cells create a transmembrane action potential (TAP) [76]. The depolarisation, repolarisation and rest phases of two samples of a cardiac cell are exhibited in Figure 2.2.

When the stimulus spreads to the atrial and ventricular muscle cells, a TAP is generated, as displayed in Figure 2.1 [76]. The union of all of the depolarisation and repolarisation curves and vectors through the pathway of the cardiac electric stimulus can be measured as a potential difference on the skin surface. During every recorded cardiac cycle, an atrial depolarisation causes a P wave, a ventricular depolarisation generates a QRS complex and a ventricular repolarisation generates a T wave,

Figure 2.1. The components of conducting system and atrial and ventricular muscles as well as transmembrane action potential (TAP) morphologies of these different components forming the cardiac waves. (Figure adapted from Figure 5 [76]). The arrows show the generation and traveling of a normal impulse through the conduction path.
producing P-QRS-T sequence through the union of them [76], [77]. Thus, the occurrence of a normal QRS complex is an evidence of a normal electrical impulse travelling from His bundle through the left and right bundle branches to the Purkinje network as well as a normal depolarisation taking place in the right and left ventricles. In this thesis, different features were measured using the QRS complexes for diagnosis of arrhythmias as well as SDB, and are described in sections 3.5 and 0.

The intervals between the waves change according to the heart rate [76]. During sleep, the heart rate drops to 30-50 bpm and a number of variations normally occur including, sinus pauses for three seconds and junctional rhythms [78], [79]. Respiratory sinus arrhythmia (RSA) is a normal sinus arrhythmia initiated by cyclical changes of vagal tone which is a parasympathetic activity from ANS for regulating the resting state of heart [24]. It is typically associated with respiration, with a faster heart rate during inspiration and slower during expiration [24]. It exists in healthy subjects and is not considered as a cardiovascular disorder. As RSA is easily measured, it is a convenient measure of parasympathetic nervous system function. It will be described in more details in section 2.1.2.

Any variation from normal impulse conduction, the sources of impulse or ventricular rate can cause arrhythmia; that is the deviation of cardiac rhythm from the regular sinus rhythm [11], [80]. Arrhythmias may become life-threatening as a result of drop in cardiac output, myocardial blood flow.

Figure 2.2. Demonstrating the depolarisation, repolarisation and rest phase of two sample cardiac cells. The correlation between TAP of, (A) the furthest subendocardium, and (B) the nearest subendocardium section of the left ventricle and the resulting ECG wave are displayed. As shown in (A), in the furthest part, the depolarisation commences at 1 and the repolarisation finishes at 2. While it can be observed in (B) that in the nearest part; the depolarisation commences at 3 and repolarisation ends at 4. (figure adapted from Figure 10 [76]).
or a sudden trigger of another severe arrhythmia [11].

The diagnosis of arrhythmias involves discovering the location of the conduction disturbance, determining the existing atrial and ventricular rhythms and determining the links between the atrial and ventricular impulses [24]. ECG recordings are routinely used to confirm the presence of arrhythmias as well as evaluating the cardiac condition [79]. Among the standard ECG leads used for arrhythmia diagnosis, leads II or $V_1$ are the most favourable in detection of cardiac rhythms as they present the maximal P and QRS wave amplitudes [81]. The ECG electrodes and leads are discussed in section 2.2.1. The developed algorithm of this thesis using ECG signals for automated diagnosis of arrhythmias is described in section 4.1.2.

The characteristics of five arrhythmias will be described in the remainder of this section. Our definitions of these arrhythmias are based on the definitions provided by the Computing in Cardiology (CinC) Challenge 2015 [33].

**Extreme bradycardia** is an arrhythmia characterised by heart rate, defined as five beat intervals in succession being greater than 1.5 seconds [33]. It is one of the classes included among sustained arrhythmias and may be generated by a diminished impulse genesis or conduction [11]. A common cause of bradycardia is a dysfunction of SA node, which can be generated by a number pathologic causes, categorised in two groups: intrinsic and extrinsic causes [10]. Intrinsic causes occur when nodal tissue is substituted, i.e. cardiac muscle fibres in the right atrium wall pass SA node pulses through to the conduction system of the ventricles, by fibrous tissue [79], [10]. The intrinsic causes can be produced by aging, infiltrative diseases, surgical trauma, familial diseases and infectious diseases [79], [10]. Extrinsic causes may be produced by pharmacological agents, prescribed drug use, hypothermia, electrolyte imbalance, neurologic imbalances and situational disturbances such as coughing, vomiting or defecation [79], [10]. Non-extreme bradycardia may occur in both healthy and ill patients, generated by intrinsic dysfunction, impairment of conduction mechanism or by the normal reaction to extrinsic causes [79]. For example, during inspiration, the heart rate elevates and bradycardia is observed during expiration phase [24]. Mangrum and DiMarco pointed out that extreme bradycardia might be linked with no symptoms or long-term clinical significance [79]. Asymptomatic bradycardia is commonly observed during sleep [79], [82]; however, if a patient reveals severe nocturnal bradycardia, there is a high likelihood of the presence of OSA [79]. Pacemakers are an effective therapy for bradycardia [79].

**Extreme tachycardia** is defined as a heart rate elevation of more than 140 bpm for 17 consecutive beats [33]. It can be a sustained arrhythmia and may be produced by disorders involving impulse conduction or impulse generation, such as enhanced automaticity or triggered activity [11]. Left uncontrolled, extreme tachycardia may develop into cardiac failure, cardiac ischemia or ventricular fibrillation [11].
Clinical Background

Ventricular tachycardia (VT) is defined as five or more ventricular beats with heart rate higher than 100 bpm [33]. The contours of the consecutive ectopic ventricular impulses mostly are similar with fixed intervals in between [11]. VT has different clinical features including:

1. Hypotension is not commonly associated with VT [11]. If the heart rate is above 180 bpm, it is generally considered as ventricular flutter [11].

2. The beat-to-beat change in blood pressure and an increased right atrial pressure are commonly seen with VT [11]. Among the ECG features of VT; RR intervals may be moderately irregular with a change of 0.01-0.02 seconds per beat. Variations in the preceding P wave, fusion beats, or narrowed QRS complex rarely occur [11].

3. An inverted P may be present in ECG lead II and an upright P generally exists in ECG lead aVR [11].

4. The QRS complex is often homogenous and mono-morphic, i.e. having a uniform and consistent morphology [11].

5. Other conditions may precede the onset of VT such as ischaemic heart disease, ventricular aneurysm, cardiomyopathy, drug toxicity, hypokalaemia and hypomagnesaemia [11].

These clinical features can be detected using ECG signals, lead II and aVR, and blood pressure signal which were utilised in this thesis and the developed algorithms are described in section 4.1.8.

Ventricular flutter or fibrillation (VF) is defined as a fibrillatory or flutter waveform for at least four seconds [33]. VF is characterised by an absence of a well ordered ventricular myocardial contraction sequence, and instead is produced by a disorganised and random transmission of electrical signals throughout the cardiac muscles [11],[83]. In terms of the ECG signal characteristics, an abnormal, disorderly and distorted deflections of changing height, width and form in the waves can be observed in a recording with VF [83]. A number of elements and diseases are linked with VF, such as cardiomyopathies and electrocution [11]. Most importantly, loss of cardiac output and cerebral perfusion may lead to death as a result of VF. This can be prevented by restoring sinus rhythm through immediate external cardiac massage and direct current defibrillation [11]. Flutter is the quick and regular electrical activity of atria or ventricles, detected in a minimum of one ECG lead [84]. It can be detected by identifying the absence of an isoelectric line between consecutive ECG waveforms of the fluttering chamber [84]. Ventricular rhythm is regular during ventricular flutter and the rate generally surpasses 250 bpm. A consequence of the high heart rate is that the identification of the QRS complexes and T waves in the ECG is impossible [84].

Asystole (ASY) is an absence of a heart beat for more than four seconds [33]. The periods of asystole linked with the SA node have a minimum of two potential sources comprised of sinus arrest or sinoatrial blockage [85]. It can also be observed in healthy subjects during sleep, as sleep can elevate second-degree atrioventricular blockage and cause short cardiac asystole [86]. Moreover, OSA creates
cyclic cardiac fluctuation and raises the likelihood of developing asystole, tachydyssrhythmias and ectopic ventricular and atrial function [86], [87].

2.1.2. Sleep disordered breathing detection

In 2005 the international classification of sleep disorders (ICSD) defined several sleep related disorders, such as insomnia (difficulty initiating or maintaining sleep), SDB, hypersomnia (excessive sleepiness), parasomnia (abnormal events during sleep), sleep-related movement disorders and circadian rhythm sleep disorder (disruption of circadian time keeping system) [88]. SDB is associated with transient upper airway resistance, consecutive decrease or pause of airflow produced by partial or total obstruction of upper airway during sleep (see Figure 2.3) which involve sleep fragmentation, arousals, bradytachycardia and oxygen desaturation [26]. SDB contains a broad range of disorders from mild to severe OSA to upper airway resistance syndrome. Sleep apnoea (SA) is a common SDB accompanied by interruptions in breath during sleep [89]. SA patients undergo intermittent episodes of hypoxia and reoxygenation during transient blockage of airflow. The chronic repeated hypoxia effect of sleep apnoea syndrome may lead to serious systematic impairments such as chronic rise of daytime blood pressure, high risk of stroke, cardiovascular disease, damage of glucose control and insulin resistance, metabolic disorders and oxidative stress. Different conditions relate SA with cardiovascular disease, such as sleep fragmentation, oxidative stress, systematic inflammation, hypercoagulability, endothelial dysfunction and variation from snoring (see Figure 2.4) [2], [52], [90]. Guilleminault initially defined a SA event as involving at least a 10-second pause in breathing [91]. Currently, apnoea severity is measured with the apnoea-hypopnea index (AHI) which is the average number of apnoea and hypopnea events per hour of sleep. An AHI of greater than 5 is defined as SA [53]. An AHI of 5 or less is not clinically important and assumed normal.

In 1980 Block et al. first defined hypopnoeas as the shallow breathing events which produce oxygen desaturation and reduction of airflow, rather than complete blockage or absence of airflow [92], [93]. There are a number of criteria to describe hypopnoea events. They can be explained according to different characteristics such as the reduction in amplitude of breathing from baseline, rate of oxygen desaturation, or arousal and event duration [53], [94].
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Figure 2.3. Blockage of airway in obstructive sleep apnoea. (figure adapted from [333].)
American Academy of Sleep Medicine (AASM) intended to standardise the clinical guidelines for the SDB events. The definitions of OSA and hypopnoea provided by AASM for different years are demonstrated in Table 2.1. The first publication by AASM for a standard SDB definition in 1999 indicated that obstructive apnoea or hypopnoea events are associated with partial or total block of air flow in upper airway leading to an interruption of regular breathing (see Figure 2.3) [53], [95]. AASM report in 1999 stated that due to the identical pathology of obstructive apnoea and hypopnoea events, identification is not required in regular clinical practice [53]. Thus, similar criteria were defined for both events, with criterion 3 required to be fulfilled in addition to either criteria 1 or 2 (see Table 2.1) [53]. The manual for respiratory scoring published by AASM in 2007 included two definitions of “Recommended” and “Alternative” for hypopnoea, as explained in Table 2.1 [96]. AASM published an update on the 2007 respiratory scoring manual in 2012 and recommended changes to the previous guideline (see Table 2.1) [92].

The symptoms of apnoea consist of snoring, choking, gasping, daytime sleepiness, morning headaches, sexual disability, depression, poor memory, concentration or cognitive potentials [97]. If SA remains untreated, it may have severe health consequences such as metabolic syndrome, obesity, cardiovascular disorders, arrhythmias, hypertension and stroke (see Figure 2.4) [54]. Furthermore, the resulting daytime sleepiness may lead to occupational and motor vehicle accidents [55]. As a result, diagnosis and treatment of SA is important for both patients and society to reduce the associated health costs [20].

Polysomnography (PSG) is the standard sleep test for apnoea diagnosis which records many signals during an overnight stay in a hospital. Sleep studies are expensive and patients may not sleep well due the attachment of wires and electrodes to the head, torso and limbs which can cause discomfort. Thus, an ongoing research goal is to develop simpler diagnosis for SA, reduce the
number of diagnostic signals and diminish the cost and invasiveness of sleep tests, but proposing reliable methods of alternative SA diagnosis methods to the PSG is still contentious [23], [54].

A. Types of sleep apnoea

There are three major types of apnoea and hypopnoea:

1. **Obstructive Sleep Apnoea (OSA):** The physiological blockage of upper airway partially or totally with accompanying respiratory effort [97], [98]. In general, the initial illustration of an OSA patient is attributed to a character in the novel of “The Posthumous Papers of the Pickwick Club” by Charles Dickens in 1836. He was an extremely obese, sleepy boy who snored loudly [99], [26], [100]. This condition and the associated clinical characteristics were first noted by the physician Broadbent in 1877 [101], [26]. OSA is a common type of apnoea and can be categorised by the AHI or the respiratory disturbance index (RDI). RDI is defined as the AHI plus respiratory event-related arousals per hour of sleep [26]. OSA is divided into three classes:

   - **Mild OSA:** An AHI or RDI between 5 to 15 events per hour [26], [53]. Sleepiness might be observed during tasks needing trivial attention, such as watching TV or reading [2].
   - **Moderate OSA:** An AHI or RDI of 15 to 30 events per hour and sleepiness may occur in activities requiring some attention, such as meetings or presentations [2], [26].

Table 2.1. The criteria and updates provided by AASM for apnoea and hypopnoea during 1999 to 2012.

<table>
<thead>
<tr>
<th>Year</th>
<th>Apnoea</th>
<th>Hypopnoea</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>1) Drop in airflow &gt; 50% from baseline, or</td>
<td>1) Drop in airflow &gt; 50% from baseline, or</td>
</tr>
<tr>
<td>Chicago</td>
<td>2) Arterial oxygen desaturation ≥ 3% or an arousal, and</td>
<td>2) Arterial oxygen desaturation ≥ 3% or an arousal, and</td>
</tr>
<tr>
<td>Criteria</td>
<td>3) The event duration ≥ 10 seconds</td>
<td>3) The event duration ≥ 10 seconds</td>
</tr>
<tr>
<td>2007</td>
<td>1) Peak signal excursion* ≥ 90% of pre-event baseline, and</td>
<td>1) Nasal pressure signal excursions drop ≥ 30% of pre-event baseline,</td>
</tr>
<tr>
<td>Rec</td>
<td>2) The event duration ≥ 10 seconds, and</td>
<td>2) Duration of this drop ≥ 10 seconds, and</td>
</tr>
<tr>
<td>[96]</td>
<td>3) Event’s duration meeting amplitude reduction criteria ≥ 90%</td>
<td>3) Arterial oxygen desaturation from pre-event baseline ≥ 4%</td>
</tr>
<tr>
<td>Alt</td>
<td>* using oronasal thermal sensor, PAP (positive airway pressure)</td>
<td>4) Event duration meeting amplitude reduction criteria for hypopnoea ≥ 90%</td>
</tr>
<tr>
<td>[96]</td>
<td>titration device or alternative apnoea sensors</td>
<td></td>
</tr>
<tr>
<td>2012</td>
<td>1) Drop in peak thermal sensor excursion ≥ 90% of pre-event baseline</td>
<td>1) Nasal pressure signal drop ≥ 50% of baseline</td>
</tr>
<tr>
<td>[92]</td>
<td>2) The event duration ≥ 10 seconds</td>
<td>2) Duration of this drop ≥ 10 seconds, and</td>
</tr>
<tr>
<td></td>
<td>3) If a portion of hypopnoea event, meets criteria for apnoea, the</td>
<td>3) Arterial oxygen desaturation from pre-event baseline or an event</td>
</tr>
<tr>
<td></td>
<td>entire event scored as apnoea</td>
<td>associated with arousal ≥ 3%, and</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4) Event duration meeting amplitude reduction criteria for hypopnoea ≥ 90%</td>
</tr>
</tbody>
</table>

1 Baseline is the mean amplitude of stable breathing or three largest breaths in the two minutes preceding the event onset for patients without stable breathing.
2 Recommended
Severe OSA: An AHI of more than 30. It can be accompanied by sleepiness in more active tasks, such as talking or driving [2], [26].

(2) Central Sleep Apnoea (CSA): Central sleep apnoea does not originate from obstruction in airway; it is associated with periodic apnoeic and hypopneic events generated by reduced neural stimulation for breathing cycles [54]. The cessation of airflow is the consequence of lack of neurological drive for respiratory effort while the upper airway is open [2].

(3) Mixed Sleep Apnoea: It is accompanied by both obstructive and central symptoms. An initial failure in breathing efforts allows upper airway to obstruct. Usually, it comes with a period of central apnoea for several seconds before the obstruction followed by a rise of respiratory effort during blockage of airway [23].

The comparison of two main types of sleep apnoea is shown in Table 2.2. Firstly, indications of breathing efforts such as chest wall movements can be observed in OSA events, but there is no manifestation of breathing efforts in CSA events [102]. Second, the flow limitation in an OSA episode generates flat tops in the nasal pressure signal during inspiration, while this flat top is absent in CSA episodes and their flow signal exhibits round peaks during inspiration [102]. Third, assessing the oxygen saturation trace, OSA creates an asymmetrical trace with slow deceleration and sharp recovery, whereas CSA has a sinusoidal trace [102]. Fourth, in contrast to OSA which provides a variable period of cycles, CSA reveals a constant period of the cycles. Finally, snoring exists in OSA but is absent during CSA [102].

### B. Epidemiology

Epidemiologic studies have shown that about 24% of men and nine percent of women suffer from the breathing effects of OSA and over four percent of men and two percent of women suffer from daytime sleepiness caused by OSA [2], [54]. On the other hand, approximately 85% of adults with SA are undiagnosed [2], [54]. Age is one of the affecting factors and the studies of over 65 years old subjects demonstrated higher rates of disordered population. For example, Ancoli-Israel et. al estimated OSA (defined as AHI of over 10) occurring in 70% of the men and 56% of women subjects.
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with age ranged between 65 and 95 years old [103]. It should be noted that different studies use different thresholds for the AHI of OSA, but it is often defined between 5 and 10.

Around 1 in 20 adults suffer from OSA syndrome, which is OSA with daytime effects such as excessive sleepiness. In addition, population-based epidemiologic studies estimated that one in five adults endure minimally-symptomatic or asymptomatic OSA which is scarcely diagnosed [54]. Individuals with large neck sizes, smokers, alcohol consumers, overweight and obese people, middle-aged or older men, post-menopausal women, those with Down syndrome, and those with a family history of SA are among the groups with higher risk [2], [53], [102]. Also, it is reported that pregnancy may cause OSA [54]. Other risk factors include abnormalities in the bony or soft tissue in head or neck or abnormal nasal morphology [2]. Epidemiological studies show that SA mostly coincides with obesity [52], [90], [98]. SA occurs in 40% of obese persons and approximately 70% of SA patients are obese [90]. A study reported that 58% of severe OSA syndrome cases were a result of obesity [52], [90], [98]. Obesity is a critical cardiovascular risk factor related to OSA syndrome and when obesity is accompanied by OSA, it can result in other disorders including cardiovascular diseases or diabetes [98], [90]. Roebuck et al. investigated the prevalence of OSA worldwide and summarised the studies of different locations and ethnicities, as illustrated in Table 2.3, indicating the age ranges and genders under inspection and provided the OSA rate [104]. For example, Bearpark et al. reported 3% OSA rate among Caucasian men in Australia with age ranged between 40 and 65 [105]. Udwadia et al. studied Indian men population in India and announced 7.5% OSA rate among age of 25 to 65 [106]. The prevalence of SA and undiagnosed cases as well as the associated critical health issues show the importance of conducting research for developing simpler diagnosis and treatment tools for SA [54].

C. Aetiology

When the airway is blocked and breathing is obstructed, the rhythmic breathing effort continues until the effort or the drop of oxygen level in blood or hypoxia or hypercapnia force an arousal. Following an arousal, breathing recommences with blood oxygen and carbon dioxide levels restoring to normal.

<table>
<thead>
<tr>
<th>Study</th>
<th>Location</th>
<th>Ethnicity</th>
<th>Gender</th>
<th>Age (years)</th>
<th>OSA rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bearpark et al. [105]</td>
<td>Australia</td>
<td>Caucasian</td>
<td>m</td>
<td>40-65</td>
<td>3</td>
</tr>
<tr>
<td>Bixler et al. [334]</td>
<td>USA</td>
<td>Caucasian</td>
<td>m, f</td>
<td>20-100</td>
<td>3.9(m), 1.2(f)</td>
</tr>
<tr>
<td>Ip et al. [154]</td>
<td>Hong Kong</td>
<td>Chinese</td>
<td>m</td>
<td>30-60</td>
<td>4.1</td>
</tr>
<tr>
<td>Ip et al. [335]</td>
<td>Hong Kong</td>
<td>Chinese</td>
<td>f</td>
<td>30-60</td>
<td>2.1</td>
</tr>
<tr>
<td>Kim et al. [336]</td>
<td>Korea</td>
<td>Korean</td>
<td>m, f</td>
<td>40-69</td>
<td>4.5(m), 3.2(f)</td>
</tr>
<tr>
<td>Lam et al. [337]</td>
<td>Asia</td>
<td>Asian</td>
<td>m, f</td>
<td>Middle aged</td>
<td>4.1-7.5(m)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.1-3.2(f)</td>
</tr>
<tr>
<td>Udwadia et al. [106]</td>
<td>India</td>
<td>Indian</td>
<td>m</td>
<td>25-65</td>
<td>7.5</td>
</tr>
<tr>
<td>Young et al. [338]</td>
<td>USA</td>
<td>Caucasian</td>
<td>m, f</td>
<td>30-60</td>
<td>4(m), 2(f)</td>
</tr>
</tbody>
</table>
and the patient goes back to sleep [102]. Patients with the anatomic enlargements or obstacles in the airway are prone to pharyngeal obstruction during sleep [102]. As highlighted in the literature, upper airway blockage during OSA originates from a combination of anatomic components inclining the airway to block during inspiration, together with neuromuscular compensatory components which reduce during sleep resulting in incapability to preserve the airway open [54]. A combination of physiologic, anatomic, mechanical and clinical interactions contribute to SA syndrome [89], [97], [107]. The aetiology or the causes of the SA disorder were summarised into three major groups of factors; the first group is anatomical factors, the second group is physiologic effects and the third group is neurologic factors [89], [97], [107]–[110]. Most of the aetiology elements of SDB are listed in Table 2.4 and are explained in the following sections.

### D. Anatomical factors

The upper airway consists of four anatomical parts: 1) Nasopharynx which is from the nares to the hard palate; 2) Velopharynx or retropalatal oropharynx goes from the hard palate to the soft palate; 3) Oropharynx starts from soft palate to the epiglottis; 4) Hypopharynx which is considered from the base of tongue to the larynx, shown in Figure 2.5(a) [108]. The upper airway consists of about 20 muscles in four groups: 1) muscles regulating the position of the soft palate, 2) tongue muscles

<table>
<thead>
<tr>
<th>Risk category</th>
<th>Factors</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>General factors</td>
<td>Age</td>
<td>Male sex, hormone</td>
</tr>
<tr>
<td></td>
<td>Gender</td>
<td>Central and neck size</td>
</tr>
<tr>
<td></td>
<td>Obesity</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Drugs</td>
<td>Ethanol, hypnotics</td>
</tr>
<tr>
<td></td>
<td>Genetics</td>
<td>Multifactorial, higher risk in first-degree relatives</td>
</tr>
<tr>
<td>Reduced upper airway calibre</td>
<td>Anatomical injuries</td>
<td>Macroglossia, small mandible, jaw placement, tonsils or adenoid hypertrophy, enlarged uvula, soft or hard palate or lateral wall tissue</td>
</tr>
<tr>
<td>Mechanical factors</td>
<td>Neck flexion</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nasal Obstruction</td>
<td></td>
</tr>
<tr>
<td>Upper airway muscle dysfunction</td>
<td>Supine posture</td>
<td></td>
</tr>
<tr>
<td>Upper airway compliance elevation</td>
<td>Upper airway dilator muscle</td>
<td></td>
</tr>
<tr>
<td>Upper airway reflex</td>
<td>Negative pressure feedback</td>
<td></td>
</tr>
<tr>
<td>Neuromuscular</td>
<td>Myopathies, muscular dystrophies, neuromuscular disorders</td>
<td></td>
</tr>
<tr>
<td>Central factors</td>
<td>Decreased chemical transfer</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rhythmic elevation of central drive</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Deficient response to breath load</td>
<td></td>
</tr>
<tr>
<td>Arousal</td>
<td>Arousal response damage</td>
<td></td>
</tr>
<tr>
<td>Diseases</td>
<td>Endocrine</td>
<td>Hypothyroidism, acromegaly, diabetes</td>
</tr>
<tr>
<td></td>
<td>COPD, asthma, renal failure</td>
<td></td>
</tr>
<tr>
<td>Extrinsic</td>
<td>Alcohol, CNS depressants</td>
<td>Hypnotics, narcotics</td>
</tr>
</tbody>
</table>

Table 2.4. Pathophysiology causes of obstructive sleep apnoea (table adapted from [89], [97])
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(genioglossus, geniohyoid, hyoglossus, styloglossus), 3) the hyoid apparatus and 4) the posterolateral pharyngeal walls (palatoglossus, pharyngeal constrictors) [108]. The main muscles are shown in Figure 2.5(b). These groups of muscles work together to maintain the airway open. Soft tissue components of the walls of upper airway comprise of tonsils, soft palate, uvula, tongue and lateral pharyngeal walls [108]. There are two craniofacial bony structures contributing to the airway size including mandible and the hyoid bone [108]. A firm or bony structure is absent in the airway to support the cross sectional area of the upper airway. The majority of OSA patients have a narrower upper airway in terms of anatomical characteristics [111]. It might be caused by obesity generating a load of body mass around the upper airway, or the small mandible, jaw placement, enlarged tonsils, enlarged tonsil soft palate, or tongue hypertrophy meaning thickening or increase in bulk of the tongue [112], [113]. An essential system in pathogenesis of OSA is the interaction of pharyngeal anatomy and reduction of upper airway dilator muscle activity for preserving airway open during sleep, as listed in Table 2.4 [114]. The largest upper airway dilator muscle is genioglossus which is the fan-shaped muscle between mandible and tongue and involves in other aetiology factors as will be described in the following sections (see Figure 2.5(b)). The anatomic enlargements, density increase and obstacles form an important category of SDB causes affecting the breathing procedure [115]. These anatomical factors, especially the upper airway dilator muscle activity, also contribute to the physiological factors and are described in the following section.

E. Physiological factors

The normal physiologic procedure of sleep in healthy control subjects involves the following series of actions: during NREM slow wave sleep, the mean blood pressure drops, heart rate decreases, sympathetic burst frequency reduces [109]. Sympathetic bursts are the synchronous discharges produced by the nerve activity controlled by autonomic nervous system [109]; the frequency and duration of these bursts estimates sympathetic activity [116].
In this section, I explain the physiological factors contributing to SA. These factors include the upper airway muscle tone, pharyngeal sensitivity and the heart rate variability (HRV), which is one of the main features used in the developed algorithm of this thesis for SA detection [116]. A schematic representation of the simplified physiological process of an SA episode is demonstrated in Figure 2.6 [98], [117]. The elements displayed outside the circles are either protective or restorative while the factors indicated inside the circle are preservative. This circular flowchart displays the loop of mechanisms caused by OSA or hypopnoea commencing by drop of oxygen level, elevated CO₂ and augmented breathing effort, followed by arousals. As shown on the right of Figure 2.6, an arousal rectifies the negative consequences through upper airway dilator muscle activity and hyperventilation which amplify the oxygen level and reduce the CO₂ level; ultimately, leads to return to sleep. Then, in the event of an apnoeic episode, represented on the left of Figure 2.6, lung volume decreases, upper airway resistance elevates and muscle activity and chemosensitivity drop; generating hypoventilation. Eventually, the series of mechanisms produce narrowing or blockage of upper airway leading to SA event.

Typically, there is a phasic rhythm of breathing which commences by contraction of the diaphragm during inspiration. Following the inspiration, a negative pressure remains within pharyngeal area [110]. Consequently, these rhythmic breathing events create an intrapharyngeal prediction of negative pressure after each inspiration [118]. Overall, the procedure generates a rhythmic muscle activity [115]. That is, the dilator muscles contract at the onset of inspiration to open the airway. However, the activity of these muscles reduces during sleep; thus, no further neuromuscular compensation remains to keep the airway open [114], [119]. An important pathophysiological origin of OSA is the significant drop of upper airway muscle tone and dysfunction of the neuromuscular reflex of the
pharyngeal dilator muscle which will be explained in the following section (neurological factors) [114], [119].

The HRV or RR intervals, defined as the intervals between two adjacent peaks of heart rate, is affected by respiration through two mechanisms; 1) a direct autonomic respiratory-cardiac link through cardiovagal motor neurons, 2) an indirect effect of respiration through changes in blood pressure which affects baroreceptors [120]. It was shown that the RR interval decreases between the end of one expiration and the beginning of the next inspiration [120]. It is a beneficial feature in diagnosis of SA by ECG recordings.

HRV is often quantified by examining the power spectrum of the RR intervals. The spectrum of HRV consists of three elements: 1) a high-frequency (HF) component of heart rate around 0.15 to 0.4 Hz, mostly due to respiratory sinus arrhythmia (RSA), 2) a low-frequency (LF) or mid-frequency element around 0.4 to 0.15 Hz supposedly related to baroreflex functions in blood pressure control and 3) a very low-frequency (VLF) component around 0.01 to 0.04 Hz, which is most likely linked with low
frequency periodicities in respiration [121], [122], [110]. Spectral measures, such as ratio of LF to HF power and normalised HF power are used as a discriminating feature for detection of OSA since abnormal breathing patterns distort these measures [120]. Khoo et al. (2003) used a mathematical model to separate the origin of HRV into two parts: 1) The part generated by respiratory-cardiac coupling and, 2) the part originating from the baroreflexes [120]. Both of the mechanisms decrease in OSA patients compared to normal subjects. In addition, baroreflex gain elevates in normal subjects during sleep but does not change in OSA patients [120]. The results of spectral analysis of cardiovascular alteration agreed with other studies indicating that parasympathetic activity decreases and sympathetic activity increases in OSA syndrome [120]. The authors proposed a model-based technique including HRV and stated that spectral analysis provides a non-invasive recognition of OSA syndrome [120]. Spectral analysis of HRV was used in this thesis for OSA detection and will be described in section 0.

There are other physiological factors affecting OSA which are demonstrated in Figure 2.6. Apnoea events occur during REM (rapid eye movement) sleep in some OSA patients and prolonged hypopnoea and apnoea events and profound hypoxemia occur during REM in comparison with NREM sleep [123], [124]. REM sleep is accompanied by several physiological events, such as diminished upper airway muscle tone, damaged genioglossus reflex responses to negative pressure and decreased chemosensitivity [123], [124]–[129]. On the other hand, the arousal threshold seems to increase during REM which is prone to diminish the event duration, rather than extending it [124], [126].

SA has physiologic consequences, as shown in Figure 2.7, which may aggravate SDB conditions leading to establishment of a damaging loop. OSA has direct physiologic effects including, disturbed sleep, intrathoracic pressure oscillations, hypoxia, sympathetic activation and mechanical effects [107]. These direct alterations lead to a number of physiological consequences including excessive tiredness and sleepiness, gastroesophageal refluxes, oxidative distress, growth and aging effects, pulmonary hypertension, and cardiovascular disorders [107].

F. Neurological factors

SA patients often have high levels of nerve activity or sympathetic burst frequency occurring during wakefulness with further elevations in blood pressure and sympathetic activity occurring during sleep [109], [110]. In fact, sympathetic activity elevates mainly within stage II and REM sleep in case of SA [109]. During an apnoea event, blood pressure slowly elevates until cessation of apnoea [109]. Upper airway receptors operate as afferent of the reflex of the pharyngeal dilator muscle. They promote an increase in the genioglossus muscle activity due to negative pressure during inspiration on wakefulness. Knowing these mechanisms, it has been proposed that SA may originate from; 1) the impaired afferent affecting pharyngeal sensitivity of receptors and sensory nerves causing the reflexes
and rhythm not correctly conducted and 2) the injured efferent of motor nerves and muscles leading to misoperation of the muscles in maintaining the airway open [115]. Somers et. al, in 1995, studied the sympathetic neural mechanisms of patients with SA [109]. They found that in SA patients during sleep, sympathetic activity and blood pressure increase significantly, to a high level of 240/130 mmHg in some cases, while the same measures decreased in healthy subjects [109].

Affective, cognitive and autonomic nervous system are affected in OSA patients. This implies cerebral damages and central nervous system dysfunction due to OSA [130]–[132]. EEG recordings, magnetic resonance spectroscopy or other functional images revealed symptoms of declined neuronal density, functional asymmetry of the brain, brain dysfunction and anatomic damage among OSA patients [133], [31], [153]. Periodic hypoxemia, hypercapnia, sleep segmentation and arousals in severe OSA lead to neuropsychologic deficits [131], [132], [134], [135].

G. Treatment

There are a number of treatment plans for SA and the major groups are described in this section [26].

Assistive devices: The standard method for treating OSA is continuous positive airway pressure (CPAP), a prevalent choice for treating severe OSA and a reasonable option for moderate and mild OSA, when used correctly, it is an effective OSA treatment [38], [20], [104], [136], [137], [162]. It was first proposed as a treatment, in 1980 by Dr Colin Sullivan at the University of Sydney [138], [107]. Prior to this, the frontline treatment was a tracheotomy which was a highly invasive procedure with severe repercussions [107]. Dr Sullivan developed a non-invasive ventilation system to compensate the respiratory drop during sleep by pressurised airflow running through a mask [8], [107], [138]. The treatment keeps the airway open and helps the patients maintain normal oxygen levels [164], [165]. The schematic of the first proposed apparatus by Sullivan is shown in Figure 2.8. CPAP treatment of SA manifested alleviation of all of the symptoms and limits oxygen desaturation and reduces sympathetic activity and blood pressure during sleep [109]. Haba-Rubio et al. investigated the impact of CPAP treatment on arousal threshold of OSA patients and validated that the treatment reduces the inspiratory-effort-related arousal threshold as well as reduced the ventilatory drive in response to upper airway collapse [137]. Canessa et al. stated that CPAP treatment can restore both clinical and cerebral damages of OSA and that it enhanced recognition skills, action performance and memory of the patients and increased grey-matter volume [134]. It is an effective

![Figure 2.8. The first CPAP apparatus described by Colin Sullivan (figure adapted from Figure 2 [8]).](image)
therapy when used properly; nevertheless, about 30-35% of patients are non-compliant or intolerant resulting from negative side effects, such as skin abrasions, bruising, dryness, or abdominal cramps [26], [139],[139], [140]. Esquinas and Cistulli suggested that the adherence can be investigated based on the OSA severity within the two categories of moderate and severe OSA [141]. This division explains that there is larger CPAP adherence observed in patients with more severe OSA in comparison with milder severity [141], [142].

Technological improvements were introduced to the CPAP device attempting to increase patient adherence, including BiPAP and APAP [38], [82], [104], [162]. Autotitrating PAP (APAP) is a method which detects the required level of pressure based on the sleep stage and body position and varies the airflow accordingly and supplies the optimum pressure [139], [143]. However, despite studies showing that patients preferred APAP over CPAP, the studies did not validate higher adherence to APAP than CPAP [143]. The Bi-level PAP (BiPAP) provides two levels of airflow pressure with lower expiratory positive airway pressure [139]. BiPAP provides OSA treatment with lower mean pressure compared to CPAP and is capable of elevating ventilation by pressure support [144]. A large number of studies have shown that BiPAP also does not improve adherence [145].

**Diet and lifestyle:** Behavioural alterations including losing weight, avoiding sleeping medicines, alcohol and tobacco, or body position therapy, such as changing sleeping position from supine to side or raising the head from the bed, can help OSA patients and reduce apnoea and hypopnoea events [2], [88], [26], [102].

**Therapeutic devices:** Oral appliances are similar to a sports mouth guards and keep the airway open by maintaining lower jaw, tongue, soft palate and uvula at their normal stable position [2], [104]. These can be useful for mild to moderate OSA patients and are an alternative for patients who are unable to tolerate CPAP properly [104]. There are also a number of over-the-counter remedies, such as nasal dilator strips, internal dilators and lubricant sprays, to alleviate snoring but their effectiveness remains unproven [2].

**Electrical stimulation:** Electrical stimulation of the lingual muscles by fine electrodes implanted into the genioglossus or the hypoglossal nerve have demonstrated that this treatment can enhance upper airway patency and preserve airflow without arousals [146], [147].

**Surgery:** Surgery can also be performed in cases where alternative treatments have failed [52], [104]. The eligible patients for surgery are those with apparent anatomic deformations [52]. Through surgery, ablation of tissue in the soft palate, uvula, tonsils, adenoids, tongue or rectification of the craniofacial bone structure can be performed [52].

### H. Diagnosis

The polysomnogram (PSG) is the standard SA diagnosis device. It is a multi-channel recording of electrocardiography (ECG), electrooculography (EOG), chin electromyography (EMG), leg EMG
derivations, oxygen saturation, electroencephalography (EEG), oronasal airflow, respiratory measurement, effort parameters and body position [1], [53], [20], [71], [148]. PSG, generally, requires an overnight stay in the unfamiliar environment of a hospital or sleep clinic with a number of sensors and wires attached to the face, skull, chest and limbs. An example of a simplified set up is shown in Figure 2.9 [53], [20], [148].

The AASM has published a guideline for PSG and manual for scoring sleep and related events [1]. It includes recommended measures for the routine PSG scoring as well as optional rules and measures.

Table 2.5. Examples of measurements proposed by AASM for PSG test in two categories of optional and recommended [1].

<table>
<thead>
<tr>
<th>Sensors and measures</th>
<th>Recommended</th>
<th>Optional</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>sleep scoring data</strong></td>
<td>light out and on time</td>
<td>respiratory events</td>
</tr>
<tr>
<td>total sleep time</td>
<td>respiratory effort related arousals</td>
<td>respiratory events</td>
</tr>
<tr>
<td>total recording time</td>
<td>respiratory effort related arousal index</td>
<td>respiratory events</td>
</tr>
<tr>
<td>sleep latency</td>
<td>oxygen desaturations (total number) ≥3% or 4%</td>
<td>respiratory events</td>
</tr>
<tr>
<td>stage R (REM) latency</td>
<td>oxygen desaturation index ≥3% or 4%</td>
<td>respiratory events</td>
</tr>
<tr>
<td>percentage of sleep efficiency (<strong>TST</strong>/<strong>TIB</strong>)</td>
<td>occurrence of hypoventilation (yes/no)</td>
<td>respiratory events</td>
</tr>
<tr>
<td><strong>arousal events</strong></td>
<td>number of arousals</td>
<td>summary statement</td>
</tr>
<tr>
<td>arousal index</td>
<td>arousal index</td>
<td>sleep hypnogram</td>
</tr>
<tr>
<td><strong>respiratory events</strong></td>
<td>number of obstructive apnoeas</td>
<td>alternating leg muscle activation</td>
</tr>
<tr>
<td>number of mixed apnoeas</td>
<td>number of central apnoeas</td>
<td>minimum bursts of leg muscle activity</td>
</tr>
<tr>
<td>number of hypopnoeas</td>
<td>apnoea index</td>
<td>maximum frequency of alternating EMG bursts in 0.5 Hz</td>
</tr>
<tr>
<td>hypopnoea index</td>
<td>minimum oxygen saturation during sleep</td>
<td>maximum frequency of alternating EMG bursts in 3 Hz</td>
</tr>
<tr>
<td>respiratory efforts related to arousals</td>
<td>occurrence of Cheyne Stokes breathing (yes/no)</td>
<td>respiratory effort related arousal events</td>
</tr>
<tr>
<td>occurrence of Cheyne Stokes breathing (yes/no)</td>
<td>respiratory effort related arousals</td>
<td>respiratory effort related arousals</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sensors and measures</th>
<th><strong>cardiac events</strong></th>
<th><strong>movement events</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>average and highest heart rate during sleep</td>
<td>number of periodic limb movements of sleep (<strong>PLMS</strong>)</td>
<td>number of periodic limb movements of sleep (<strong>PLMS</strong>)</td>
</tr>
<tr>
<td>highest heart rate during recording</td>
<td>number of movements per hour divided by TST (<strong>PLMS</strong> with arousals and <strong>PLMS</strong> index)</td>
<td>number of movements per hour divided by TST (<strong>PLMS</strong> with arousals and <strong>PLMS</strong> index)</td>
</tr>
<tr>
<td><strong>in case of arrhythmias (yes/no)</strong></td>
<td>in case of arrhythmias (yes/no)</td>
<td>in case of arrhythmias (yes/no)</td>
</tr>
<tr>
<td>heart rate</td>
<td>heart rate</td>
<td>heart rate</td>
</tr>
<tr>
<td>arrhythmia and duration of pause</td>
<td>arrhythmia and duration of pause</td>
<td>arrhythmia and duration of pause</td>
</tr>
<tr>
<td>the lowest heart rate (bradycardia)</td>
<td>the lowest heart rate (bradycardia)</td>
<td>the lowest heart rate (bradycardia)</td>
</tr>
<tr>
<td>the longest pause (asystole)</td>
<td>the longest pause (asystole)</td>
<td>the longest pause (asystole)</td>
</tr>
<tr>
<td>highest heart rate (sinus tachycardia during sleep)</td>
<td>highest heart rate (sinus tachycardia during sleep)</td>
<td>highest heart rate (sinus tachycardia during sleep)</td>
</tr>
<tr>
<td>arterial defibrillation</td>
<td>arterial defibrillation</td>
<td>arterial defibrillation</td>
</tr>
<tr>
<td><strong>summary statements</strong></td>
<td>summary statements</td>
<td>summary statements</td>
</tr>
<tr>
<td>findings related to sleep diagnosis</td>
<td>findings related to sleep diagnosis</td>
<td>findings related to sleep diagnosis</td>
</tr>
<tr>
<td>EEG abnormalities</td>
<td>EEG abnormalities</td>
<td>EEG abnormalities</td>
</tr>
<tr>
<td>ECG abnormalities</td>
<td>ECG abnormalities</td>
<td>ECG abnormalities</td>
</tr>
</tbody>
</table>

1. Total sleep time
2. Time in bed ready to go to sleep
suggested for uncommon events or the events which are not known as physiologically important events [1]. Some of the measures are listed in Table 2.5.

The PSG test has disadvantages: it is expensive, requires overnight specialised staff and facilities, in many sleep test centres there are long waiting times, and the attachment of electrodes disturbs the patient’s sleep [20]. Quantifying and detecting sleep issues using simpler sensors and signals to minimise the disturbance is an appealing and challenging topic [148]. The aim of this thesis is to reduce the number of sensors, cost and disturbance on sleep and breathing and develop algorithms to extract useful information for SDB detection from fewer signals.

2.2. Sensors

In the published literature, a number of sensors have been used for automated diagnosis of cardiorespiratory disorders, among which this thesis focused on the minimally invasive types; with the term “minimally invasive” meaning to target minimising the disturbance on the patients and their normal activities. Previous sections of chapter 2 described different physiological features contributing to cardiorespiratory disorders which can be used for monitoring the disorders. For the first application (arrhythmia diagnosis in the ICU), we used sensors which capture the heart rate and cardiac information: electrocardiogram (ECG), arterial blood pressure (ABP) and photoplethysmogram (PPG). The use of multimodal signals is beneficial in enhancing the performance of automated diagnostic algorithm by combining the information through signal fusion in order to compensate the missed information or artefacts of an individual signal by considering the information of other simultaneous recordings [55], [185].

Figure 2.9. An example of polysomnography set-up and simplified attachment of sensors of PSG (source: /qa.virchihospitals.com/).
The second application of this thesis (automatic diagnosis of SDB) incorporates evaluation of clinical features and objective sleep study [151]. The typical clinical features collected for SDB diagnosis include age, sex, body mass index (BMI), pharyngeal characteristics and bed partner observation of apnoea events [151], [152]. The information acquired from physical tests, questionnaire and patient history can estimate the state of SA to some extent and are the first stage of monitoring SA [151], [153]–[156]. In fact, SA diagnosis is not possible by only considering clinical features and requires identification of abnormal respiratory events as well [151]. There are three main categories of breathing monitoring methods for SDB detection; a group of instruments that evaluate blood gas variations such as oximetry, or end-tidal O₂ measurements [157]. Another group of instruments quantify oronasal airflow directly, such as thermistors. The third group estimates motion of an object, volume, or tissue changes, such as trans-thoracic impedance methods or inductance plethysmography [157]. The respiratory monitoring sensors which directly measure the air flow provide accurate measurement of apnoeas. However, they mostly disturb sleep and interfere with normal breathing [158].

As shown in Figure 2.10 [159], SA episodes can be readily distinguished by observing the airflow signal and the influence of airflow reduction on other signals, such as the respiratory effort signals, ECG signal and oxygen saturation. The drop of airflow during apnoeic event results in a decrease of amplitude in the respiratory effort signals as well as a reduction of the oxygen saturation level with a delay [159]. In fact, the level of oxygen saturation drop and the recovering process depend on the level of reduction of airflow [160], [208]. Observing the signals of Figure 2.10 reveals the high potential of flow signals, respiratory signals and SaO₂ in detecting apnoea events. Referring to the sleep disturbance of the sensors, the flow signal is associated with a high level of interference with sleep and natural breathing procedure due to the placement near the nares. Then, in terms of level of disturbance, it is followed by the respiratory inductance plethysmography (RIP) sensors with respiratory bands placed on the chest and abdominal area which also slightly restrict the movements generated by normal [1], [96], [104], [161]. On the other hand, the ECG recording provides a much lower level of interference with the sleep and breathing cycles. Thus, this thesis aimed for indirect respiration monitoring methods from movement in thorax or abdomen, such as deriving the respiratory effort from ECG signal which involves simple recording and minimal disturbance on sleep and breathing. Also this thesis utilised chest respiratory effort signals measured by plethysmography to evaluate the performance of the ECG-derived respiratory signals for SA detection.

There are a large number of commercial and consumer products for minimally invasive sleep analysis available in the market capable of detecting apnoea events. For instance, actigraphy is a technology to measure movements and activity patterns by sensitive accelerometers [13]. There are different types of actigraphy systems; an example is wrist or ankle watches such as the commercial model of Actiwatch [162]. AASM has stated that actigraphy can be used for estimating the sleep time and
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evaluation of circadian rhythm disorders [163]. The results of the studies on evaluating Actiwatch for extracting sleep patterns reported a wide range of accuracies. Also the dependency of the performance on the population under study and sleep characteristics of the subjects reduces the liability of the sensor and its potential for diagnostic use [164]–[166]. The other example is the bio-motion sensor which uses radiofrequency wave reflection to determine the location, position and velocity of movements of objects and evaluating sleep/wake status in some studies [17], [167], [168]. The mechanism of this non-invasive sensor is to compare the phase difference of the reflected wave and transmitted wave to estimate chest movement [27], [167], [169]–[171]. In studies, this technology was used to detect breathing rate and compare with actigraphy in identifying sleep/wake patterns and estimating sleep quality in OSA patients [27], [167], [169]–[172]. O’Hare et al. in 2014 compared sleep parameters estimated by non-contact sensors and actigraphy with the results of PSG [172]. The study utilised different sensors including two non-contact radiofrequency biomotion sensors of SleepMinder and SleepDesign (HSL-101) and an actigraphy-based system of Actiwatch [172]. They discovered that the performance of the biomotion radiofrequency sensors is comparable with

Figure 2.10. A sample PSG recording of an OSA patient with three consecutive obstructive events, one apnoea and two hypopnoeas. It can be seen that event-associated oxygen desaturation depends on the range of decreased flow during the events. The flow is a nasal pressure recording, with inspiration in the upward trend and restriction of upper airway flow occurs when remaining plateau during hypopnoea (figure adapted from Figure 50-5 [159]).
actigraphy in estimating sleep/wake measures, but compared to PSG, all three devices overestimated sleep time and underestimated sleep-onset latency and wake-after-sleep onset [172]. Another study by de Chazal et al. in 2011 evaluated the performance of the biomotion sensor on 113 subjects against gold-standard PSG [167]. They reported that the sensor is capable of detecting sleep-wake patterns but lower accuracy is achieved in subjects with higher AHI than in subjects with lower AHI. Also, they stated that their algorithm slightly overestimated sleep efficiency and TST [167]. Although these sensors provide sleep measures in a minimally invasive fashion, the detected information is not adequate for diagnosis of SA and PSG is still known as the standard sleep test for SDB recognition.

The focus of the second application of this thesis was using ECG recording, aiming to extract reliable respiratory information and features linked with SDB (while reducing the disturbance on sleep and breathing procedure of respiratory inductance bands). The methodology of this application using the information of the sensors to detect cardiorespiratory disorders will be described in the following chapters 3, 4 and 5. In this section, I will present some details regarding the utilised sensors in both applications of the thesis, starting with ECG recordings, followed by PPG, oximetry, RIP and ABP.

### 2.2.1. ECG

Einthoven presented the ECG over a century ago to record the electrical activity of heart [76]. The ECG signal is recorded via a number of electrodes and leads in different locations on the body surface which record the heart’s electrical activity from different sites of the cardiac muscles. This results in different ECG morphologies, as exhibited in Figure 2.11 (A-C) [76]. The limb leads are shown in Figure 2.11 (A-C), with individual lead measuring the impedance difference and consisting of two electrodes of opposite polarities (bipolar) or a positive pole and a reference (unipolar) [76], [84], [77]. Limb leads include leads I, II, III which are bipolar in the frontal plane placed between right arm, left arm or left leg, satisfying Einthoven’s law of $V_I + V_{III} = V_H$ [75], [77].

The cardiac and physiologic mechanisms of cardiorespiratory disorders were described in sections 2.1.1 and 2.1.2. The first application of the thesis (arrhythmias diagnosis), generally, involves discovering cardiac rhythm variation and the location of the conduction disturbance [11], [24]. ECG recordings are the preferred sensor in detection of cardiac rhythms and, thus, arrhythmias [81]. Mäkivirta et al. used ECG signals to reduce false arrhythmia and in comparison to the results of popularly-used patient monitoring system, they were able to reduce false alarm frequency from 88% to 51% [173]. Studies stated that artefacts are inevitable in ECG recordings and may lead to misdiagnosis of arrhythmias and can be the source of false alarms [173], [174] and that multimodal signal processing helps with noisy signals or missing values and enhances the results for this application [51], [175]–[181]. Our solutions to these issues using simultaneous information of further sensors and multimodal methods for this application will be discussed in sections 3.1 and 3.3.
Guilleminault et al. originally suggested that SA is accompanied by a cardiac pattern which can be recognised by HRV analysis using the ECG signal for the second application of the thesis [148], [182]. Figure 2.12 demonstrates a sample ECG, HR, oxygen saturation signal and PPG during an apnoeic event [104]. Distinctive patterns of ECG signal generated by the apnoea event are apparent. It can be seen that about 10 s after an apnoea event commences, the heart rate decreases followed by an elevation, which matches to the original definition of apnoea event by Guilleminault et al. [182], [104]. Also the increase in R-R intervals can be easily identified in the ECG signal.

In a study by Gubbi et al. in 2009, eight level wavelet packet analysis was implemented in order to non-invasively classify OSA from CSA by ECG signal [183]. Their best tree analysis indicated that OSA is mainly in the low frequency band of R-R intervals and CSA is on both low and high frequency, significantly between 64 to 96 Hz [183]. It was the most discriminating feature for classification of these two types of apnoea. Their combined outcome was presented about 85% accuracy with 88% sensitivity and 84% specificity. They reported that the accuracy of best tree entropy was 91% with sensitivity of 92% and specificity of 91% [183]. In 2007, O’Brien and Heneghan distinguished OSA from CSA by a single lead ECG and compared with plethysmography [157]. Their results of single lead ECG showed 82% accuracy in apnoea classification [157]. Penzel et al. in 2002 compared thirteen studies of apnoea detection using ECG recordings [148]. Different methods and transformations were used and a number of features, besides HRV, were extracted with some of the algorithms involving fully automatic analysis and the others requiring visual and auditory classification [148], [184]–[192]. The highest obtained score for identifying each one minute of apnoea and hypopnoea was about 92% by two teams using manual verification of apnoeic events and the highest score among the automatic algorithms was achieved by de Chazal et al. algorithm which was 89.4% [148], [184]. The best performing approaches and features will be explained in section 3.2. In the developed algorithm of this thesis, a number of features were extracted from ECG signal containing information regarding apnoea events which will

**Limb Leads**

Figure 2.11. (a) Einthoven’s triangle, (b) Einthoven’s triangle located on the chest, with the positive polarity electrode of the leads shown in solid lines and negative electrode shown in dotted line, (c) vectors 1 to 6 generate different projections due to their site (figure adapted from Figure 11 [76]).
be described in more details in section 3.5. Extracting the respiratory information from ECG signal through a reliable and computationally efficient approach and evaluating the results compared to a reference respiratory signal is challenging. It was carried out in this thesis with the background methodology discussed in section 3.5.2 and our developed algorithms described in section 5.1.3.

2.2.2. PPG

PPG technique is composed of two elements, each containing useful clinical information: the AC element which is the pulsatile physiological waveform (mostly referred to as PPG signal) and the DC element linked with the average blood volume which varies by respiration and other activities [104], [18]. The AC element reveals alterations in the cardiac patterns and blood volume [104]. The PPG system involves transmitting light into the tissue where it is partly absorbed and scattered and then detected by photodetector [18]. Due to the higher absorption coefficient of tissue blood component compared to other parts, PPG easily detects the variations in the blood volume [18]. Hertzman and Spealman, in 1937, noted the potential of the PPG in estimating blood volume changes in the finger [193]. The PPG signal contains a wide range of information including cardiovascular, respiratory and neural fluctuations as showed in Table 2.6. It should be noted that the frequency ranges displayed in Table 2.6 are approximate [18]. Different frequencies of PPG signal contain different information. Thus, extracting the frequency components of PPG signal can be used for recognition of cardiorespiratory disorders [18]. On the other hand, PPG waveform is prone to significant distortion by missing values and different types of noises and artefacts, such as motion artefact which can result in false detection of the cardiorespiratory disorders [104]. In 2014, Roebuck et al. reviewed the recently developed signal processing methods using PPG, including: 1) decreasing the impact of motion artefact and false desaturation alarms of the device, 2) invention of new measuring indices to enhance the diagnosis of respiratory disorders, 3) computing indirect measures of heart rate and respiration from PPG waveform which makes it more probable to replace hospital-based PSG systems [104]. Aboukhalil et al. reported that use of pulsatile signals, such as PPG signal, which incorporate cardiac cycles improves the diagnosis of false arrhythmia alarms when combined with cardiac cycle information from ECG signals [175]. The developed algorithm for arrhythmia detection utilising the pulsatile signals including PPG signal will be illustrated in sections 4.1.6 and 4.1.8.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Range (Hz)</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very low</td>
<td>0.001-0.03</td>
<td>Myogenic response to pressure changes, energy saving and thermoregulation mechanisms</td>
</tr>
<tr>
<td>Low</td>
<td>0.04-0.11</td>
<td>Reflect changes in sympathetic tone</td>
</tr>
<tr>
<td>Intermediate</td>
<td>0.12-0.18</td>
<td>Reflect efferent vagal activity</td>
</tr>
<tr>
<td>Respiratory</td>
<td>0.19-0.30</td>
<td>Respiratory-induced oscillations</td>
</tr>
<tr>
<td>Cardiac</td>
<td>0.75-2.50</td>
<td>Arterial pulse-induced oscillations</td>
</tr>
</tbody>
</table>
2.2.3. Oximetry

Oximetry is derived from PPG technique which performs by emitting light of two wavelengths passing through the tissue, for instance, fingertip to a photodetector [151], [18]. Squire, in 1940, reported that oxygen saturation changes cause alterations in red and infrared light emission through tissue [194]. Among the applications of PPG, it is the most extensively used method, which was introduced to the global market in the 1980s [18].

By this system, the changing absorbance of each of the wavelengths caused by the pulsing arterial blood is measured [151]. In fact, the ratio of oxygenated and deoxygenated haemoglobin at two wavelengths of red (660 nm) and infrared (940 nm) generates the respiratory information using pulse oximetry [18]. It is a reliable method for diagnosis of sever OSA which involves a repetitive pattern of oxygen desaturation [151]. The results of an experiment by Sériès et al. in 1989 showed that lung volumes have a wide impact on the amount of $O_2$ desaturations of more than 90% after OSA, and $O_2$ desaturation increases exponentially with apnoea length [195]. In 1991, Pépin et al. proposed that
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Figure 2.12. A sample of oxygen saturation signal, heart rate (HR), ECG, PPG and IP (impedance pneumography) during an apnoeic event (figure adapted from Figure 1 [104]). Distinctive patterns of HR and oxygen level is apparent in the signals in about 10 s after commencing apnoea event, HR drops followed by an elevation, and oxygen level drops with a delay of about 20 s after the apnoea event and then slowly increases.
home oximetry is a simple technique for apnoea diagnosis [160]. They indicated that an apnoea and hypopnea event lasting for less than 10 s may not be detected by respiratory disturbance index (RDI), but can be detected using oximetry outputs [160]. A sample of oxygen saturation signal during an apnoeic event is displayed in Figure 2.12 [104]. It shows that the oxygen level drops with a delay of approximately 20 s after the beginning of apnoea event, then slowly increases to its pre-apnoea value, confirming the findings of Sériès et al. in 1989 [104], [195]. Oximetry is able to detect severe cases of OSA that need urgent treatment [196]. A work by Sériès et al. in 1993 implemented oximetry to detect sleep apnoea/hypopnoea syndrome using unfixed oxygen desaturation criteria and a high sampling frequency to obtain more precise SaO₂ tracing [197]. They concluded that the method can be used as the first evaluation of the patient to confirm the requirement of the overnight PSG [197]. They added that due to the low specificity of 47.7% and low positive predictivity of 61.4%, a validation by PSG test is essential for final diagnosis [197]. They stated that due to several factors affecting desaturation baseline levels (expiratory reserve volume, total apnoea time and different types of apnoea), implementing a fixed threshold for drop of SaO₂ levels fails to lead to a reliable diagnosis [197]. A study of home oximetry by Golpe et al., in 1999, stated that while oximetry results have some correlations with PSG, it is not completely reliable and 15% of the OSA patients were not diagnosed by only oximetry recording [196]. Moreover, oxygen desaturation may not be present during hypopnoea or events of increased upper airway resistance [151]. The sensitivity of OSA diagnosis by oximetry in the literature was reported in a range of 31 to 98% with specificity of 41 to 100% [151], [196]–[198]. The wide range is due to different patient population and more importantly different devices with different protocols, such as averaging in some studies [151], [196]–[198]. Furthermore, oximetry as the single recording is unlikely to be successful in recognising milder apnoea [151], [196]–[198]. Heneghan et al. in 2008 performed synchronous recording of ECG and pulse oximetry by utilising a combined Holter-oximeter method and reported that a downside of oximetry signal was inability in analysis of epochs damaged by artefact [199]. Thus, multimodal signals can be beneficial to enhance the diagnosis as will be described in detail in the following chapters.

2.2.4. Respiratory inductance plethysmography

There are a number of methods for monitoring respiratory measures including, electric impedance plethysmography (EIP), respiratory inductance plethysmography (RIP) and piezoelectric inductive displacement sensors, with RIP reported with higher accuracy, sensitivity and patient safety for detecting OSA and estimating the respiratory characteristics such as tidal volume, mean inspiratory flow and inspiratory and expiratory times [22], [161], [200]–[204]. The AASM also recommends RIP as a more reliable technique for respiratory effort measurement than other wearable respiratory monitoring techniques such as EIP, strain gauge sensors and piezoelectric displacement sensors [205].
Cohn in 1977 initially utilised RIP for non-invasive respiratory monitoring, comprised of two bands containing winding coils around the rib cage and abdomen [206]. In the RIP technique, the respiration is detected based on the cross-sectional area which is identified by the inductance of the conductive loop and the alteration of self-inductance [200]. Volume of the chest and abdomen and the rib-cage activity can be obtained by computing the cross-sectional area of the chest and the band loop through an impedance plethysmography or an elasticated band worn around the torso [200], [202]. This method can include some artefacts, such as alterations due to the cardiac activity recognised as breathing, or muscle movements during apnoea events mistakenly detected as breathing, or sigh acts saturating the impedance signal leading to errors in breathing detection [202]. Bradley et al. studied the cardiorespiratory measurements estimated by RIP [204]. They used LifeShirt® incorporating a vest with the embedded core technology of RIP to capture respiratory pattern non-invasively, with the term non-invasive meaning that it is unobtrusive [204]. They indicated that the device had the ability to detect cardiorespiratory measures, such as ventilation, respiratory rate and heart rate [207], [208]. A sample PSG recording of an OSA patient containing chest and abdominal respiratory effort signals is shown in Figure 2.10 [159]. The excerpt of the demonstrated recordings incorporate three consecutive obstructive events; one apnoea and two hypopnoeas [159]. A significant decrease in amplitude can be observed in both chest and abdominal respiratory effort recordings during the events, with the reduced amplitude depending on the range of decreased flow. It can also be noticed that the range of amplitude reduction is more apparent in the chest respiratory signal compared to the abdominal signal. Therefore, it was one of the reasons that we utilised the chest respiratory effort signal for SDB detection; comparing the results with ECG-derived respiration, as will be outlined in section 5.1.3. O’Brien et al., in 2007, studied the comparison of a single lead ECG (Holter monitor) with inductance plethysmography of the rib-cage and abdomen to detect OSA as well as CSA and hypopnoea [157]. They stated that tidal volume can be accurately measured through calibration against a spirometer. The results of a single-lead ECG were correlated with the detection outcome by inductance plethysmography with 82% accuracy in apnoea classification [157]. Therefore, it was used in this thesis as a suitable sensor to classify SDB and to be used for evaluating the respiratory information extracted from ECG, as will be described in chapters 3 and 5.

2.2.5. ABP

Arterial blood pressure (ABP) is a biomarker of the haemodynamic state of the patient, representing the tissue and organ perfusion [4]. Systematic blood pressure is generated by the blood forcing the arterial wall, originating from the cardiac output and systematic vascular resistance [4]. The physiologic effects of cardiorespiratory disorders on ABP were described in chapter 2. Aboukhalil et al. in 2008 reported that implementing pulsatile signals, such as ABP, which contain cardiac cycles, improves the diagnosis of false arrhythmia alarms by ECG signals [175]. They used ABP as one of
the pulsatile signals to verify the false arrhythmia alarms. As it is recorded from a separate sensor than the ECG leads, it rarely contains identical interference to the ECG signal [175]. Also, ABP is regarded as the pressure signal with the least noise and artefact [51]. In fact, for our application, the ABP signal was recorded using a separate sensor placed at a distance from the torso where different noise features from ECG characteristics present [4], [175], [209], [210]. Therefore, excluding the large body movements which alters the signals of both sensors, the existence of ECG-affiliated artefacts on the ABP signal appears improbable [175]. Thus, utilising ABP in conjunction with ECG signal helps reduce false detections and benefits the diagnosis of cardiorespiratory disorders [51], [175], [211], [212]. Through ABP analysis, the morphology and timing of the ABP signal can be compared to the ECG characteristics and reduce the false positive and negative detections [175].

The major characteristics of nine sensors for cardiorespiratory diagnosis are compared in Table 2.7, including the disturbance to the patient, cost and accuracy. For instance, the ECG signal is marked as a suitable sensor for diagnosis of both arrhythmias and SDB and provides a good accuracy with low disturbance and cost. Lawless et al., in 1994, stated that 44% of the ICU alarms were generated by pulse oximeter, while 31% of the alarms were generated from ventilator and 24% from the ECG recording [41]. Thus, we focused on using ECG, PPG and ABP for arrhythmia diagnosis in the first application and using ECG and RIP for SDB diagnosis in the second application, which are explained in chapters 3, 4 and 5.

**Table 2.7. Comparison of candidate sensors for diagnosis of cardiorespiratory disorders.**

<table>
<thead>
<tr>
<th>Sensors</th>
<th>Diagnosis Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECG</td>
<td>Low disturbance</td>
</tr>
<tr>
<td>[71], [104], [157], [179], [339]</td>
<td>Good</td>
</tr>
<tr>
<td>Oximetry</td>
<td>Low disturbance</td>
</tr>
<tr>
<td>[29], [104], [199], [340]–[343]</td>
<td>Good</td>
</tr>
<tr>
<td>PPG</td>
<td>Low disturbance</td>
</tr>
<tr>
<td>[18], [104], [175], [344]–[346]</td>
<td>Medium</td>
</tr>
<tr>
<td>RIP</td>
<td>Low disturbance</td>
</tr>
<tr>
<td>[22], [104], [157], [161], [200]–[205]</td>
<td>Medium</td>
</tr>
<tr>
<td>ABP</td>
<td>Low disturbance</td>
</tr>
<tr>
<td>[51], [104], [212], [347]–[349]</td>
<td>Good</td>
</tr>
<tr>
<td>Holter-Oximetry</td>
<td>Low disturbance</td>
</tr>
<tr>
<td>[104], [199], [269], [343], [350], [351]</td>
<td>Good</td>
</tr>
<tr>
<td>Radio-freq biomotion sensor</td>
<td>Low disturbance</td>
</tr>
<tr>
<td>[27], [104], [162], [167], [169]–[172]</td>
<td>Good</td>
</tr>
<tr>
<td>EEG</td>
<td>Low disturbance</td>
</tr>
<tr>
<td>[104], [352]–[355]</td>
<td>Bad</td>
</tr>
<tr>
<td>Nasal transducers</td>
<td>Low disturbance</td>
</tr>
<tr>
<td>[104], [151], [356]</td>
<td>Bad</td>
</tr>
</tbody>
</table>


## 2.3. Issues with the existing systems

### 2.3.1. False arrhythmia alarms

As false alarms of the monitoring systems in the ICU are preferred to missing a true alarm, the ideal sensitivity is 100% to distinguish every clinically significant incident [39], [43], [213]. Over 85% false alarms were reported in the ICU and the resulting noise causes disturbance for the patients and medical staff as well as alarm fatigue, and influences sleep of the patients and thus the recovery process [40]–[43], [47], [49], [51]. The negative consequences of false alarms can be alleviated by automatic detection of false alarms and the source of the alarm using multimodal signals to enhance the diagnosis [214]. Studies have proposed different approaches for signal quality index evaluation [215]–[218]. We assessed different tests and features for the signal quality index of each signal before further processing. Also in order to reduce the effects of noisy or low quality excerpts of signals with missing values, we evaluated signal fusion. The proposed algorithms of this thesis are described in the following chapters 3 and 4.

### 2.3.2. Sleep tests

The standard sleep studies are associated with several major problems [53], [71], [148]. First, they are costly due to the required specialised staff and facilities overnight. Second, limited resources cause long waiting times for the test [20]. Above all, as the standard sleep test involves the recording of a large number of signals and measures, a crucial drawback is the disturbance on sleep caused by the attached wires and electrodes [53], [20]. The patients also may have issues with falling asleep in the unknown environment with the attached set up. Furthermore, studies have concluded that the results of the sleep tests vary from night to night depending on the study environment and the technology used for the test [102]. In fact, the unknown environment of the sleep laboratory affects the quality of sleep and generate unusual patterns of sleep which are different from the typical sleep patterns at home [102]. As a result, many patients prefer to go through a simpler sleep test with the intention to reduce the financial cost and waiting time [20]. Therefore, an ongoing research goal is to reduce the number of diagnostic signals, the invasiveness and cost of sleep tests [23]. In that case, the test can be simply performed for a couple of nights aiming to collect more information and eliminate the variations resulting from environmental factors, sleeping position, or other variable factors [20].

The available portable devices for non-laboratory sleep tests were comprehensively studied [58], [59], [219]. The AASM recommends that the use of current portable monitors is acceptable for a limited category of subjects with a high likelihood of moderate to severe OSA, with a manual evaluation of the test data by a sleep specialist [220]. The major problem of the existing portable monitors is the
low sensitivity and specificity in diagnosis, so enhancing the performance plays the key role toward delivering reliable simpler tests [219]. One solution is to utilise fewer non-invasive sensors and better signal processing techniques to obtain higher performance for SA diagnosis.

2.4. Summary

This chapter surveyed the literature relating to the physiology of cardiorespiratory disorders (life-threatening arrhythmias and SDB). I began with discussing the types of the disorders, the epidemiology and aetiology of the disorders as well as the treatment and diagnosis tools. The anatomical, physiological and neurological mechanisms and the resulting alterations in the corresponding features such as HRV or RR intervals and the frequency components of HRV associated with the disorders were described.

Also the sensors for diagnosis of the cardiorespiratory disorders were discussed. According to the sections which described the aetiology of the disorders, there are features associated with the disorders which can be identified by the ECG signals. Also evaluating the diagnostic characteristics of the candidate sensors showed that the ECG signal provides a low disturbance and low cost tool which is suitable for both arrhythmia and SDB diagnosis with a good accuracy. Thus, the ECG signal was chosen as the main focus of this thesis for detecting the cardiorespiratory disorders. The features that were used to develop the algorithms of this thesis such as the further respiratory features that can be extracted from ECG signals are described in the next chapter.

For false arrhythmia alarm detection, further signals such as PPG and ABP were also utilised to enhance the performance by multimodal signal processing. The pulsatile signals provide further information beneficial for arrhythmia detection which can help improve the performance results. The RIP provides useful information for SDB detection with minimal disturbance. Also, as it is placed on the chest similar to the ECG sensors, the signal can be used to assess the respiration derived from one ECG signal. Thus, it was used for SDB detection and the performance results were used to evaluate and compare with the results of respiratory information derived from the ECG signal.

Lastly, I presented the issues associated with the current diagnosis of cardiorespiratory disorders and elucidated the issues which encouraged the two applications of this thesis. In chapter 3, I will review the methodology of the two applications. The background literature for the major components of my system includes: interference removal, QRS detection, feature extraction and machine learning techniques.

Then, the developed algorithms of this thesis and the results will be described in chapters 4 and 5.
3. Methodology background

In chapter 2, the clinical background of both applications of the thesis was presented. The sensors, which were used in the literature for general diagnosis, and the issues of the current tools for the diagnosis of arrhythmias and SDB were listed.

In this chapter, I aim to describe the methodology background to the signal processing and machine learning required to develop the applications for automatic detection of the cardiorespiratory disorders. I begin by presenting an overview of the two applications, in sections 3.1 and 3.2, followed by the signal processing techniques including preprocessing and noise removal (section 3.3), QRS detection methods (section 3.4) and RR correction methods. Then, I explain the two biosignals captured from the ECG signal including HRV (or RR intervals) and ECG derived respiration (EDR) in section 3.5. It is followed by introducing the feature extraction process from the utilised sensors including the two main categories: cardiopulmonary coupling features and power spectral density features in section 3.6. Finally, in section 3.7, the details of the machine learning techniques including LDA, SVM and ELM are illustrated (see section 3.7).

A number of sections of this chapter survey the signal processing methods applied to the ECG signals in the literature. It is due to the fact that the ECG signals are the main focus of this project and they are also widely studied in the literature for the diagnosis of cardiorespiratory disorders, providing beneficial information. In the following chapter, the developed algorithms for both applications using multimodal signal processing techniques are explained in more detail.

3.1. False arrhythmia alarm reduction

The methodology background of the first application of this thesis will be explained in this section. First, the methods of arrhythmia detection which help to identify true alarms were surveyed. Thus, the main blocks of an automated system for arrhythmia diagnosis will be first listed in this section. Then, the proposed approaches for reducing the false arrhythmia alarms will be surveyed. Researchers have found out that false arrhythmia alarms often originate from single-channel ECG artefact and low voltage signals [175]. Therefore, the studies of reducing the false arrhythmia alarms can be categorised into two main groups. The first category of studies investigated the use of different filters to eliminate the effect of artefacts on the signals which were reported as a major source of generating false arrhythmia alarms. The second category of studies investigated the use of multimodal signals to decrease the effects of artefacts.

The block diagram of a typical arrhythmia diagnosis system is displayed in Figure 3.1, as first proposed by Englese and Zeelenberg in 1979 [221]. They presented the principal modules of an ideal
automated arrhythmia detection system in this block diagram, while some systems may not include all of the modules and some others might contain additional blocks [221]. As shown in Figure 3.1, the effect of the undetermined noise has been emphasised as a superimposed element on the original undistorted ECG signal during arrhythmia detection [221]. An important block is beat detection to recognise the heart beats as an essential feature for arrhythmia detection. Then, beat delineation and characterisation is implemented on the detected beats which is followed by beat classification and rhythm classification to investigate the presence of arrhythmias as well as the identification of false and true alarms. Different phases of the system including noise removal, beat detection and rhythm classification will be described in the following sections 3.3, 3.4, 3.7 and our developed algorithms for classifying the arrhythmias and alarms will be explained in the following chapter in section 4.1.

In earlier studies, the usage of different filters, such as Kalman filter and median filter, in order to decrease the artefacts of the ECG signals as well as the transients with sources other than arrhythmias were examined [173], [174]. In a study using filters for reducing false alarms, Sittig and Factor implemented a multi-state Kalman filter to remove artefacts and sudden changes of the signal. They used two sets of data, with an actual dataset and a simulated data stream; while their developed system was tested on the simulated data [174]. They indicated that quick adaptation of the Kalman filters to variations of the baseline of the signals occurs in both data sets [174]. Further investigation on their proposed system is required to test the performance on the real data. It should be noted that the number of previous studies on reducing false alarms of severely ill patients is limited and only applied on small datasets [175], [173]. In this project, we applied the developed algorithms on large bedside monitor dataset of 1250 life-threatening arrhythmia alarms sourced from four hospitals in the

![Block Diagram](https://via.placeholder.com/150)

**Figure 3.1.** The block diagram of the principal modules of an ideal automated arrhythmia detector using ECG signal (figure adapted from Figure 1 [221]).
USA and Europe to provide a reliable and practical system for real data.

In another research on postoperative monitoring in cardiac patients in ICU, Mäkivirta et al. applied a dual limit system with a two-stage median filter on heart rate to eliminate variations [173]. The first median filter had a delay of 15 s which eliminated short transients; thus, the significant clinical cardiac dysfunctions remained in the output of the filter. The second median filter had longer delays of 1 and 2.5 min, discarding more artefacts [173]. The method resulted in decreased false alarm frequency. By comparing the results to the popularly-used patient monitoring system, they stated that their proposed system detected every correct alarm and demonstrated increased true alarms from 12% to 49% as well as reduced false alarm frequency from 88% to 51% [173]. A two stage median filter was also utilised in this thesis for noise removal as the first stage of the developed algorithm for the first application which will be explained in section 4.1 in detail.

Mäkivirta et al. compared their results to a common patient monitoring system, and found that their proposed system detected every correct alarm and demonstrated increased true alarms from 12% to 49% as well as reduced false alarm frequency from 88% to 51% [173]. As an example of using multimodal signals for this application, Clifford et al. in 2006 analysed an open access MIMIC dataset containing five life-threatening arrhythmia alarms including, asystole, extreme bradycardia, extreme tachycardia, ventricular tachycardia (VT), ventricular fibrillation (VF)/tachycardia in the ICU [51]. They utilised arterial blood pressure (ABP) and ECG signals for alarm identification [51]. They detected 25% false alarms from 89 arrhythmia alarms, mostly arising from heart rate transients (asystole, tachycardia and bradycardia), which reduced the number of false alarms by about one third compared to the false alarms detected by the existing cardiac monitors [51]. They emphasised that their morphology-based algorithm applied on the ABP signal performed successfully in dismissing every false alarm without removing any true alarm [51]. They reported low results for VT and VF false alarm detection and recognised a single VT false alarm (6.25% false alarm rate) and no VF/VT false alarm detection [51]. In another study, Aboukhalil et al. used a single-lead ECG signal simultaneously with arterial blood pressure (ABP) signals aiming to combine the information and improve the diagnosis [175]. They confirmed that exploiting information from multimodal signals enhances the arrhythmia detection. Thus, we utilised four signals (ABP, PPG, ECG lead II and aVr) to improve the false alarm detection rate for the first application of this thesis.

Researchers have found that false arrhythmia alarms can be better recognised by signal quality evaluation and multimodal signal fusion [150]. Also reliable detection of the heart beats, which is a major component of arrhythmia detection, has a direct effect on the features beneficial for this application. It can be achieved using concurrent signals and signal integration [32], [51], [60], [149], [222]. Johnson et al. in 2014 proposed a multimodal heart beat detection algorithm which was based on signal quality indices (SQI) using ECG signal and ABP signal [223]. It should be noted that the onset of the ABP pulses appear with a delay after the left ventricle contracts [21].
signal fusion algorithm proposed by Johnson et al. collected R peaks of the ECG signals and the pulse transit time (PTT), defined as the delay between detected onset beats of the blood pressure waveform and R peaks of the ECG signal. Then, the R peaks were matched according to the delay and extracted features for computing the SQI [21], [149]. They used the SQI measures of the signals to identify the high quality signal (ECG or ABP) which was selected for robust heart beat detection [149]. A number of studies utilised different peak detectors for blood pressure and ECG signal to compare and evaluate the resulted detection beats and select the method with better performing QRS detections [51], [149], [150], [223]. In this thesis, a robust QRS detection method based on Hilbert-transform-based algorithm is used and is explained in section 3.4. Also the above multimodal signal fusion was implemented to examine whether this method can enhance the heart beat detection of the utilised dataset by integrating ECG and ABP signal, which will be described in section 4.1.

False alarm analysis can be categorised into two types: real-time and retrospective analysis. The real-time analysis is associated with data segments ending at the time of the alarm occurrence without additional information after the alarm. While, the retrospective analysis involves segments with data after the alarm to provide more information [33]. In this thesis, we examined our developed algorithms for both categories.

Studies show that better VT and VF alarm detection can be achieved through algorithms that included statistical analysis and morphological methods. For example, Plesinger et al. applied QRS detection based on amplitude envelopes using the Fourier and Hilbert transform, and used descriptive statistical analysis of the QRS temporal distribution, evaluating the heart rate (HR) and observing low-frequency ECG activities [176]. They achieved true positive rate (TPR) of 92% and true negative rate (TNR) of 88% for false alarm reduction of five life-threatening arrhythmias (see section 3.8 for definitions of the performance measures) [33], [176]. Ansari et al. presented a multimodal peak detection algorithm using ECG leads II and V, PPG and ABP and combined the outcome of several peak detection methods through a polling scheme to obtain a robust peak detection algorithm [177]. Then, they applied phase wrapping via a simple decision criteria and a machine learning technique [177]. They obtained TPR of 89% and TNR of 79% in real-time approach [33], [177]. In another study, Fallet et al. measured HR based on the quality of the signals: HR was either calculated from the pulsatile signals, PPG or ABP, using an adaptive frequency tracking for the cases which pulsatile signals have suitable quality, or measured based on ECG signal using adaptive mathematical morphology approach, if the ECG signal provided high quality [222]. Their algorithm resulted a 94% TPR and 77% TNR in real-time [222], [33]. Among the five arrhythmias, ventricular fibrillation or flutter is recognised as the most difficult condition to detect using the ECG signal [178]─[180]. Different methods were applied in the studies such as threshold crossing intervals (TCIs) [224], autocorrelation function (ACF) [181] and complexity measure [178] which the results were compared in the studies [179], [180]. The comparisons showed the importance of tuning the threshold and
choosing the appropriate criteria, which were noted in this thesis. The details of our developed algorithm for reducing false arrhythmia alarms, the feature extraction, setting the thresholds, measuring the SQI of every multimodal signals, signal fusion, classification and alarm detection will be described in the following section 3.5 and section 4.1.

3.2. Sleep disordered breathing recognition

A large number of studies have investigated the diagnosis of SDB with different sensors and methods intending to reduce the number of sensors and invasiveness while optimising the performance [29], [140], [202], [220], [225]–[228]. The block diagram of an example of an automated SDB diagnosis system is shown in Figure 3.2. In this example, ECG recordings were used and different blocks were applied including, preprocessing, beat detection and feature extraction with a final phase of machine learning, which will be described in detail in the following sections 3.3 to 3.7. The main focus of this project and the developed algorithm was to use the ECG signal for SDB detection, which will be explained in chapter 5.

As explained in section 2.2.1, apnoea events are often associated with a cyclic variation of the heart rate, characterised by bradycardia followed by sudden tachycardia; this fact has been widely used as a characteristic for SA detection [182]. D’Addio et al. referred to the fact that spectral analysis of the heart rate variability (HRV) during SDB reveals cardiac arrhythmias of tachycardia-bradycardia sequences and dynamic respiratory patterns which leads to nonlinear heart period modulation and is widely used for evaluating the autonomic nervous system function [229]. The bradycardia-tachycardia cycle which is associated with SA originates from autonomic nerve activity. It has two apparent effects: 1) the RR-interval information changes and 2) the respiration changes which alters the

![Figure 3.2. Block diagram of an example of automated SDB diagnosis system using ECG signals as inputs.](image-url)
modulation of the ECG signal amplitude [230]–[232]. Thus, the ECG signal provides an indirect measurement tool for estimating respiration, beneficial for automatic SDB diagnosis.

Accordingly, the biosignals such as RR-intervals and ECG derived respiration as well as features such as power spectral density and cardiopulmonary coupling are used in this thesis, with the methodology explained in sections 3.5 and 3.6.

Respiration physically displaces the ECG sensors which results in a rotation of the cardiac vector and a change in the electrical impedance [230], [231], [232]. The respiratory patterns acquired from an ECG signal are commonly referred to as the ECG-derived respiratory signal (EDR) [233]. There are a number of methods of EDR extraction. Some of the early methods used the R wave amplitude, RS amplitude, QRS complex area and R wave area [234][235]. There are also novel techniques such as empirical mode decomposition (EMD) [236], [237], discrete wavelet transform (DWT) [236], [238] and principal component analysis (PCA) [70], [239]. PCA methods will be described in more detail in section 0. In this thesis, two novel algorithms were proposed for estimating the EDR using the PCA method for an overnight ECG recording and were compared to the QRS complex area method. The developed algorithms for EDR estimation in this project will be explained in section 5.1.3.

A study by Mendez et al. in 2007 presented a bivariate autoregressive model using the PhysioNet and Computers in Cardiology (CinC) Challenge 2000 database [240]. They derived beat-by-beat power spectral density (PSD) of HRV and R peak area as the features of the algorithm and applied the k-nearest neighbour (KNN) algorithm as the supervised learning classifier to obtain minute-based classification, and achieved an accuracy of approximately 86% on both training and test sets [240]. In this thesis, we utilised PSD features of HRV for sleep apnoea detection, as described in sections 0 and 5.2.3. Another study of apnoea detection by Xie and Minn in 2012 used a combination of classifiers; AdaBoost, Decision Stump, Bagging and SVM [241]. They also applied feature selection on ECG features and SpO2 features and compared the performance results of different combinations of classifiers and feature sets [241]. They reported the highest accuracy of a combination of classifiers on the combined feature set to be 84.4%, with the highest specificity of 85.9% [241]. Penzel et al. in 2002 compared thirteen studies of automatic algorithms and methods which required visual inspection for apnoea detection using different frequency and time domain features and transformations [148]. The methods, features and transformations which were utilised by the proposed algorithms are comprised of spectral analysis of HRV [184]–[189], Hilbert transform to capture frequency information of the HR [188], [190], time-frequency maps for presenting HRV [185], [186], [188] and thresholding for the ratio of the spectral power if the heart rate is in two frequency bands (0.01-0.05 and 0.005-0.01 cycles per beat) [189]. Besides HRV, the proposed algorithms used several other ECG derived features, including ECG pulse energy [186], R-wave duration [187], amplitude of the S components of every QRS complex [186], [191] and PSD of the R-wave amplitude [184]. An algorithm used T-wave amplitude utilising the discrete harmonic wavelet transform as well as time-
domain methods to detect variation in HR consistent with transition to arousal from sleep by the end of the respiratory events [148], [192]. Penzel et al. stated that some of the algorithms provided fully automatic analysis and the others required visual and auditory classification, with the highest obtained scores being about 92%, by two teams using manually verification of apnoeic events [148]. As a result, the highest score among the automatic algorithms was achieved by de Chazal et al. algorithm, which was 89.4% for identifying each one minute of apnoea and hypopnoea [184] and later improved to 90.5% [71]. The results revealed that the algorithms which used frequency-domain features of HRV and/or EDR signal with R-wave morphology were the best performing approaches [148], [184], [186], [187], [192]. In this thesis, both time-domain and frequency domain features including PSD features were extracted from both HRV and EDR signals. The features extracted from HRV and EDR will be explained in sections 5.1.4 and 5.2.

In the following sections of this chapter, we illustrate the major components of automated systems for diagnosis of cardiorespiratory disorders and the signal processing approaches presented in the literature addressing both applications of this thesis.

### 3.3. Preprocessing and interference removal

Presence of noise and interference during ECG recordings is commonplace [242]–[244]. The ECG signals are mostly distorted by different interference, such as motion artefact, power-line interference, and baseline drift [33], [221], [245], [246]. These artefacts may lead to false diagnosis of arrhythmias and therefore false alarms in monitoring equipment [247].

A study by Englese and Zeelenberg in 1979 highlighted that the major issue in malfunction of the arrhythmia diagnosis systems is the QRS detection failure which itself is mainly caused by the input artefacts [221]. Thus, a crucial stage prior to feature extraction and QRS detection is to monitor the artefacts and reduce the noise to provide a reliable cardiorespiratory diagnosis [221], [246].

Englese and Zeelenberg defined the noise, particularly in the arrhythmia diagnosis studies, as any distortion of the signal or any kind of concealment of the original data of ECG signal [221]. They have categorised the effects of noise on the arrhythmia diagnosis performance into two groups of direct and indirect effects on different blocks of arrhythmia detection system shown in Figure 3.1. The direct effects distort the system in two ways: 1) affecting the beat detection and resulting in false positive and false negative detections, 2) affecting beat delineation and characterisation. The second effect distorts the characteristics of the signal and the measurements such as errors in height, duration and area [221]. The indirect effects also distort the system in two ways: 1) beat classification errors caused by timing and measurements inaccuracies, 2) rhythm classification errors resulting from incorrect beat classification [221]. Englese and Zeelenberg listed two primary methods for managing the noise of ECG signal; 1) noise elimination at the source through ensuring the accurate placement
and contacts of the electrodes to obtain the optimum signal quality, 2) detecting and reducing the noise using different signal processing techniques [221], [246]. In this thesis, the ECG signals were preprocessed by first reducing the noise in individual channels by using filters and then using the signal quality index to select and weight the signals.

A common source of noise on an ECG signal is baseline drift. It is a result of interferences, such as motion artefact and can lead to deformation of the ST segment. It plays an important role in interfering with arrhythmia detection [246], [248], [249]. Also the baseline wander noise can distort the low frequency component of the ECG recordings and can alter the features of ECG signal useful for SDB recognition [246]. For instance, the sudden shifts in the ECG baseline can have a large effect on the EDR signal [291]–[293], [295]. Thus, elimination of baseline wander should be performed before any further processing to avoid these artefacts. Different filters and methods have been used for removing the baseline wander [242]–[244], [246], [250]–[252]. In this thesis, a two stage median filter was used for baseline elimination which is explained in sections 4.1.3 and 5.2.

3.4. QRS detection

The first step toward ECG feature extraction after preprocessing is QRS detection. Most of the studies of the automated detection of cardiorespiratory disorders using ECG signals addressed the QRS detection for R-R interval analysis [37], [253]–[257]. Different QRS detection algorithms applied to ECG signals but selecting a reliable method is highly significant [258]–[261]. It should be noted that a useful ECG signal processing step is artefact detection, which was not addressed in this thesis and is suggested as an area of further work.

A well-known QRS detection algorithm is the Pan Tompkins, which identifies the QRS complexes using different ECG features, such as slope, amplitude and width [262]. It involves several signal processing steps [262]. First, the noise in the ECG was reduced using a band-pass filter [262]. Then, the filtered signal was differentiated and squared to obtain the information of the slope of the QRS complex and intensify the slope in order to distinguish the QRS complexes from the T-waves [262]. Next, a moving window integration was applied to extract the information about the slope and width of the QRS complex [262]. The algorithm involves three phases with the first two phases of initialising and adjusting the thresholds for QRS detection and the final phase of the detection [262]. There are two sets of thresholds in this algorithm, including the filtering thresholds and the moving window integration threshold. They improve the reliability of the QRS detections by updating and adjusting the thresholds throughout the phases [262]. Finally, the output of the algorithm is a series of pulses at the location of the QRS complexes [262]. The algorithm was applied to the MIT-BIH arrhythmia database and achieved an accuracy of 99.3% for the QRS detection [262].
Another widely used QRS detection algorithm was developed by Englese and Zeelenberg in 1979 [221]. They aimed to detect arrhythmias and proposed a QRS detection method as an important subsystem of arrhythmia detection [221]. The proposed QRS-complex detection technique by Englese and Zeelenberg used a single data scan with a simple high-pass filter to detect the R peaks [221]. They stated that the presented algorithm determines QRS onset point, end point, baseline and R peaks [221]. They noted that the proposed method is sensitive to wide-band noise, such as EMG and motion artefacts. Since, it provides a simple and efficient method; it is extensively used with an additional noise removal phase prior to the QRS detection. They reported an accuracy of 98.6% for QRS detection by the algorithm [221]. This algorithm was used for the MIT PhysioNet Apnea-ECG database to detect the onset beats of the QRS complexes which were provided with the dataset and utilised for the second application of this the sis (see section 5.1.1).

Another method of identifying the QRS complexes was introduced by Benitez et al. in 2001 using the Hilbert transform [263]. The zero crossings on the x-axis of the Hilbert transform of the signal represent the inflection points of the original signal [263]. Also the peaks of the Hilbert transformed conjugates of the signal correspond to the zero crossings between positive and negative inflection points of the original signal [263]. Benitez et al. used this characteristic to detect the zero crossings of the first differential of the ECG signal \(\frac{d}{dt}(ECG)\) to develop a novel robust approach to identify the R peaks from large T and P waves [263]. The block diagram of their proposed algorithm is shown in Figure 3.3. First, they used a band pass FIR filter using a Kaiser-Bessel window with the band stop frequencies at 8 and 20 Hz to eliminate muscular noise and emphasise the QRS complexes [263]. Then, they eliminated the motion artefacts and baseline wander noise using the first differential of the filtered signal [263]. The rising and falling of the R peaks of the original signal correspond to the maximum and minimum points of the first differential, which can be detected using the zero crossing [263]. The Hilbert transform was applied to the first differential of the ECG signal implementing the following steps. First, the Fourier transform was applied and the DC component was removed. Then, multiplied the positive and negative harmonics by \(-j\) and \(j\) and obtained the inverse Fourier transform [263]. They applied a moving window of 1024 samples to \(y(n)\) prior to applying the Hilbert transform, as the Hilbert transform performs well on short length of the signals [263]. Benitez et al. state that the peaks which are detected from the Hilbert transform \(h(n)\) indicate the peaks of the QRS complexes with an accuracy of a few milliseconds. Thus, in order to develop a robust and accurate QRS peak
detector, they applied a second step detector. By applying the Hilbert transform, the P-waves and T-waves are minimised in comparison to the QRS peaks. Thus, they applied an adaptive threshold detector by setting the threshold according to the noise level of the segment, the maximum amplitude of the peaks in an iterative procedure and the average RR intervals. In order to guarantee the accuracy and robustness of the QRS detector, a second step was performed by applying a simple peak detector again on windows of ±10 samples around the peaks detected from the previous step [263].

This algorithm was tested on a number of datasets of different ECG leads and the performance was compared to the performance of other QRS detection algorithms [264], [265]. Benitez et al. tested the developed algorithm on MIT-BIH arrhythmia database and obtained an average detection rate of 99.87% with a sensitivity of 99.94% and a positive prediction of 99.93%. They concluded that the method is robust and can minimise the disruptive effect of motion artefact, baseline wander and muscular noise [263]. Thus, we applied this algorithm to the PhysioNet/Computing in Cardiology (CinC) Challenge 2015 database for the first application of this thesis as well as the St. Vincent’s University Hospital, University College Dublin Sleep Apnea database for the second application as will be explained in sections 4.1.1 and 5.1.1.

A. RR correction

The findings of the studies on a variety of QRS detection algorithms have indicated that even after applying noise removal and optimising the performance of QRS detection methods, errors still present in the output of the QRS detection algorithms, with missed and/or spurious QRS detections [148], [266], [267]. Thus, RR correction is an essential part of the ECG signal processing since noise is unavoidable during recording and affects the following steps such as feature extraction [265], [268].

The simplified context behind the correction algorithms mostly involves; first, the elimination of RR intervals which are physiologically implausible, and second, the interpolation of RR intervals with missed or undetected QRS complexes [265]. First, following the application of QRS detection algorithm, the RR intervals are derived from the QRS detections [265]. Shouldice et al. in 2004 used a correction algorithm as a post-processing step to ensure presence of physiologically reasonable QRS onset detections [265]. Through the proposed algorithm, if an RR interval is smaller than 150 ms, the second R-wave is marked as spurious and eliminated [265]. On the other hand, if an RR interval is greater than double of the trimmed mean at 10%, i.e. the largest 5% and smallest 5% of intervals eliminated, of the entire RR intervals, it is labelled as a missed R-wave [265]. Then, the missed RR intervals were estimated and inserted [265]. An estimation of the missed RR interval was measured using the mean of the preceding 5 intervals [265]. If the original incorrect RR interval is greater than 2.2 times this estimation, then an integer number of the revised RR intervals is produced to be inserted into the RR-intervals using a sliding window based on the preceding 5 intervals [265].
Similar QRS correction algorithm, proposed by de Chazal et al., is implemented in this thesis to remove incorrect QRS detection beats as well as interpolate missing QRS detection points [71], [269]. Through this automated algorithm, every individual R-R interval is compared to a robust RR-interval (\(\text{Rob}[n]\)); i.e., the result of a five sample interval width median filtered R-R intervals. The automatic algorithm interpolates missed QRS detections and removes false detections. To detect incorrect QRS detections, the sum of two adjacent RR intervals is computed, \(\text{Sum}[n]=\text{RR}[n]+\text{RR}[n+1]\). Then, the corresponding robust RR-interval, \(\text{Rob}[n]\), is subtracted from the sum of RR-intervals and the absolute value of the result taken. If this output is less than the absolute value of the subtraction of the robust interval from both of the two RR-intervals individually, then it is labeled as an incorrect QRS complex and the corresponding QRS detection is removed [71].

\[
\text{If } |\text{Sum}[n] - \text{Rob}[n]| < |\text{RR}[n] - \text{Rob}[n]| \text{ & } |\text{Sum}[n] - \text{Rob}[n]| < |\text{RR}[n+1] - \text{Rob}[n]|
\]

Then QRS\([n]\) is incorrect.

Also each RR-interval is compared to the robust RR interval. If it is about twice the robust interval, it is labeled as a misplaced QRS and interpolation is applied until it is reduced to about 80% of the robust interval. Finally, the RR-intervals are computed as the intervals between two adjacent QRS detections. The details of the implemented algorithm of this thesis are described in section 5.2.3.

### 3.5. Biosignals

The effects of arrhythmias and SDB on the heart rate and cardiac characteristics of the ECG signals have been described in a previous chapter. The corresponding biosignals can be captured from the ECG recordings and used to detect cardiorespiratory disorders.

<table>
<thead>
<tr>
<th>Features</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDNN</td>
<td>The standard deviation of the NN interval by measuring the square root of variance</td>
</tr>
<tr>
<td>SDANN</td>
<td>The standard deviation of the average NN interval in every 5-minute segment of the recording</td>
</tr>
<tr>
<td>SDNN index</td>
<td>The mean of the standard deviation of NN-intervals for all consecutive 5-minute segments calculated during 24h</td>
</tr>
<tr>
<td>RMSSD</td>
<td>The square root of the summed squares of differences of successive NN intervals</td>
</tr>
<tr>
<td>MeanNN</td>
<td>The mean NN interval or heart rate</td>
</tr>
<tr>
<td>DiffNN</td>
<td>The difference between the longest and shortest NN interval</td>
</tr>
<tr>
<td>DiffHR</td>
<td>The difference between night and day heart rate</td>
</tr>
<tr>
<td>NN50</td>
<td>The absolute value of 50 NN counts by calculating the number of interval differences of successive NN intervals greater than 50 ms</td>
</tr>
<tr>
<td>pNN50</td>
<td>The relative number of successive pairs of NN-intervals that differ more than 50ms by measuring the proportion of NN50 over the total number of NN intervals</td>
</tr>
<tr>
<td>Allan factor</td>
<td>RR intervals which is the fractal rate measured over time-segments</td>
</tr>
</tbody>
</table>
It was explained in the previous chapter that during inspiration, the thorax pressure reduces and venous return increases, causing the expansion of the right atrium. It leads to a reflex which increases the instantaneous heart rate or reduces the RR-intervals [104]. The entire process is reversed during expiration and produces reduction in heart rate [104]. Thus, some of the main features extracted from resampled RR-interval time series include respiratory information. The breathing modulation signal can only be recovered when the average Nyquist frequency condition is fulfilled; i.e., the heart rate is greater than twice the breathing rate [104]. As noted in a study in 2006, Clifford et al. found that the average Nyquist criteria is not satisfied in patients with rapid breathing cycles [270]. In this thesis, this information was captured using the interval based power spectral density features (see section 5.1.4). Two biosignals are estimated from ECG recordings in this thesis including RR-intervals or HRV and EDR signals. This section commences with explaining the RR-intervals in section 3.5.1.

3.5.1. RR interval (HRV)

A widely used biosignal for detecting cardiorespiratory disorders is heart rate variability (HRV). Using the QRS detection beats, the RR-intervals were computed as the intervals between every pair of adjacent QRS detections, providing a measure of HRV. A number of features are extracted from this biosignal for cardiorespiratory diagnosis in the published studies. Variations in heart rate can be evaluated using a number of strategies, with the simplest approach perhaps being the time-domain measures. The time-domain features consider heart rates by their time samples or the intervals between successive heart beats, as shown in Figure 3.4 [71], [110], [148].

In order to extract the time-domain features from ECG recordings, the QRS complexes are first detected and normal-to-normal (NN) intervals are determined as the intervals between adjacent QRS complexes [110]. A major category of features is comprised of statistical variables measured using
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Figure 3.4. Demonstration of some characteristics of ECG signals used in the studies for RR-interval (HRV) and EDR estimation: R peak amplitude ($R_{amp}$), RR interval ($R_{int}$) and R wave area as the shaded area (figure adapted from Fig. 1 [235]).
two methods; direct calculations from the NN intervals, or derivation from the differences between NN intervals [110]. The most commonly used statistical features of HRV are listed in Table 3.1. A simple statistical feature is SDNN which represents all the cyclic variations of the recording [110]. The SDANN is a measure of heart rate variations of cycles longer than 5 min, and the SDNN index indicates the variations caused by cycles of shorter than 5 min [110], [71], [148], [267], [271]. Time domain features can be computed using the entire ECG recording or computed using short segments of the recordings which provides information to evaluate varying activities, such as rest or sleep [110]. The time domain and frequency domain features which were extracted for the two applications of this thesis are described in sections 4.1.7, 4.1.9, 5.1.3 and 5.1.4.

### 3.5.2. ECG derived respiration (EDR)

The other biosignal measured in the second application of this thesis using the ECG recording was EDR signal. It was explained in previous sections that sleep apnoea is often associated with a cardiac rhythm pattern resulting from autonomic nerve activity which can be derived from ECG recordings [182]. In addition to the information derived from HRV, respiration is another effect apparent on the ECG and it manifests as a modulation of the ECG signal amplitude [157], [230]–[234]. A sample ECG signal and the corresponding respiratory signal are shown in Figure 3.5. The respiratory patterns acquired from an ECG signal are commonly referred to as the ECG-derived respiratory signal (EDR) [233]. The ECG signals are modulated by respiratory cycle through different mechanisms [158]. The EDR signal is generated due to three major physiological mechanisms:

1. Changes in the cardiac electrical axis caused by the airflow through to the lungs, generating respiratory information on the ECG signal [146], [230], [231], [260].

2. The second observable and largely used effect is the periodic change and attenuations of the ECG amplitude, mostly apparent on the R peaks, due to the physical effect of respiration causing displacement of the ECG electrodes on the chest relative to the heart [104], [230].

3. The other effect is generated by respiratory sinus arrhythmia (RSA) with physiological modulation of the heart rate or RR interval which reduces during inspiration and increased during expiration and mostly lags the respiratory effort with a changing phase [104], [232].

![Figure 3.5. A sample ECG signal and the corresponding respiratory signal as a modulatory signal on the ECG (Figure adapted from (source: /ibt.kit.edu/).](image)
Thus, via ECG signal processing, the respiratory patterns or EDR can be acquired simultaneously with HRV information [233], [234]. It should be noted that the ECG movement artefact and the changing electrode impedance, which affects the ECG amplitude, can have adverse effects on the overnight EDR signal estimation. The distinct advantage of using the ECG system to derive respiratory information over direct measurement of respiration by nasal sensors is its low cost, efficiency, simple recording and ability to monitor continuously with minimal disturbance on sleep and breathing [236]. A number of strategies for acquiring the EDR signal are explained in section 5.1.3 and we have published the novel approaches in [63], [65], [66].

### 3.6. Features

Several features and methods were used in the studies for SDB and arrhythmia diagnosis, such as non-linear statistics, time domain and frequency domain features [110], [148]. Some examples of the features and methods used in the literature for the two applications of this thesis are shown in Table 3.2. As displayed in the table, different QRS detection approaches have been first applied in the

<table>
<thead>
<tr>
<th>Sensors</th>
<th>Features and Methods</th>
<th>Arrhythmias</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECG</td>
<td>RR-based and EDR based features in time and frequency domain by a wide range of classifiers [71], [110], [148]</td>
<td>Position of P wave, QRS complex, R peak, T wave and intervals between them; 97.3% of arrhythmias detected [37]</td>
</tr>
<tr>
<td></td>
<td>PSD, wavelet transform, Bayesian hierarchical model, Hilbert amplitude and frequencies, [148]</td>
<td>Descriptive statistical features and QRS detection by amplitude envelopes, Fourier transform; 92% TPR [176]</td>
</tr>
<tr>
<td></td>
<td>Non-linear statistics, moving average, low-pass filter, U shape pattern detection, cyclical variation in heart rate, R or S amplitude, R duration [148]</td>
<td>Multimodal peak detection, phase wrapping via a simple decision criteria or machine learning technique; TPR of 89% [177]</td>
</tr>
<tr>
<td></td>
<td>RR interval and EDR features by an autoregressive model and KNN, Acc over 85% by SVM [240], [280]</td>
<td>HR based on high quality ECG using adaptive mathematical morphology approach; with 94% of TPR [222]</td>
</tr>
<tr>
<td></td>
<td>RR Interval and EDR features (mean, STD, NN50, PNN50, RMSSD, SDSD, Allan factor, PSD), entropy, by LD and QD over 85% Acc [71], [267]</td>
<td>Threshold crossing intervals (TCIs) [224], autocorrelation function (ACF) [181] and complexity measure [178]</td>
</tr>
<tr>
<td>Oximetry</td>
<td>Mean and min of $\text{Sp}_2\text{o}_2$, number of $\text{Sp}_2\text{o}_2$ less than 92% saturation, square root of the 5% to 95% in sorted $\text{Sp}_2\text{o}_2$, mean or absolute differences in successive $\text{Sp}_2\text{o}_2$, number of time $\text{Sp}_2\text{o}_2$ greater than 2.9% or less, the same for less than 2.9% [23]</td>
<td>Multimodal peak detection algorithm using high quality PPG and combine the outcome of several peak detection methods through a polling scheme to obtain a robust peak detection algorithm for arrhythmia detection [177]</td>
</tr>
<tr>
<td>(for apnoea)</td>
<td>Linear discriminants (LD), Quadratic discriminants (QD) and combination of classifiers, 94% Sen, 93% Sp [23]</td>
<td>HR extracted from good quality PPG using adaptive frequency tracking [222]</td>
</tr>
<tr>
<td>PPG</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
studies of ECG signals as an essential phase prior to feature extraction [148], [176], [177]. Accordingly, HRV or RR-interval based features were extracted and/or a variety of transformations were performed, such as Fourier transform and wavelet transform [148], [176], [177]. The features extracted from ECG signal can be divided into two major groups of time domain and frequency domain features. Some of the time domain features of ECG recordings are RR variability, R or S amplitude and R duration and frequency domain features such as LP/HP ratio and PSD features [148].

As shown in Table 3.2, studies use other signals such as PPG signal for arrhythmia detection and involve application of different classifiers [23], [222], [177]. The developed algorithms of this thesis for arrhythmia detection using PPG signal and ECG signal are described in section 4.1.

3.6.1. Cardiopulmonary coupling (CPC)

Cardiopulmonary coupling (CPC) measures the interrelationship of the respiration and heart rate [69]. As stated in the former chapter, neurological modulation of sino-atrial node during RSA causes variations in the RR-interval series due to respiration [104]. Although the shifts in the QRS morphology caused by respiration have mostly mechanical origins, they result in variations in the phase difference between the two signals (HR and respiration) [104]. Clifford et al. in 2005 highlighted that respiration is directly linked with the strongest coupling frequency, which can be a suitable indicator of activity [273]. CPC captures the combined information of respiration and HR and identifies the variations in activity [104], [273]. Since SDB is associated with cyclic variation in the breathing pattern, which is associated with the most dominant coupling frequency during sleep, it can be simply distinguished by CPC features. Due to the fact that the ECG noise largely corresponds to movements and activity alterations, CPC was reported to be less effected by noise [273]. Different coupling frequencies are linked with each sleep stage and the disturbed sleep pattern is linked with coupling at about 0.1 Hz [69].

Thomas et al. in 2005 utilised Fourier-based methods to analyse the RR interval time series and EDR signal to derive CPC between HR and respiration [274]. First, applying the Fourier transform to the RR interval time series and EDR signals, decompose them into a series of sinusoidal oscillations with particular amplitudes and phases at every frequency [274]. The intensity of the coupling between these two signals, i.e., RR intervals and EDR signals, is associated with two major effects:

1. The signals are coupled in the case that they incorporate reasonably large amplitudes at a given frequency. The cross spectral power can estimate this effect using the product of the powers of the signals at the given frequency.

2. They are coupled if they attain uniform phase difference or synchronous oscillations at a given frequency. This effect can be quantified by measuring the coherence.
Thomas et al. used the product of the coherence and the cross spectral power to include these two effects in the evaluation of the cardiopulmonary coupling [274]. The sequential block diagram of measuring CPC is outlined in Figure 3.6. As shown, the beats or QRS complexes are first detected, then the RR intervals and EDR signals are measured and discrete Fourier transform (DFT) is calculated for both signals, as follows [274],

\[
\hat{R}_n = A_ne^{i\phi_{RR,n}}, \quad \hat{E}_{DR} = B_ne^{i\phi_{EDR,n}}
\]  

(3.1)

where \(R_n\) and \(E_{DR}\) are the DFT of RR interval time series and EDR signal, \(A_n\) and \(B_n\) are the amplitudes and \(\phi_{RR,n}\) and \(\phi_{EDR,n}\) are the phases of the Fourier components of RR interval and EDR signals, respectively. The cross spectrum is calculated as follows,

\[
\Gamma_n(RR,EDR) = R_n \times E_{DR} = A_nB_ne^{i[\phi_{EDR,n} - \phi_{RR,n}]}
\]  

(3.2)

where \(\Gamma_n(RR,EDR)\) represents the cross spectrum of the two signals and \(\times\) is elementwise multiplication. Thus, the amplitude of the cross-spectrum is the product of the corresponding Fourier transforms of each signal at a given frequency and their phase difference provides the phase of the cross-spectrum [274].

The coherence is a statistical measurement of the consistency of phase difference of the two signals at a given frequency of \(f_n\) and is described as the proportion of the squared average cross-spectrum and the product of the average spectral power of each signal, as shown below [274],

\[
\Lambda_n = \frac{E(\Gamma_n(\text{RR,EDR}))^2}{E(R_n^2)E(E_{DR}^2)}
\]

(3.3)

Where \(E(\ )\) indicates averaging over frequencies of the spectrogram or averaging over multiple measurements at a frequency. It should be noted that the cross-spectral powers should be first normalised for coherence calculation; and it is important to compute a statistical average of the cross spectrum from multiple samples or frequencies [274]. If they are used without averaging, the coherence would be equal to 1, as the Fourier analysis considers the data as stationary and thus, the

![Figure 3.6. Sequential block diagram of deriving cardiopulmonary coupling (CPC) measures (Figure reproduced from Figure 3 in [274])](image-url)
phase difference of the corresponding Fourier elements of two signals would be constant [274].

CPC of a single-lead ECG is derived by combining both cross spectral power and coherence as follows [274],

\[
CPC(f_n) = E(\Gamma_n(RR, EDR))^2 \Lambda_n
\]  

(3.4)

Through this combination, two significant elements are considered: first factor is the power at a given frequency \(f_n\) of both HRV and EDR, and the second element is the consistency of these signals in following one another, which is assessed by the coherence [274]. If the EDR signal is noisy, or the HRV response to respiration is enormously decreased due to different reasons, for instance, impaired autonomic function, the cardiopulmonary oscillations of either signal will still be derived by coherent cross power [274]. Thomas et al. assumed that the respiration cycle was sampled by R-wave amplitude variations for EDR signal [274]. According to the Nyquist theorem, the minimum sampling rate should be assumed twice the highest frequency component of the signal; for example, minimum two samples per cycle should present for every desired frequency component [274]. In a case that the sampling rate does not satisfy the above condition, aliasing occurs and the spectral component of the higher frequency would “wrap around” into the lower frequency components [274]. For instance, for a respiratory rate of 12 breaths per minute, the minimum required heart rate is 24 beats per minute [274].

In a study of OSA detection, Redmond and Heneghan in 2006 extracted cardiorespiratory features and measured RR-EDR cross-spectral features from ECG recordings of 37 subjects [264]. They computed VLF (0.01-0.05 Hz), LF (0.05-0.15 Hz) and HF (0.15-0.5 Hz) powers from cross spectrum of the RR-interval and EDR signals [264]. They used a quadratic discriminant classifier to detect sleep stages and the results showed that the method was not successful in distinguishing the sleep stages, thus the focus was given to OSA detection [104], [264]. A recent study by Zheng et al. in 2016 utilised a recursive least squares (RLS) adaptive filter to enhance EDR measurement for CPC analysis [275]. The study evaluated CPC using the nonlinear phase interactions between RR interval series and respiratory signals [275]. They concluded that adaptive filtering enhances the accuracy and robustness of CPC analysis [275]. It should be noted that the approach of Zheng et al. [275] for evaluating CPC is different from the approach of Thomas et al. [274] which included both amplitude and frequency coupling, that is incorporating both coherence and cross spectrum of RR interval and EDR signals [274], [275]. In fact, the study by Zheng et al. investigated CPC as the synchronisation between respiration and respiratory sinus arrhythmia (RSA) which is proportional to only the coherence in the frequency domain [275]. They stated that in order to evaluate their algorithm in sleep medicine, the information of amplitude coupling is required to be incorporated in CPC analysis [275]. In this thesis, the Thomas et al. approach was used including both the coherence and amplitude coupling according to the above equations and the algorithm of Figure 3.6. The combined features using CPC features and the results are demonstrated in section 5.2.3.
3.6.2. Power spectral density (PSD)

A major feature extracted from the ECG and EDR signals is the power spectral density. In general, PSD can be measured using two methods; non-parametric and parametric [110]. Non-parametric methods, which mostly use fast Fourier transform (FFT), have considerable advantages including, simple computation algorithm and the fast processing [110]. On the other hand, parametric methods involve simple post-processing of the spectrum and automatic measurement of low and high frequency power components and simple identification of the central frequency of each component and result in smoother spectral components [110]. Also parametric methods can measure PSD even on a few samples of the signal which maintain stationary [110]. It should be noted that ideally an infinite length of the signal is required in order to estimate PSD. In fact, estimating it on a longer length of the signal results in a higher frequency resolution but lower time resolution, that is, the product of the standard deviation in time and frequency is limited [276]–[278]. The main drawback of parametric methods is that they require evaluation and verification of the selected model parameters including the order and complexity [110]. Thus, a non-parametric method is suitable for faster automatic systems and was utilised in this thesis. The details of the PSD calculation in this thesis are provided in section 5.1.4. PSD features of RR-intervals, EDR signals from the ECG and RIP signals were estimated, with details described in section 5.2.

3.7. Machine learning algorithms

There are a number of machine learning algorithms used in the studies for detection of cardiorespiratory disorders, such as random forest, SVM [279], [280], binary decision tree (BDT) [9], KNN [240], autoregressive model [240], fuzzy logic C-means (FCM) [281]. Generally, the results using biomedical signals such as ECG show that using some of the simpler classifiers reduces the level of complexity and processing time significantly while maintaining acceptable performance [148], [241], [266], [282], [283]. In general, building a prediction model can be conducted using “supervised learning”, i.e. the output variables are available as a training set to help the learning procedure, or conducted as “unsupervised learning”, that is, only some features are present without any output measurements [284]. Least squares, linear regression, k-nearest neighbours, linear discriminant analysis are examples of supervised learning methods [284]. While neural networks are currently a popular approach of machine learning, I have not considered them in this thesis due to their long training time and acceptable performance of the simpler methods used in this thesis which has been reported by other studies.

One of the classifiers utilised in this project was extreme learning machine (ELM) which is a machine learning approach offering flexible, non-linear classification [285], [286]. The results of detecting cardiorespiratory disorders was compared to the classification performance of simpler classifiers such
as linear discriminant (LD) which has demonstrated adequate results in different studies [23], [71], [267], [279]. We will present the automated classifiers developed by the linear discriminant analysis (LDA), the support vector machine (SVM), and the extreme learning machine (ELM) training algorithms for diagnosis of cardiorespiratory disorders in the next chapter. We chose three different types of classifiers to cover a range of classifiers. We used LDA as a linear classifier, SVM as a standard approach and ELM as a flexible non-linear classifier, with the flexibility controlled through the number of hidden units. In the remainder of this chapter the principal theories behind these machine learning techniques are illustrated.

### 3.7.1. Linear discriminant analysis (LDA)

Linear discriminant analysis (LDA) is a simple and fast pattern recognition technique which maps the data into a low-dimensional space and labels the clusters and classifies with linear boundaries through a simple probabilistic decision making [284]. Figure 3.7 shows a sample dataset with three classes separable by linear decision boundaries which were accurately classified using LDA.

Suppose $G(x)$ is our predictor to classify $x$ into one of the $K$ classes ($1, 2, ..., K$) in the input space ($X$); The class posteriors $Pr(G|X)$ for optimal classification using a simple application of Bayes’ theorem, with $f_k(x)$ as class-conditional density of $X$ in class $G = k$, and $\pi_k$ as the prior probability of class $k$, where $\sum_{k=1}^{K} \pi_k = 1$, is formulated as follows [284],

$$Pr(G = k|X = x) = \frac{f_k(x)\pi_k}{\sum_{l=1}^{K} f_l(x)\pi_l} \quad (3.5)$$

Some methods are based on models for class densities, such as linear discriminant analysis using Gaussian densities. Using flexible mixtures of Gaussians enables the nonlinear decision boundaries and nonparametric density estimates for any kind of class densities. It will provide the utmost plasticity [284]. LDA assumes every class density is a multivariate Gaussian with every class sharing
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Figure 3.7. A sample dataset with three classes, simply separated by linear decision boundaries. The plot demonstrates the boundaries discovered using linear discriminant analysis (Figure adapted from Figure 4.2 in [284]).
a common covariance matrix $\Sigma$ [284].

$$f_k(x) = \frac{1}{(2\pi)^{p/2}|\Sigma_k|^{1/2}} e^{-\frac{1}{2}(x - \mu_k)^T \Sigma_k^{-1}(x - \mu_k)}$$  \hspace{1cm} (3.6)

In the case of having two classes, $k$ and $l$, the log-ratio of the class posteriors provides an equation which is linear in $x$, as shown below:

$$\log \frac{\Pr(G=k|X=x)}{\Pr(G=l|X=x)} = \log \frac{f_k(x)}{f_l(x)} + \log \frac{\pi_k}{\pi_l} = \log \frac{\pi_k}{\pi_l} - \frac{1}{2}(x + \mu_k)^T \Sigma^{-1}(\mu_k - \mu_l) + x^T \Sigma^{-1}(\mu_k - \mu_l)$$  \hspace{1cm} (3.7)

This linear log-odds function shows that the decision boundary between classes $k$ and $l$ is linear in $x$, and provides a hyper-plane in $p$ dimensions separating the classes, with $p$ as the dimension of the feature space [284]. The training data is used to estimate the parameters of the Gaussian distributions [284]:

1. $\hat{N}_k = N_k / N$, with $N_k$ is the number of class $k$ observations
2. $\hat{\mu}_k = \sum_{j=k} x_i / N_k$
3. $\hat{\Sigma} = \sum_{k=1}^K \sum_{j=k} (x_i - \hat{\mu}_k)(x_i - \hat{\mu}_k)^T / (N - K)$

The LDA rule results in classifying the data to class 2, in the case that [284]:

$$x^T \hat{\Sigma}^{-1}(\hat{\mu}_2 - \hat{\mu}_1) > \frac{1}{2} \hat{\mu}_2^T \hat{\Sigma}^{-1} \hat{\mu}_2 - \frac{1}{2} \hat{\mu}_1^T \hat{\Sigma}^{-1} \hat{\mu}_1 + \log(N_1 / N) - \log(N_2 / N)$$  \hspace{1cm} (3.8)

Otherwise, the output will be class 1 [284].

### 3.7.2. Support vector machine (SVM)

The SVM is a discriminative method, modelling the boundaries between classes linearly and providing a measurement of similarity using a kernel function [284], [287], [288]. SVM is an increasingly popular method due to many suitable characteristics compared to other classifiers, including, the ability to classify sparse data without over-training and maintain linear decision boundaries via kernel functions [330], [289]. When the two classes are linearly nonseparable and the classes overlap, SVM can still be used. It generates nonlinear boundaries by establishing a linear boundary in a new large and transformed feature space to linearly classify the data with reduced misclassification rate [284], [287], [290].

Given a training set $(x)$ of $k$ observations and their corresponding labels $\{(x_1, y_1), (x_2, y_2), \ldots (x_k, y_k)\}$ where $y_i \in \{-1, 1\}$, a hyper-plane is defined as follows [284], [287], [290],

\[
\{ x : f(x) = x^T \beta + \beta_0 = 0 \},
\]

where $\beta$ is a unit vector, $\|\beta\| = 1$. A classification rule created by $f(x)$ is:

$$G(x) = \text{sign}(x^T \beta + \beta_0).$$  \hspace{1cm} (3.9)
Considering the classes are separable, a function \( f(\mathbf{x}) \) can be found with \( y_i f(\mathbf{x}_i), \forall i \). Thus, a hyperplane can be found which produces the widest margin between the training samples for class 1 and -1, as shown in Figure 3.8. Then, the optimisation problem will be as follows [284], [287],

\[
\max_{\|\beta\| = 1} M
\]

subject to \( y_i (\mathbf{x}_i^T \beta + \beta_0) \geq M, \ i = 1, ..., N. \quad (3.10) \)

As shown in Figure 3.8, the band is \( M \) units away from either side of the hyperplane and thus, \( 2M \) units wide for so-called margin [284], [287]. The problem can be simplified by dropping the norm constraint;

\[
\max_{\beta, \beta_0} \|\beta\| \quad \text{subject to} \ y_i (\mathbf{x}_i^T \beta + \beta_0) \geq 1, \ i = 1, ..., N. \quad (3.11)
\]

In the case that the classes overlap in feature space, to solve the optimisation problem and maximise \( M \), we can allow some error, i.e. some samples on the wrong side of the margin [284], [287] with a slack variable defined as \( \xi = (\xi_1, \xi_2, ..., \xi_N) \), as shown in the right panel of Figure 3.8. The limits of (3.11) will be reformed as below,

\[
\begin{align*}
\left\{ \begin{array}{l}
y_i (\mathbf{x}_i^T \beta + \beta_0) \geq M - \xi_i, \\
y_i (\mathbf{x}_i^T \beta + \beta_0) \geq M(1 - \xi_i),
\end{array} \right. \\
\forall i, \xi_i \geq 0, \sum_{i=1}^{N} \xi_i \leq \text{constant.} \quad (3.12)
\end{align*}
\]

Where \( \xi_i \) determines the amount of error accepted for the prediction of \( f(\mathbf{x}_i) = \mathbf{x}_i^T \beta + \beta_0 \) to be on the wrong side of the margin, as displayed in the right panel of Figure 3.8 [284], [287]. In order to limit the training misclassifications which happen when \( \xi_i > 1 \), the \( \sum \xi_i \) is bounded to a constant [284]. Assuming \( 1/\|\beta\| \), (3.11) can be written as;

\[
\min \|\beta\| \quad \text{subject to} \ \begin{align*}
y_i (\mathbf{x}_i^T \beta + \beta_0) \geq 1 - \xi_i, \\
\xi_i \geq 0, \ \sum \xi_i \leq \text{constant.} \quad (3.13)
\end{align*}
\]

In general, an SVM classifier for nonseparable classes is defined by this equation, with the overlapping case demonstrated in the right panel of Figure 3.8 [284]. The criterion of this equation, (3.13), reveals that the data samples which are placed well within the class boundary are not critical in forming the boundary, but those within the margin around the boundary are important [284]. This is the major factor which distinguishes SVM from LDA classifier where the decision boundary is formed by the covariance of the class distributions and the location of the class centroids [284]. Equation (3.13) can be written in another form,

\[
\min_{\beta, \beta_0} \frac{1}{2} \|\beta\|^2 + C \sum_{i=1}^{N} \xi_i \quad \text{subject to} \ \xi_i \geq 0, \ \ y_i (\mathbf{x}_i^T \beta + \beta_0) \geq 1 - \xi_i \ \forall i, \quad (3.14)
\]

where \( C \) is the cost function, substituting the constant of previous equation, with \( C = \infty \) for separable classes [284]. The Lagrange (primal) function results in [284], [287], [290]:

\[
\begin{align*}
\min \mathcal{F}(\mathbf{a}, \mathbf{b}) = & \frac{1}{2} \mathbf{a}^T \mathbf{Q} \mathbf{a} + \mathbf{b}^T \mathbf{c} \\
& - \mathbf{a}^T \mathbf{y} \\
\text{subject to} \ & \mathbf{a} \geq 0, \end{align*}
\]
\[ L_p = \frac{1}{2} \|\beta\|^2 + C \sum_{i=1}^{N} \xi_i - \sum_{i=1}^{N} \alpha_i [y_i (x_i^T \beta + \beta_0) - (1 - \xi_i)] - \sum_{i=1}^{N} \mu_i \xi_i , \tag{3.15} \]

Minimising it with respect to \(\beta, \beta_0\) and \(\xi_i\) by setting the derivatives to zero leads to;

\[ \beta = \sum_{i=1}^{N} \alpha_i y_i x_i \quad , \quad 0 = \sum_{i=1}^{N} \alpha_i y_i \quad , \quad \alpha_i = C - \mu_i \quad \forall i \quad , \quad \text{and} \quad \alpha_i, \mu_i, \xi_i \geq 0, \forall i. \tag{3.16} \]

By replacing (3.16) into (3.15), a Lagrangian dual objective function will be achieved [284],

\[ L_p = \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j y_i y_j x_i^T x_j \tag{3.17} \]

In this equation \(L_p\) should be maximised subject to \(0 \leq \alpha_i \leq C\) and \(\sum_{i=1}^{N} \alpha_i y_i = 0\). The Karush-Kuhn-Tucker conditions are also included with the (3.16) conditions for \(i = 1, 2, \ldots, N\),

\[ \alpha_i [y_i (x_i^T \beta + \beta_0) - (1 - \xi_i)] = 0, \quad \mu_i \xi_i = 0, \quad \alpha_i [y_i (x_i^T \beta + \beta_0) - (1 - \xi_i)] \geq 0, \tag{3.18} \]

These equations (3.16) - (3.18) result in the solution for primal and dual problem [284]. The solution for \(\beta\) from (3.16) has the following form;

\[ \hat{\beta} = \sum_{i=1}^{N} \hat{\alpha}_i y_i x_i \tag{3.19} \]

with nonzero coefficients \(\hat{\alpha}_i\) for the observations \(i\), satisfying the conditions of (3.18) [284]. These observations are known as support vectors, as \(\hat{\beta}\) is presented using these observations [284], with some support vectors placing on the margin, \(\hat{\xi}_i = 0\), leading (3.16) and (3.18) to \(0 < \hat{\alpha}_i < C\). By using the margin samples with \(0 < \hat{\alpha}_i, \hat{\xi}_i = 0\), the equation will be solved for \(\beta_0\). Given the solutions \(\beta_0\) and \(\hat{\beta}\), the decision function can be reformed, with the cost function, \(C\), as the adjusting parameter:

\[ h(x) = \text{sign}[f(x)] = \text{sign} [x^T \hat{\beta} + \hat{\beta}_0 ] \tag{3.20} \]

The support vector classifier can be extended from finding the linear boundaries and become more flexible by expanding the feature space using basis functions or kernels [284]. For datasets which are
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not linearly separable, applying kernel functions to the original feature space of training set may generate better classification and separation with linear boundaries in the enlarged space, translated to nonlinear boundaries in the original feature space [284]. Thus, SVM can be formed using sums of a kernel function $K(\cdot, \cdot)$ [290]:

$$D(x) = \sum_k \alpha_k y_k K(x, x_k) + b,$$

where the $y_k$ are the ideal outputs, and $b$ is a constant variable which is learnt.

$$\sum_k \alpha_k y_k = 0, \text{ and } \alpha_i > 0.$$  \hspace{1cm} (3.22)

Three examples of widely used kernels in the literature are [290]:

- $d$th-degree polynomial: $K(x, x') = (1 + \langle x, x' \rangle)^d$,
- Radial basis: $K(x, x') = \exp(-\gamma \|x - x'\|^2)$,
- Neural network: $K(x, x') = \tanh(\kappa_1 \langle x, x' \rangle + \kappa_2)$

where $\langle x, x' \rangle$ represents an inner product. To sum up, the support vectors $x_i$ are obtained using the training set through an optimisation process, as described [289], [290]. The outputs ideally should take either 1 or -1, according to the class of the support vector, either class 1 or class 2 [290]. Assuming that the data can be linearly classified, the resulting decision function of an input vector $x$ can be defined as follows,

$$D(x) = w \cdot x + b, \text{ where } w = \sum_k \alpha_k y_k x_k$$  \hspace{1cm} (3.23)

In addition, the weight vector $w$ is a linear combination of training data where most $\alpha_k$ are zero and include only values for the support vectors, $x_k$ [290].

### 3.7.3. Extreme learning machine (ELM)

The extreme learning machine (ELM) is a feed forward neural network with a single hidden layer and randomly initialised input layer weights [285], [286].

Feed forward neural networks are used for their ability to approximate the complex nonlinear mappings directly from the inputs [285], [286]. In fact, they are capable of providing models for complex cases which are not easily classified by traditional parametric methods [285]. Researchers demonstrated that a single-hidden layer feedforward neural network (SLFN) with random input weights and biases for $N$ hidden nodes and any desired nonlinear activation function has the ability to learn $N$ distinct training samples [291]–[293]. In fact, unlike the traditional approach of adjusting the network parameters, it performs the learning algorithm without tuning the input weights and hidden layer biases [285]. The traditional approach of adjusting the network parameters results in a number of issues, such as dependency of the parameters of different layers and slow training procedure [285].
Huang et al. in 2006 introduced ELM as a simple learning algorithm for SLFN that can be easily and quickly performed [285]. The method sets random values for input weights and hidden layer biases when adopting infinite differentiable activation functions for hidden neurons. Then, the network becomes a linear system (in its output) and the output weights can be determined using the pseudo inverse calculation in a single pass learning procedure, which is described in detail below [285], [294]. The tested results of this method on different applications and standard datasets have revealed strong generalisation performance and a fast learning procedure [285].

Figure 3.9 shows the structure of ELM classifier which is identical to a classic one-layer perceptron. ELM classifiers are generally characterised with “fan-out” number defined as the proportion of the number of hidden layer neurons to the input layer neurons [295].

An individual sample of data is assumed to be $\mathbf{x}_s \in \mathbb{R}^{F \times 1}$ with $s$ as the index of series or epochs and $F$ as the number of input features. The forward propagation of the input signals through to the output of the classifier can be defined as [285]:

$$y_{n,s} = \sum_{h=1}^{H} w_{n,h}^{(2)} g \left( \sum_{f=1}^{F} w_{h,f}^{(1)} x_{f,s} \right)$$  \hspace{1cm} (3.24)

where $y_{s} \in \mathbb{R}^{N \times 1}$ is the output vector, $f$ and $F$ correspond to the input features and the number of input features respectively and $h$ and $H$ correspond to hidden layer index and number of hidden neurons respectively. $n$ and $N$ are the output layer index and number of output neurons. $w^{(1)}$ and $w^{(2)}$ are the weights of input layer (input to hidden layer connections) and output layer (hidden to output layer connections), respectively. $g(\cdot)$ is the activation function of hidden layer which is a non-linear function [285].

As described above, $w^{(1)}$ are randomly set. $w^{(2)}$ are computed in a single propagation through to the output as below:
The “fan-out” number which represented above as the number of hidden layer neurons, \( H \), per input neuron, \( F \), should be large enough to project the input to much higher dimension space in order to obtain better classification boundaries [285]. The output neurons are linear and the pseudo-inverse of hidden layer outputs and output targets resulted in output weights for each classifier. We can rewrite equation (2) as a matrix equation in which \( W \in \mathbb{R}^{N \times H} \) is the matrix with output layer weights \( w^{(2)}_{n,h} \) as its elements, and \( A \in \mathbb{R}^{H \times S} \) is the matrix of hidden layer outputs through the entire epochs of the recording, \( S \) [285], [295]. The matrix of outputs \( Y \in \mathbb{R}^{N \times S} \) contains network outputs through the entire epochs of recordings as follows [285], [295]:

\[
Y = WA
\]

By replacing the target values as the desired outputs of the network in equation (4), we can set up an equation for determining the output weights. The target matrix can be defined as \( T \in \mathbb{R}^{N \times S} \) which is the outputs of the training set through the entire epochs of the recordings, substituting this into (4), we obtain:

\[
T = WA
\]

The optimisation procedure is to calculate the matrix \( W \), which can be determined by calculating the Moore-Penrose pseudo-inverse \( A^+ \in \mathbb{R}^{S \times H} \) of \( A \) [296]:

\[
W = TA^+ \quad \text{where} \quad A^+ = A^T (AA^T)^{-1}.
\]

By this method, the sum of square errors between outputs of the network \( Y \) and the target outputs \( T \) is minimised without the need for multiple iterations. The term “extreme” is due to the network’s higher speed in learning, better generalisation and less training error [285]. This classifier was used for OSA detection in this thesis and the results were compared to the other two classifiers (LDA and SVM). In addition, the results of ELM classifier compared to LDA and SVM for OSA detection will be presented in section 5.2.

### 3.8. Performance measures

In diagnostic applications such as cariorespiratory detection, the outputs of the classifiers are the presence and absence of an apnoea episode or arrhythmia event. To measure the performance of the classifier, a count of the success in detecting the abnormal (apnoic or arrhythmic) episodes and normal episodes is required. To do this, three measurements of accuracy, sensitivity and specificity were calculated to validate the system. They resulted from measuring True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN), with the confusion matrix shown in Table 3.3 [16]. There are also two terms in classification known as positive for the occurrence of the
abnormality or the disorder including, the sleep apnoea or arrhythmia and negative for the occurrence of a normal epoch. Both can be classified correctly defined as “true” or incorrectly, defined as “false” [16]. Thus, TP corresponds to the epochs of data which were correctly classified as abnormal epochs matched with the disordered annotation. TN represents the correctly classified epochs which are classified as normal epochs. FP implies those epochs which are misclassified as abnormal or disordered epoch, but they are actually a normal one. FN represents the misclassified epochs as normal epochs, although they are abnormal or disordered ones [16]. The basic measures of classifier performance used are accuracy, sensitivity or true positive rate (TPR) and specificity or true negative rate (TNR). They are defined as:

\[
\text{Sensitivity} = \frac{TP}{TP + FN}, \tag{3.29}
\]

\[
\text{Specificity} = \frac{TN}{FP + TN}, \tag{3.30}
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}. \tag{3.31}
\]

The receiver operating characteristic (ROC) curve, in some cases referred to as relative operating characteristic, plots the probability of true positives versus the probability of false positives or false

<table>
<thead>
<tr>
<th>Actual</th>
<th>Normal</th>
<th>Apnoea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted</td>
<td>Normal</td>
<td>TN</td>
</tr>
<tr>
<td>Apnoea</td>
<td>FP</td>
<td>TP</td>
</tr>
</tbody>
</table>

Table 3.3. A confusion matrix for the performance assessment of a system discriminating between normal and apnoea events. “Actual” refers to the annotation labels provided by the expert and “Predicted” refers to the classification results obtained by the machine learning techniques.

Figure 3.10. A sample ROC plot (the probability of TP (TPR) versus the probability of FP (FPR)). The dotted diagonal line shows no discrimination or the random predictions (AUC=0.5) and the solid line shows a smoothed Gaussian-based curve. (Figure adapted from Figure 1 [300])
The area under the ROC curve provides a measure of diagnostic ability of the classification features, as shown in Figure 3.10 [298]–[300]. The diagonal line indicates the outcome from random predictions which corresponds to an AUC of 0.5 and the degree of concavity determines the performance measure, with an AUC=1 corresponding to a perfect prediction [299].

The performance measures were calculated using leave-one-record-out cross-validation, which used one record as the validation set and the remaining records as the train set in every iteration, as shown in Figure 3.11. The results are shown in section 5.2. It should be noted that although cross-validation is known to present an unbiased estimate of the expected value of prediction error, which is the average performance over the test set, estimation of the variance of the cross-validation is a difficult task, as it generates dependent test errors [301], [302]. Bengio et al. showed that the cross-validation is unable to provide an unbiased estimate of the variance of model performance [302]. Thus, we used leave-one-record-out method to minimise the bias on the average performance but it introduces a bias on the variance of the system performance.
3.9. Summary

In this chapter, the methodology and algorithms used in the literature for automated diagnosis of cardiorespiratory disorders were surveyed. The chapter commenced with outlining the principal modules of an ideal automated arrhythmia detector and sleep disordered breathing recognition system. Also the proposed approaches for reducing the false arrhythmia alarms were surveyed. Then, the major blocks of an automated system for diagnosis of cardiorespiratory disorders and signal processing methods previously used in the published studies were described. First, different ECG preprocessing approaches and noise removal techniques were reviewed. Then, the QRS detection techniques and different algorithms for distinguishing the R peaks and correcting the missed or spurious QRS detections were illustrated in detail. I also listed two major biosignals captured from the ECG recordings: the RR-intervals and the EDR signals. It was followed by an outline of the features utilised for the diagnosis of cardiorespiratory disorders including the CPC features and PSD features. Finally, the algorithms and mathematics behind the machine learning approaches used in this thesis, linear discriminant analysis (LDA), support vector machine (SVM), and extreme learning machine (ELM) were explained. I also described the performance measures that were used to report the results and the performance of the algorithms presented in this research for both applications. In the following chapters, the developed algorithms of this thesis for both applications are illustrated.
Chapter 4

Application 1
4. Application 1: reducing false arrhythmia alarms in the ICU

In the previous chapter, an overview of the background signal processing techniques and the associated algorithms of automating the diagnosis of cardiorespiratory disorders was presented. In this chapter, the multimodal signal processing algorithms developed through this thesis for false arrhythmia alarm reduction are described.

In section 4.1, I commence by describing the database used, and the characteristics of the utilised multimodal recordings in section 4.1.1. This is followed by the ECG signal processing techniques which includes the algorithms developed for baseline wander noise removal, RR-interval or heart rate variability (HRV) calculation and segmentation (see sections 4.1.3 and 4.1.4). Then, the proposed approach for ECG signal quality index evaluation is described (see section 4.1.5). Following this, the pulsatile signal processing (ABP and PPG signals) and the applied methods are explained in section 4.1.6. Then, the alarm detection and multimodal signal processing scheme are outlined, followed by a detailed description of the arrhythmia alarm detection (section 4.1.9) in which the extracted features, combined feature set, the thresholds, alarm detection methods and signal fusion are described in detail. Finally, in section 4.2, the results obtained by the proposed algorithms are demonstrated and, in section 4.3, the results are discussed for every arrhythmia types.

4.1. Methodology of application 1

In the first application of this thesis, we developed a signal processing system for automatic detection of five life threatening arrhythmias. This study developed algorithms to reduce arrhythmia false alarms in the ICU by processing one or more of the multimodal signals: photoplethysmography (PPG), arterial blood pressure (ABP), Lead II and augmented right arm (aVr) ECG. The goal was to detect the five critical arrhythmias comprising asystole (ASY), extreme bradycardia (EBR), extreme tachycardia (ETC), ventricular tachycardia (VTA), and ventricular flutter or fibrillation (VFB). To train and test our system, we have used the signals of the Computing in Cardiology Challenge 2015 Dataset (section 4.1.1). The arrhythmia detections are then used to assess the validity of alarms generated by ICU equipment with the goal of identifying false alarms. The different characteristics of the arrhythmias suggested the application of individual signal processing techniques for each alarm and the combination of the algorithms to enhance false alarm detection. Thus, different features and signal processing techniques were used for each arrhythmia type (section 4.1.9). The ECG signals
were first processed to reduce signal interference, as described in section 4.1.3. Then, a Hilbert-transform based QRS detector algorithm was used to identify the QRS complexes, which were then processed to determine the instantaneous heart rate (section 4.1.4). The pulsatile signals (PPG and ABP) were processed to discover the pulse onset of beats which were then used to measure the heart rate (section 4.1.6). The signal quality index (SQI) of the signals was calculated to verify the integrity of the heart rate information (section 4.1.5). The signal processing algorithms I describe here were the basis of our entry in the PhysioNet/Computing in Cardiology Challenge 2015. An early description of these algorithms was published in Computing in Cardiology Challenge 2015 [60].

The block diagram of the proposed system for false arrhythmia alarm detection is shown in Figure 4.1. A high level description of the system is provided here and more detail is given in the following sections. The top-down order of the signal blocks represents the priority for signal selection in the analysis process.

VTA detection relied solely on features extracted from the ECG signals which were processed without noise removal and using template matching. QRS detection was applied to the ECG signal for the identification of QRS complexes. A reference waveform template was generated from the first QRS and subsequent QRSs were compared to the reference to determine if they were irregular beats. If five or more beats were deemed irregular in the alarm segment then the VTA alarm confirmation was set to true, otherwise it was set to false.

The alarm confirmation procedure of asystole and tachycardia were similar. First, signal interference was removed from the ECG signals. QRS beats were detected from the clean ECG signals and discriminating features were extracted. A segment of the ECG signal containing the alarm was identified and SQI measurements were determined. A similar process was applied to the ABP and PPG signals resulting in SQI and feature values. Finally, for the alarm segment, the features of the ECG signals, the ECG SQI measures, the extracted features and SQI measures of the available pulsatile signals served as inputs to assess the validity of the tachycardia alarms. Processing
techniques for the asystole alarm evaluation were similar except that we did not use the SQI measures of the ECG signals for the asystole alarms.

The process of detecting bradycardia and VFB false alarms were identical. The pulsatile signals were used to diagnose these two arrhythmias. After distinguishing the onset beats of ABP signals, features were measured and the segment of the alarm was identified for criteria assessment and SQI evaluation. The available pulsatile signals, ABP and PPG, were processed similarly, with the exception of the PPG processing which included a quantile segmentation step prior to onset detection. This was followed by feature extraction and identifying the alarm segment and the features in that segment. Finally, the SQI of the alarm segment was measured and the features from available ABP and PPG with their SQI measures were used to confirm the bradycardia or VFB alarm status.

In the following sections, I first describe the database and signal processing methods for interference removal, heartbeat identification, SQI measurement and feature extraction for the ECG, PPG and ABP signals. I then describe the designed hierarchical processing of the ECG and pulsatile signals to determine the final alarm status.

4.1.1. Database

The input dataset was provided by the PhysioNet/Computing in Cardiology Challenge 2015 [33]. The dataset incorporates 1250 arrhythmia alarms which were selected randomly from four hospitals in the USA and Europe. Less than three alarms from the five arrhythmia types were selected from an individual patient and were often more than five minutes apart. The dataset was divided into 750 open-access recordings used as a learning set and 500 recordings for test set which were hidden. Train and test set were comprised of signals recorded from different patients. Five hundred and ninety recordings in the training data included four signals comprising of two ECG signals (ECG leads II and aVr) and two pulsatile signals (the photoplethysmogram (PPG) and arterial blood pressure (ABP)). One hundred and sixty recordings in the training data comprised of three of the four signals listed above (i.e. two ECG and one pulsatile or one ECG and two pulsatile signals). Each patient had a maximum of two recordings of separate alarms in the dataset. The chosen recordings had been annotated by three or more experts and the alarm outcome was determined by agreement of at least two-thirds of the experts. Recordings that did not have a two-thirds agreement were excluded. Each alarm was annotated as “true”, “false”, or “impossible to tell”. The type of the arrhythmia alarm is also provided with the annotations. For example, record a64 has a label of asystole false alarm, as shown in Figure 4.2. Each record includes an alarm at the fifth minute from the start of the record and the corresponding arrhythmia event happens within ten seconds of the alarm (i.e., between 4:50 and 5:00 minutes). If further arrhythmias occurred before the fifth minute of a record, they were not annotated. The repeated alarms and information from alarms prior to the annotated one are not used to reduce the probability of transferring errors from one alarm to the next one. Resampling was applied
to the four sensor signals at the rate of 250 Hz, 16 bit. Band-pass filtering in the range of 0.05 to 40 Hz was implemented with an FIR filter. Also, common notch filters were utilised for noise removal of powerline noise. Pacemaker and other noise artefacts still existed in the ECG signals. In some cases, movement artefacts, failure in sensor connection, line flush, coagulation and other interferences also influenced the pulsatile signals.

### 4.1.2. ECG signals

In order to diagnose the high risk arrhythmias, the ECG signals are functional and informative. The recordings in the challenge dataset are comprised of lead II and/or lead aVr. The block diagram of the proposed system for the first application of this thesis to detect false arrhythmia alarms in the ICU using ECG signal processing is shown in Figure 4.1. The ECG signals are mostly corrupted by movement artefact, pacemaker, and fibrillator signals. A first step was to detect and remove these artefacts. A filter, as described below, was applied to the raw ECG signals to remove the unwanted interference. The filtered signals were then processed to find the QRS complexes. After calculation of RR-intervals from the QRS detection points and applying the above signal processing steps, there were still QRS complexes in some recordings that were not detected successfully. To attempt to recover these missed signal beats, we detected heart beats in the other sensor channels and then used the beat detections across all channels to obtain an enhanced recognition. The final step was feature extraction for arrhythmia detection (see section 4.1.9).

### 4.1.3. Baseline wander noise removal

Interference removal was performed by applying filters for noise reduction. The ECG signals of the database were distorted by baseline wander noise which originated from movement, respiration and perspiration affecting the electrode impedance [245]. Baseline wander noise affects the low frequency component of the ECG signals [246] and can influence the clinical interpretation of ECG signal. A first step in signal processing algorithm is to detect and remove these artefacts. The filtering process, described below, was applied to the raw ECG signals to remove the unwanted interference. In this study, baseline wander noise was removed by two median filters [71]. The first median filter with 200-ms width is applied to remove the QRS complexes and P waves. Then, the resulting PQRS-free signal is used to apply the second median filter. The width of the second median filter was 600-ms to eliminate T waves. Thus, the output of the second median filter did not include the information from the ECG waves and contained only the baseline wander. By subtracting the output of the second median filter from the raw input ECG signals, the resulting signal contained the P-QRS-T complexes minus baseline wander. This method was applied to leads II and aVr of each ECG recordings. Reliable identification of QRS complexes is difficult due to the changing nature of their morphology and the influence of unwanted interference on the ECG signal [303]. By removing the unwanted
interference from the ECG signals, we can improve the likelihood of successful arrhythmia detection. The other important factor is the changing morphology of the QRS complexes which were taken into account in the utilised QRS detection algorithm explained in the following section.

4.1.4. RR interval and signal segment selection

The first step toward feature extraction for arrhythmia recognition by ECG signal is QRS detection. There are various QRS detection algorithms but selecting a reliable method is highly significant for false arrhythmia alarm recognition. In this work, the QRS complexes were identified by a Hilbert transform based algorithm, which was described in section 3.4 [263]. Finally, the QRS detections were used for feature extraction. The RR-intervals were determined by calculating the time difference between two adjacent QRS detections. Then, the information closer to the alarm is utilised for false alarm identification. Thus, the segment comprising the alarm is selected for arrhythmia recognition. In this study, the alarm segment begins 16 seconds prior to the alarm and ends at the alarm point which occurs during the fifth minute of the signal.

4.1.5. ECG signal quality index (SQI)

Visual observation of QRS detection points and corresponding RR intervals revealed that some of the heart beats were missed or falsely detected. Missing value intervals and noisy alarm segments can produce issues during signal processing and suspect QRS detection beats. Also, ECG artefact was reported as a reason for false arrhythmia alarms [175]. Therefore, before further processing, the quality of the ECG signal was assessed.

In order to assess the quality of the ECG signal, the signal quality index (SQI) was exploited to determine if it possessed reliable information for false alarm detection. The signal evaluation index has been widely studied [304], [305]. Four tests were applied to determine the ECG SQI and if the alarm segment satisfied the tests, it was allowed to proceed for further processing. The first test determined if the segment was empty. No heart beat in the segment indicated a failure of the heart beat identification algorithms and was indicative of the presence of significant signal interference. In the second test, the number of the detected QRS detection complexes or the available beats of each ECG signal was measured in the segment. This test allowed recognition of the signals with a high proportion of missing heart beats and the inspection of the proportion of motion artefact, failure in sensor attachment and other noises in the segment. The minimum number of beats was set to ten beats. If an ECG signal segment contained less than this minimum, it was not considered further in arrhythmia detection. The third test was the maximum RR-interval or minimum heart rate. This test examines the physiological reliability of the heart rate and indicates the noisy alarm segments and missed QRS complexes. The maximum measure of the third test was set to six seconds. If all RR-
interval in a segment were less than six seconds, the test was passed. The fourth ECG SQI test was the standard deviation of the ECG in the segment containing the alarm. This test helps identify the segments with a high percentage of noise and artefact. The optimum standard deviation was adopted as 0.05 over the whole segment. We set these tests to address most of the observed corruptions on the ECG signals comprising the level of noise and the percentage of missed or spurious QRS detections in the segment. The output of the ECG SQI algorithm determines whether the ECG signal is satisfactory for next processing.

It should also be noted that for some arrhythmias, some of the SQI steps were skipped. Studies revealed that SQI evaluation diminished the diagnosis accuracy of particular categories of the arrhythmias due to their noisy manifestation [306]. Since the behaviour of specific classes of arrhythmias such as VTA is homogenous to noise structure, application of our ECG SQI tests reduced the performance of our developed algorithms for detection of arrhythmias and was removed from the false alarm detection of those types of arrhythmias.

It should be noted that we adopted these methods from the studies in order to provide simple tests for quality evaluation of the challenge database. Further work is required to optimise the methods and extend the tests for this application. Further details will be described in section 4.1.9.

4.1.6. Pulsatile signals

It is reported that implementation of pulsatile signals which contain cardiac cycles improves the diagnosis of false arrhythmia alarms when combined with cardiac cycle information from ECG signals [175]. In the PhysioNet/CinC Challenge 2015 dataset, one or both arterial blood pressure (ABP) and photoplethysmogram (PPG) signals were available and we utilised them to reduce the false alarm rate. The signal processing algorithms of the sample submission provided by the PhysioNet/CinC Challenge 2015 were utilised for determining the beat onset points from the pulsatile signals and arrhythmia identification in this study. We provide a short description of these algorithms in the following sections.

Arterial blood pressure (ABP) was another signal used to verify the false arrhythmia alarms. As it is recorded separately to the ECG leads, it rarely contains identical interference to the ECG signal [175]. Also, ABP is regarded as the pressure signal with the least noise and artefact [51]. There were three PhysioNet open-source algorithms used to process the ABP. In order to find the onset of the ABP pulses, the ‘wabp’ algorithm, which is an open-source ABP beat detector available on the PhysioNet, was executed on ABP signal [307]. The Length transform is used in this technique [308] and noise removal and feature enhancement was applied through the algorithm. The performance of this algorithm was examined in different studies and showed an acceptable performance level and hence we adopted it in this study [25], [212], [309], [310]. Following this, ABP features were calculated
with the ‘abpfeature’ algorithm. The features include systolic pressure, diastolic pressure, systolic area, and mean pressure on the onset beats of the ABP pulses. Next, ABP quality index (SQI) was estimated by the ‘jSQI’ algorithm at each ABP detected beats [311]. The ABP SQI algorithm explores if the features are physiologically plausible. The features that were not clinically reliable were eliminated. Lastly, the time between the pulse onsets in the ABP signal was measured to generate pulse intervals of ABP signal to be used for further signal processing.

The other pulsatile signal used for false alarm detection was the photoplethysmogram (PPG) which was available in many of the recordings in the learning set of PhysioNet/CinC Challenge 2015. The open-source PhysioNet algorithms were used to process the PPG signal. Firstly, the signal was divided into three partitions by the open-source ‘quantile’ algorithm. The three quantiles used were 5%, 50% and 95%. Next, the subtraction of third quantile and first quantile was measured and used to detect pulse onsets. The onset beats of the PPG waveform was verified with ‘wabp’ algorithm [307]. Then, the pulse intervals were measured by the difference of the adjacent onset beats and used to calculate the heart rate. Finally, the PPG signal quality was evaluated with ‘ppgSQI’ algorithm through a beat template correlation technique.

4.1.7. Alarm detection

The segment containing the alarm from the available signals of each recording was selected from the 16 seconds prior to the alarm ending. The heart rates and intervals corresponding to the alarm segment were used for further signal processing. This thesis aimed to recognise the false arrhythmia alarms in real-time and avoid using the data following the alarm occurrence. Our proposed algorithm can also be implemented in a retrospective manner which uses the information after the occurrence of the alarm. In the PhysioNet/CinC Challenge 2015 dataset, the alarms were set to appear at five minutes after the beginning of the signal. To guarantee alarm inclusion in the segment, the segment started 16 seconds before the alarm time. Next, the beats in the alarm segment were identified for the available signals of each recording and the corresponding RR-intervals, pulse intervals and heart beats were chosen. Finally, the features were calculated from the heart rates, RR-intervals or pulse intervals of the pulsatile waveforms. It should be noted that signal processing for each arrhythmia alarm condition was separately executed with different models and features [306].

4.1.8. Multimodal signal processing

As it has been indicated in chapter 3, interference in the ECG signal can be a source of the false arrhythmia alarms. Using other leads of the ECG signal simultaneously with other signals to combine the information can improve the diagnosis [175]. Thus, exploiting information from multimodal signals enhances the arrhythmia detection.
In this thesis, the Hilbert QRS detector identified the QRS complexes with a decent accuracy [265], [268]. So the QRS detections of the ECG signals were reliable measures with which to proceed with signal processing and advance to the detection of pulse onsets of pulsatile signals provided by ‘wabp’ algorithm.

Considering the available signals in the majority of the training set and the quality of the available signals of the challenge dataset, the signals were prioritised from ECG signals to the pulsatile signals for feature extraction. However, unwanted interference can corrupt the signal properties which are significant measures for arrhythmia detection. As previously mentioned, the noisy signals are known as a major source of false arrhythmia alarms [175]. Thus, the SQI of the signals were evaluated to identify noisy signals. If the signal passed the SQI tests, then features of the signal were extracted. The signal SQI measures were processed in the following order of ECG II, ECG aVr, ABP and PPG. The SQI of the ECG signals was evaluated as explained in section 4.1.5. For every alarm with the exception of bradycardia and VFB, the result was decided based on the highest priority signal with the best quality of those considered and the alarm suppression or trigger was determined by that signal. For bradycardia and VFB, every considered signal satisfying the quality criteria were used in the decision-making process. The algorithm has been shown in the block diagram of the system in Figure 4.1.

Combining the features and information of multimodal signals and evaluating the signal quality addressed the intervals with missing values or noise such as failure in sensor attachment and motion artefact, as observed in the challenge training set. This approach with multimodal signals benefits false arrhythmia alarm assessment in dealing with signals recorded in a real environment. We analysed each arrhythmia through a different approach which are explained in the following section.

### 4.1.9. Arrhythmia alarm detection

For this application, different signal processing approaches were applied for individual arrhythmia types, commencing with asystole alarm detection. Asystole (ASY) was defined as an absence of a heart beat for at least four seconds [33]. Thus, the minimum threshold for asystole detection was set to four seconds with a tolerance of 0.5 second. Two sample ECG II signals with asystole alarm labels (true and false) from the challenge dataset are shown in Figure 4.2. The priorities of signals used for asystole detection were defined as ECG II, followed by ECG aVr followed by the available pulsatile signals. The criteria for using the ECG signals encompassed successful beat detection, a maximum RR-interval of less than the defined threshold for signal quality and a standard deviation (SD) within the defined threshold. This was less restrictive for use of the lower priority pulsatile signals where an availability of detected beats was sufficient. As is shown in the block diagram of the system in Figure 4.1, the ECG SQI measures were not used in asystole detection. This algorithm design decision was made as we found that implementing SQI measures tended to knock out heart beats, which increased
the likelihood of false asystole alarm detections. The first signal to satisfy the aforementioned selection criteria was then used to determine the alarm result. The feature used for asystole was the maximum RR-interval of the segment which, if above the specified threshold and tolerance, triggered an alarm or otherwise, suppressed it. An alarm on the selected sensor resulted in the final decision being set to true alarm.

Extreme bradycardia (EBR) was defined as five continuous beat intervals greater than 1.5 seconds [33]. We detected extreme bradycardia by processing the estimated minimum heart beats and identifying five or more consecutive beats with intervals exceeding 1.5 seconds. Two sample ECG II signals with extreme bradycardia alarm labels (true and false) from the challenge dataset are shown in Figure 4.2. The pulsatile signals were exploited for EBR alarm recognition and the minimum heart rate of the available ABP and PPG signals were measured. Five or more consecutive beats with intervals exceeding 1.5 seconds were identified as the features called “Low HR”. Firstly, the SQI of the pulsatile signal was assessed. The SQI threshold for pulsatile signals set to 0.9. If the SQI of the signal satisfied the threshold, then the alarm segment was checked if it contained beats meeting the above criteria. If the feature was over the threshold with the tolerance for either pulsatile signals of ABP or PPG, the alarm was set to true. Otherwise, the alarm was assigned to false.

Extreme tachycardia (ETC) was defined as a heart rate elevation of more than 140 beats per minute for 17 consecutive beats [33]. Two sample ECG II signals with extreme tachycardia alarm labels (true and false) from the challenge dataset are shown in Figure 4.3. The algorithm begins with processing the ECG II signal, followed by ECG aVr and the pulsatile signals, in the same order as that for asystole detection. The last feature of the ECG SQI which was the standard deviation of the segment was omitted in the SQI evaluation for tachycardia alarm detection. Instead, a minimum number of beats defined for tachycardia served as an additional criterion for signal selection. This threshold was set to 11, which was chosen based on an iterative process, varying the threshold and adjusting according to the tachycardia detection performance on the training set. If ECG SQI reported a high

Figure 4.2. Sample ECG II signals from the Computing in Cardiology challenge dataset. Records with arrhythmia alarms labels of (a) true asystole alarm label and predicted as true alarm by our algorithm, (b) false asystole alarm label and predicted as false alarm, (c) true bradycardia alarm label, predicted as true alarm, (d) false bradycardia label and predicted as false alarm.
quality signal and there was a sufficient number of beats detected in the segment, the signal was utilized for the next phase of tachycardia detection. Tachycardia minimum threshold was set to 110 bpm with a tolerance of 10 bpm. For the ABP signal, the SQI was compared to the threshold of 0.9 and the number of identified beats in the alarm segment was compared to the minimum acceptable beats for tachycardia detection. The heart rates from the selected signal were then able to trigger an alarm in two ways; the first was if the number of beats exceeded 30 for the acquired segment or secondly, if the number of beats above the tachycardia threshold and tolerance exceeded the minimum acceptable beats. If neither of these criteria were fulfilled, the alarm was suppressed.

Ventricular tachycardia (VTA) was defined as five or more ventricular beats with heart rate higher than 100 beats per minute [33]. Two sample ECG II signals with ventricular tachycardia alarm labels (true and false) from the challenge dataset are shown in Figure 4.3. Diagnosis of VTA was obtained by a template subtraction process using the raw ECG signals only. We did not use the pulsatile signals for VTA. Also, by removing the ECG SQI measures used in the other alarms from the process, the performance of false alarm detection was enhanced as VTA signals generally had poor SQI.

The first QRS complex in the series was taken as the reference template against which the subsequent waveforms were compared. A beat-to-beat sliding window was applied to the alarm segment to detect each QRS complex. The standard deviation (SD) and mean value of each QRS waveform were subsequently calculated and compared with the peak of the waveform. The complexes with peaks that did not lie within one SD of the mean were chosen for evaluation. Then, the mean value of each
complex as well as the mean of the template waveform was removed. The waveforms with a SD that did not lie within 0.6 of the overall SD of the segment were labelled as ‘irregular’ waveforms. This feature was labelled the “filter vector”. If there were four or more irregular waveforms in the alarm segment, that is, the minimum threshold of 5 beats for VTA with a tolerance of 1 beat, the VTA alarm was set to true. Otherwise, it was labelled as a false alarm.

Ventricular flutter or fibrillation (VFB) was assumed to be fibrillatory, flutter, or oscillatory waveform for at least four seconds [33]. Two sample ECG II signals with ventricular flutter or fibrillation alarm labels (true and false) from the challenge dataset are shown in Figure 4.3. It is recognised as a difficult condition to detect using ECG signal [179], [180]. The comparisons of the studies in the literature showed the importance of threshold tuning and choosing the appropriate criteria [178]–[181], [224]. To detect VFB in this study, the ABP SQI was evaluated and compared to the threshold of 0.9. If SQI was above threshold, then the maximum heart rate in the alarm segment was compared to the VF threshold. The VFB threshold was set to 250 bpm with a tolerance of 10 bpm. If the maximum heart rate of alarm segment was greater than the VFB threshold with the tolerance, the VFB alarm was set to true. A similar algorithm was repeated for PPG signal. Either of the pulsatile signals satisfying the criteria resulted in an alarm being triggered.

As a final comment, we describe one signal processing step we tried and abandoned as it did not result in improvement in the scores for either the training or test set. The signal processing step attempted to boost the heart rate identification by multimodal signal integration. The algorithm examined the detected beats of the ECG signals. In case of low quality ECG signals or missing beats, it switched to pulsatile signals. In order to match the R peaks of the ECG with the pulse onsets of pulsatile signals, the delay between R peaks of ECG signals and pulse onset of pulsatile signals was measured. We adapted a fusion method proposed in the PhysioNet/Computing in Cardiology Challenge 2014 by Johnston et al. [149]. The peaks of the available ECG signals and pulsatile signals in the alarm segment were checked. In the case that more than 90% of the R peaks were followed by the pulse onsets of the pulsatile signal, the delays between the peaks were measured. The average of the delays in the alarm segment was set to the delay for the whole segment containing the alarm. A default delay value of 200 ms was used for the segments which did not satisfy the criteria. Then, the R peaks and the corresponding pulse onset beats of the pulsatile signal were compared in a one second window through the whole alarm segment. The percentage of the R peaks matching the pulsatile onset beats in an interval of the corresponding delay between them was calculated. If the matching rate was above 90% then the signal quality was deemed acceptable. As our algorithm was not successful, further work is needed to improve the integration technique. Finding an optimum matching rate and adjusting the delay for the available signals can enhance the performance of the algorithm.
4.2. Results of application 1

The results of the algorithms developed for this application are demonstrated in this section. We commence by displaying the outcome of the artefact removal of the ECG recordings as well as the outcome of applying the Hilbert QRS detection algorithm. Then, the performance results of training set and test set from our final entry submission to the challenge are demonstrated. The performance measures reported for the training set include true positive (TP), false positive (FP), true negative (TN), false negative (FN), true positive rate (TPR), true negative rate (TNR) and score. The scoring was presented by the challenge organisers to calculate the percentage of alarms detected correctly. It weights the suppression of the true alarms five times higher than the acceptance of the false alarms. The score is measured as follows,

\[
\text{score} = \frac{(TP + TN)}{[TP + TN + FP + (5 \times FN)]}
\]

The performance measures of the hidden test set reported by the evaluation team of the challenge included three measures of TPR, TNR and score.

<table>
<thead>
<tr>
<th></th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>TN</th>
<th>TPR (%)</th>
<th>TNR (%)</th>
<th>Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asystole:</td>
<td>0.164</td>
<td>0.057</td>
<td>0.016</td>
<td>0.762</td>
<td>91.11</td>
<td>93.04</td>
<td>87.11</td>
</tr>
<tr>
<td>Bradycardia:</td>
<td>0.517</td>
<td>0.247</td>
<td>0</td>
<td>0.236</td>
<td>100</td>
<td>48.86</td>
<td>75.3</td>
</tr>
<tr>
<td>Tachycardia:</td>
<td>0.936</td>
<td>0.043</td>
<td>0</td>
<td>0.021</td>
<td>100</td>
<td>32.81</td>
<td>95.7</td>
</tr>
<tr>
<td>VFB:</td>
<td>0.103</td>
<td>0.19</td>
<td>0</td>
<td>0.707</td>
<td>100</td>
<td>78.82</td>
<td>81.0</td>
</tr>
<tr>
<td>VTA:</td>
<td>0.246</td>
<td>0.361</td>
<td>0.015</td>
<td>0.378</td>
<td>94.25</td>
<td>51.15</td>
<td>58.87</td>
</tr>
<tr>
<td>Average:</td>
<td>0.393</td>
<td>0.18</td>
<td>0.006</td>
<td>0.421</td>
<td>98.50</td>
<td>70.05</td>
<td>79.49</td>
</tr>
<tr>
<td>Gross:</td>
<td>0.383</td>
<td>0.225</td>
<td>0.009</td>
<td>0.383</td>
<td>97.70</td>
<td>62.99</td>
<td>73.94</td>
</tr>
</tbody>
</table>

Figure 4.4. Sample result of applying interference removal to ECG signal (a64) and noise removal. (a) Raw ECG lead II with asystole as a false alarm. (b) The result of applying interference removal on the input ECG. Red stars are the R peaks detected by Hilbert QRS algorithm.
Next, the list of the extracted features from our algorithm incorporated in every arrhythmia alarm detection are demonstrated to identify which features were responsible in making the individual alarm detections. The final set of results reported in this section provides the proportion of each arrhythmia alarm detected by each signal of training data.

The first step was to detect and filter the artefacts from the raw ECG signals. The filtered signals were then processed to find the QRS complexes. The result of applying the interference removal algorithm on an ECG signal of the challenge training set is shown in Figure 4.4. The baseline wander noise is easily seen in Figure 4.4(a) of the raw ECG recording. The resulting signal after this interference removal is shown in Figure 4.4(b) which reveals that interference including the baseline wander was appropriately eliminated. By removing the unwanted interference from the ECG signals, we improved the likelihood of successful arrhythmia detection. Subsequent to interference removal and denoising the ECG signals, QRS detection was applied to the signals, the result of which is shown in Figure 4.4(b). It can be visually observed that the QRS detection algorithm is working well with a suitable outcome. It is important to note that a number of signals in the training set contained different artefacts as well as missing data. The missing data can distort the outcome of different QRS detection algorithms. An example of the outcome of the algorithms of this thesis on a noisy ECG signal with missed values from the training set is displayed in Figure 4.5. It shows that the QRS detection algorithm can identify the QRS complexes of a noisy signal with missed values. The outcome of the artefact removal and QRS detection algorithm was then utilised for arrhythmia alarm detection.

The results of train and test set are shown in Table 4.1 and Table 4.2 respectively. The results of the test set were reported by the challenge webpage [312] after applying our submitted entry to the hidden

<table>
<thead>
<tr>
<th></th>
<th>TPR</th>
<th>TNR</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asystole</td>
<td>78%</td>
<td>93%</td>
<td>82.46%</td>
</tr>
<tr>
<td>Bradycardia</td>
<td>100%</td>
<td>52%</td>
<td>71.13%</td>
</tr>
<tr>
<td>Tachycardia</td>
<td>100%</td>
<td>80%</td>
<td>99.10%</td>
</tr>
<tr>
<td>VFB</td>
<td>100%</td>
<td>59%</td>
<td>65.52%</td>
</tr>
<tr>
<td>VTA</td>
<td>91%</td>
<td>55%</td>
<td>58.07%</td>
</tr>
<tr>
<td>Real-time</td>
<td>95%</td>
<td>65%</td>
<td>69.92%</td>
</tr>
<tr>
<td>Retrospective</td>
<td>98%</td>
<td>66%</td>
<td>74.03%</td>
</tr>
</tbody>
</table>
test set. We submitted six entries to the challenge with the results of our final submission shown in Table 4.1 and Table 4.2.

The highest scores of both training and test set obtained in tachycardia detection by our algorithm and were 96% for train and 99% for test set. It resulted in 100% TPR and 80% TNR for the hidden test set. It was followed by asystole which obtained a score of 87% for train set and a score of 82% for test set. For asystole, we obtained 78% of TPR and 93% of TNR. It can also be seen that our algorithm achieved 100% of TPR for three arrhythmias including bradycardia, tachycardia and VFB. The average score of train set was 79%. While for the test set, the real-time score achieved 69.9% and retrospective score reached 74% and placed among the top ten scores of the PhysioNet/Computing in Cardiology Challenge 2015. Our algorithm obtained 95% TPR for real-time and 98% TPR for retrospective schemes. It can also be observed that the performance results of our algorithm for train and test set are almost comparable, except for VFB detection which perhaps is due to the low number of the records with VFB alarms in the train set (less than 10 of the 750 recordings).

Table 4.3 shows a list of the features that contributed to individual arrhythmia alarm detection. It demonstrates which features were responsible in making the decision for individual arrhythmia alarm identification. The last feature of the table, ‘Number over threshold’, refers to the number of beats above the tachycardia threshold and tolerance which exceeded the minimum acceptable beats. The results of arrhythmia detection and their used features of Table 4.3 suggest that the drawback of the

<table>
<thead>
<tr>
<th>Features</th>
<th>Asystole</th>
<th>Bradycardia</th>
<th>Tachycardia</th>
<th>VFB</th>
<th>VTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of ECGII beats</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Max RR of ECGII</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECGII SD</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of ECG aVr beats</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Max RR of ECG aVr</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECGaVr SD</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of ABP beats</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max pulse intervals of ABP</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABP SQI</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Low HR of ABP</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max HR of ABP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of PPG beats</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max of RR PPG</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPG SQI</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low HR of PPG</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max HR of PPG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length of filter vector</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Number over threshold</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

* The features were measured over the alarm segment and the detected beats and peaks in the segment.
proposed algorithm is the variety of features used. We obtained our best result with extreme tachycardia alarm detection which the results of this exploration at Table 4.3 showed to have the largest variety of features.

The contribution of each type of training data signal to arrhythmia alarm detection is shown in Table 4.4, which was identified after implementing and running the algorithm with the training set. It can be seen that multimodal signals benefit the arrhythmia recognition differently with various usage distributions. For instance, the table demonstrates that 75.4% of the asystole alarms were detected by ECG II signals and 13.9% of the asystole alarms were detected by PPG signals. Only 5.7% of the asystole alarms cannot be suppressed using any of the four input signals. Since we had a hierarchical or priority-based approach to selecting the signals to use (i.e., ECG was used firstly, then ABP followed by PPG), we did not necessarily use all of the signals to make the final decision. The results from investigating the usage of the signals supported the assumption of giving the highest priority to ECG signals for asystole detection. It revealed that only 5.7% of the asystole alarms were not suppressed, meaning that none of the four input signals can identify them. While 76.4% of the bradycardia alarms were not suppressed by input signals and none of the pulsatile signals which were used for bradycardia detection in the algorithm can diagnose it. Also, the ECG II distribution denotes that for only 11.4% of VTA recordings, QRS detection did not successfully identified the beats. We found that varying the threshold setting significantly affected false alarm detection. The results are further discussed in the following section.

4.3. Discussion

The final results obtained by our algorithm on the hidden test set was reported by the evaluation team of the PhysioNet/Computing in Cardiology Challenge 2015 and contained the three measures of TPR, TNR and score (see section 4.2). Our result placed us among the top ten scores of the challenge. Our proposed system achieved the highest score in detecting tachycardia false alarms. Our best performing algorithm used multimodal signals, combined the information from ECG and pulsatile signals, extracted and evaluated a number of features of the signals for alarm identification. The results and the performance of the developed algorithms of this application are discussed in this section. Our
system detected false alarms in the following order: asystole, extreme bradycardia, extreme tachycardia, VTA and VFB.

4.3.1. Asystole
We first analysed the recordings that included the asystole alarms. For asystole detection, the ECG signals were investigated first and then the algorithm progressed to the pulsatile signals for processing (see Figure 4.1). The first signal to satisfy the selection criteria was used to determine the alarm result. The ECG SQI measures were not used in asystole detection, as the tests tended to knock out heart beats, which increased the likelihood of false asystole alarm detections. The results of the signal usage for the decision criteria (see Table 4.4) show that the asystole alarms were mainly detected by the ECG II signal (75.4% of the alarms for train set). It is also shown that by processing the four available signals for the asystole detection, 94.3% of the asystole alarms of the train set were suppressed (see Table 4.4). Thus, the distribution of the signal usage in Table 4.4 confirms the order of the selection criteria of our proposed algorithms (explained in section 4.1.9 and shown in Figure 4.1).

4.3.2. Extreme bradycardia
The ECG signals containing the bradycardia alarms were mostly noisy with a high rate of missed values (due to sensor disconnection and other artefacts). Thus, the QRS detection algorithm was unable to perform successfully on the bradycardia signals and distorted the corresponding features and worsened the alarm detection. Therefore, we removed the ECG signals from the signal processing implementation of bradycardia detection. The algorithm analysed the bradycardia records by processing the pulsatile signals (first ABP, followed by PPG signals).

4.3.3. Extreme tachycardia
Thirdly, the algorithm investigated the records containing the extreme tachycardia alarms. The algorithm followed the same order for using the signals as for asystole detection; it began with processing the ECG II signal, followed by ECG aVr and the pulsatile signals. For the ECG signal processing, both noise reduction and the signal quality index (SQI) evaluation were applied which improved the performance of the tachycardia detection. In addition, we refined the SQI tests for tachycardia records (see section 4.1.9). We removed the standard deviation test from the SQI evaluation and included another criterion for signal selection (a minimum number of beats defined for tachycardia). We chose the threshold for the selection criteria of the SQI evaluation of tachycardia signals based on an iterative process and adjusting the thresholds according to the tachycardia detection performance on the training set. This process further enhanced this alarm detection on the test set. Also, the algorithm processed the largest variety of features for tachycardia alarm detection.
compared to the variety of features used for other alarms (see Table 4.3). Our proposed system achieved the highest score in detecting tachycardia false alarms on the test set with a score of 99.10%, a TPR of 100% and a TNR of 80%.

### 4.3.4. Ventricular tachycardia (VTA)

The VTA detection was carried out based on the features extracted from the raw ECG signals (ECG lead II, followed by ECG aVr), which were processed using template matching based on correct heart beat detection. The VTA signals exhibited behaviour similar to the noise, which our noise removal algorithms were designed to remove. Accordingly, we did not apply interference removal to the ECG signal for the VTA arrhythmia alarm detection. Also, by removing the ECG SQI measures used in the other alarms from the process, the performance of the false alarm detection was enhanced as VTA signals generally had poor SQI.

### 4.3.5. Ventricular flutter or fibrillation (VFB)

Finally, the VFB records were analysed for alarm detection using the pulsatile signals (ABP followed by the PPG signal). Similar to the bradycardia records, the QRS detection algorithm was unable to perform successfully on the ECG signals of the VFB records due to the noisy records, which distorted the QRS detections and the corresponding features. Thus, we removed the ECG signals from the processing algorithm and the extracted features from the pulsatile signals were evaluated for the alarm detection.

### 4.3.6. Overall system

The results (see Table 4.3) suggest that the drawback of the proposed algorithm for VFB and VTA is the low variety of features used, as opposed to the larger variety of features that was processed for extreme tachycardia alarm detection. As explained above, the noisy behaviour of these alarms on the ECG signals distorted the QRS detections and using the features extracted from the corrupted QRS detections reduced the performance. Thus, we removed the corresponding features from the processing. The use of more specialised noise removal, SQI evaluation and QRS detection algorithms could possibly help revising the QRS detection results and retrieving the ECG information for better feature extraction and thus enhancing the alarm detection. We note that the VTA alarm was reported as the most difficult alarm for detection among the entries at the CinC Challenge 2015 [33].

We also found that varying the threshold setting of the SQI measures and tests for ECG signals and pulsatile signals significantly affected false alarm detection and further enhanced the tachycardia
alarm detection on the test set. We anticipate that model optimisation and further threshold tuning adapted to every arrhythmia alarm can enhance the scores.

We have obtained comparable results for arrhythmia alarm detection reported in the literature. A study by Clifford et al. in 2006 analysed the ABP and ECG signals to detect five life-threatening arrhythmia alarms (asystole, extreme bradycardia, extreme tachycardia, VTA and VFB) in the ICU [51]. They detected 25% false alarms from 89 arrhythmia alarms and reported low results for VTA and VFB false alarm detection. Their proposed method recognised a single VTA false alarm (6.25% false alarm rate) and no VFB/VTA false alarm detection [51]. In another study, Aboukhalil et al. used a single lead ECG signal simultaneously with ABP signals aiming to combine the information and improve the diagnosis [175]. Their false alarm (FA) suppression algorithm reported 59.7% of the false alarms. The FA reduction rate obtained by their algorithm for extreme tachycardia was 63.7%, for VFB/VTA it was 58.2% and for VTA it was 33.0%. It also obtained an FA reduction rate for asystole of 93.5% and for extreme bradycardia was an 81.0%. They achieved 0% true alarm (TA) reduction rates for every arrhythmia alarm, except for the ventricular tachycardia alarms, for which, the algorithm achieved 9.4% TA reduction rate.

Our best performing algorithm used multimodal signals, combining the information from ECG and pulsatile signals, and extracted and evaluated a number of features from these signals for alarm identification. Modification of the signal quality measures for different arrhythmias (rather than using a fixed SQI for every arrhythmia), by setting the threshold in an iterative performance evaluation, and considering various possible effects of each arrhythmia on the features from the signals enhanced the arrhythmia identification performance.
4.4. Summary

In this chapter, we described the algorithms developed in this thesis for the first application of reducing false arrhythmia alarms in the ICU. We first explained the details of the utilised database. Then, we proposed the signal processing methods applied to the ECG signals including baseline wander noise removal, RR-interval measurement, signal segmentation and ECG signal quality index. We then explained the signal processing approaches conducted for pulsatile signals (ABP and PPG signals). It was followed by describing the details of using the multimodal signal processing and the customised approaches for detecting the arrhythmia alarms. Ultimately, we demonstrated the results of the developed algorithms and the performance obtained by our presented system at the CinC Challenge 2015.

Our overall result on the hidden test set placed us among the top ten scores of the PhysioNet/Computing in Cardiology Challenge 2015 with a retrospective score of 74.03%, a TPR of 98% and a TNR of 66% and a real-time score of 69.92%, a TPR of 95% and a TNR of 55%.

Our results showed that better detection was achieved for tachycardia and asystole, followed by bradycardia when more features were utilised for the algorithm. Our algorithm obtained the highest result for extreme tachycardia alarm detection in the CinC Challenge 2015.
Chapter 5
Application 2
5. Application 2: Sleep apnoea diagnosis

In the previous chapter, the developed algorithms for application 1 of this thesis were explained in detail and the results of applying the algorithms to the database were demonstrated and discussed. In this chapter, the algorithms developed as a part of the second application (sleep apnoea diagnosis) are illustrated. This application aims to provide automated screening of sleep apnoea (SA) with the main focus on the ECG signal processing and evaluate the results using the chest respiratory effort signals with the developed algorithms.

In the former chapters, the clinical and methodology background of sleep apnoea detection were explained including the aetiology factors involved in sleep apnoea and the corresponding characteristics as well as the diagnostic sensors, different feature extraction and machine learning methods. As described in chapter 3, a measure of the respiratory effort during a sleep study is an important contributor to the diagnosis of sleep apnoea. A common way of measuring respiratory effort is using bands with stretch sensors placed around the chest and/or abdomen, as explained in section 2.2.4. An alternative, and convenient method from the patient’s perspective, is via the EDR signal (see section 3.5.2) which provides an estimate of the respiratory effort at each heartbeat using ECG sensors. As discussed in sections 2.2.1 and 2.3.2, using ECG as an SA diagnosis tool is attractive as it provides a low-cost system with minimal disturbance on sleep and the diagnostic test can be performed at home. In addition, using the ECG signals, both HRV and EDR features can be extracted which the combination of the features can boost the performance of sleep apnoea diagnosis. Thus, if the EDR approach works, both cardiovascular information and respiratory information are obtained from one sensor.

This chapter commences with an explanation of the recordings and characteristics of the two utilised databases (see section 5.1.1). The methods applied to the chest respiratory effort signal and the different resampling schemes are described in section 5.1.2. Following the chest respiratory signal, the system developed using ECG recordings is explained in section 5.1.3. I first illustrate the methods of estimating ECG derived respiration (EDR) including the QRS area method, standard principal component analysis (PCA) and kernel PCA. Then, I describe the issues involved in applying PCA method to the entire overnight ECG recordings, our solutions and novel techniques of segmented PCA and approximated PCA. It is followed by a description of the interval-based power spectral density (PSD) feature measurement adapted for this application. Ultimately, the results of the proposed algorithms are obtained in three phases and demonstrated for each phase separately in section 5.2. In
section 5.3, I evaluate the performance results and discuss the advantages and disadvantages of the proposed signal processing methods in three phases separately in sections 5.3.1, 5.3.2 and 5.3.3.

5.1. Methodology of application 2

In this chapter, the developed algorithms of this thesis for SA diagnosis are described, with the block diagram of the proposed system for this application displayed in Figure 5.1. It shows the main blocks of the system using ECG signals comprised of preprocessing (noise removal and QRS detection), biosignal measurement (EDR and HRV signals), feature extraction (PSD and CPC), epoch classification and AHI estimation. The block diagram also shows the modules for using respiratory inductance plethysmography (RIP) for apnoea classification in order to use for evaluating the respiratory information of ECG signals. As shown in the block diagram, the RIP signal is used in three schemes; the full signal and two resampled signals (HR and uniformly sampled). Then, the features are extracted from every signal and applied to classifiers for apnoea detection.

The results of these algorithms, reported in section 5.2, were obtained in three main phases with the outline displayed in Table 5.1.

- Phase I: EDR methods and proposed solutions for EDR estimation of overnight recordings using the PCA method,
- Phase II: EDR evaluation and selection of the highest performing EDR method and classifier; and
- Phase III: optimising sleep apnoea detection and combining the ECG-based features (phase III) (as shown in Table 5.1).

Phase I involves estimation of EDR signal using different methods. First, the EDR signal was extracted from an hour of ECG recording through different algorithms (QRS amplitude, the standard principal component analysis (PCA) and kernel PCA). The ELM classifier was utilised in this phase for apnoea detection and different hyperparameters were evaluated. PCA method obtained the highest
Discussion

The performance of apnoea detection, reported in section 5.2.1. Thus, we extended the work and presented two approaches to apply PCA method to overnight ECG recordings for EDR estimation in order to precisely evaluate the apnoea detection. The approaches run successfully on a standard PC and have low memory requirements. In the first approach, the overnight ECG signals were segmented and PCA applied to each 30 minutes segment. In the second approach, an approximation PCA method [300] was applied to the overnight signal, as described in detail in section 5.1.3 and the results are reported in section 5.2.

In phase II, the respiratory information of EDR signals are evaluated in comparison with chest respiratory effort signal in two ways (see section 5.2.2); first, the sample-based correlation of three automated algorithms measuring the EDR signal (QRS area, segmented PCA and approximated PCA) was measured against the chest respiratory effort signal. Second, a side-by-side comparison of the discrimination information was performed for identifying epochs of sleep apnoea contained in the chest respiratory effort signals and the EDR signals. That is, one-minute epochs were classified as being apneic or normal using three EDR and three chest respiratory effort signals (full signal, HR sampled and uniformly sampled respiratory signals) using identical respiratory-based features. The methods were evaluated on simultaneously recorded chest band respiratory effort signals and ECG signals extracted from overnight PSG data of two databases (MIT PhysioNet Apnea-ECG database and St. Vincent’s University Hospital database) using three machine learning techniques (LDA, ELM and SVM). The highest performing EDR signal is chosen according to the results, reported in section 5.2.2. The performance was measured using leave-one-record-out cross-validation, meaning that, in every iteration, one record was set as the validation set and the remaining records were used as the train set, with an illustration shown in Figure 3.11, section 3.8, and the results shown in section 5.2.2.

Table 5.1. Outline of the steps and expected outcomes of the three phases of the proposed algorithms of application 2.

<table>
<thead>
<tr>
<th>Phases</th>
<th>Steps</th>
<th>Outcomes</th>
</tr>
</thead>
</table>
| I Extending EDR methods to overnight recordings | • 60 min data: QRS area, PCA and kernel PCA  
• Overnight recordings: seg. and appr. PCA  
• ELM classifier: fan-out (1-50) | Advantages and disadvantages of EDR methods and solutions, and evaluate the classifier hyperparameters |
| II Choosing an EDR method and a classifier | • Sample-based correlation  
• Apnoea detection  
- On 2 databases  
- Using 3 EDR and 3 Resp. signals  
- On 3 classifiers (LDA, ELM, SVM) | Recommend the highest performing EDR estimation method and classifier |
| III Combining EDR with other ECG based features | • Apnoea detection:  
- HRV+EDR+CPC features  
- Optimisation techniques  
• AHI estimation and subject-based apnoea detection | Final system performance |

Seg.: segmented,  
Appr.: approximated
In phase III (section 5.2.3), we applied different schemes to optimise the sleep apnoea detection. We took the highest performing EDR method from the previous phase and supplemented the feature set utilising heart rate variability (HRV) and cardiopulmonary-coupling (CPC) features. We applied temporal optimisation methods including overlapping one-minute segments by 30 seconds and averaging the features of adjacent epochs. Then, the performance of the developed algorithm was evaluated in three ways; one-minute epoch apnoea classification, AHI estimation and subject-based apnoea detection (see section 5.2.3). The final system performance including the combined features and applying optimisation methods is reported in section 5.2.3. We commence with explaining the details of the two utilised databases as follows.

5.1.1. Databases

The performance of our algorithms was evaluated on two open-access datasets which consist of signals extracted from the standard PSG from overnight sleep studies. The first dataset is the MIT PhysioNet Apnea-ECG dataset proposed for Computing in Cardiology 2000 Challenge which was captured from standard sleep laboratory signal recordings [191], [307]. While the full dataset contains 70 overnight ECG signals recorded using a modified lead V2 electrode setup, we used 35 recordings of the train set. The signals of the 35 recordings were recorded from 32 subjects (25 male and 7 females) with an average age of 33 years (between 27 to 63 years of age, BMI between 20.3 and 42.1 with weights between 53 and 135 kg and AHI of 0 to 93.5). The length of each overnight recorded signal ranged between 455 and 529 minutes [301]. The digitised single channel of modified lead V2 ECG signals were recorded from healthy subjects and OSA patients with 16-bit resolution. Both ECG signals and chest respiratory effort signals were recorded at a sampling rate of 100 Hz. The training data of 35 ECG signals were utilised which were accompanied by QRS annotations and minute-by-minute apnoea annotations by respiratory experts with each epoch labeled as “apnoea” or “normal” produced by human experts using simultaneously recorded respiratory signals [191], [307]. The database also provides the QRS complexes onset beats which were identified using Englese and Zeelenberg algorithm [221], which was explained in section 3.4.

Eight recordings of the data contained chest and abdominal respiratory effort signals collected by inductance plethysmography and were acquired from 7 males and 1 female (aged 31-54, weight of 63 to 120 kg, AHI 0-77.9 events/hour).

The second database utilised in this thesis was the St. Vincent’s University Hospital, University College Dublin Sleep Apnea database collected from patients with suspected OSA, central sleep apnoea or snoring [265]. It provides 25 overnight PSGs containing ECG recordings (modified lead V2) and thoracic and abdominal respiratory effort signals (uncalibrated inductance plethysmography).
The signals were acquired from 21 males and 4 females (aged 28-68 years, AHI 1.7-90.9 events/hour, and BMI 25.1-42.5 kg/m$^2$). The ECG signals were sampled at 128 Hz, and the chest respiratory effort signals were sampled at 8 Hz. An expert annotated the onset times and durations of sleep-disordered breathing events including obstructive, central, and mixed sleep apnoea, as well as hypopnea and periodic breathing events. To be consistent with the MIT PhysioNet Apnea-ECG database, we converted the annotations to one-minute epochs labeled as apnoea and normal following the mapping method of [302]. We note that periodic breathing episodes were labeled as normal, since the aim of the study is to detect sleep apnoea including OSA and hypopnoea events.

5.1.2. Chest respiratory effort signal

An indirect method of monitoring respiration is using movement in thorax or abdomen by which the disturbance on sleep and normal breathing reduces, as discussed in section 2.2 [146]. Accordingly, chest respiratory effort signal recorded by inductance plethysmogram was used for the second phase of this study and provided a benchmark for the performance of EDR information for SA detection.

The respiratory signals of the datasets comprise of chest and abdominal respiratory signals. The chest respiratory signals were chosen in this thesis as they are most closely related to the modulated EDR signals recorded by ECG electrodes placed on the chest.

Due to the fact that the EDR signals are measured and sampled at the QRS detection beats (see section 3.5.2), an objective of this thesis was to measure the impact of different sampling schemes on the respiratory effort signal and develop a matching condition by resampling the chest respiratory effort signals. Thus, the chest respiratory effort signal from the two datasets was used for sleep apnoea classification in three schemes;

1. First, the full overnight chest respiratory effort signals of both datasets were used for feature extraction. The utilised chest respiratory effort signals of the MIT PhysioNet Apnea-ECG dataset were originally sampled at 100 Hz and the respiratory effort signals provided with the St. Vincent’s dataset were sampled at 8 Hz. For this scheme, we used the recordings in their raw form (see section 5.2.2).

2. Second, the HR sampled respiratory signals were estimated, that is, the overnight respiratory effort signals were resampled at the heart rate using the QRS onset beats of the input ECG signals. By applying this resampling process, the respiratory effort signal and the EDR signals were sampled in the same way. For the MIT PhysioNet Apnea-ECG dataset, these QRS onset beats were provided by the dataset and for the St. Vincent’s dataset, they were detected by applying Hilbert transform-based QRS detection algorithm, (see section 3.4). Through this approach, the sampling rate of the respiratory effort signals were reduced to the heart rate (HR), meaning that only those samples of respiratory signals containing information of the
heart rate variability were collected for apnoea recognition. Therefore, we expected that both respiratory reactions and heart rate variations resulting from apnoea events will be captured. This signal was used for analysis in phase II (see section 5.2.2).

3. Next, a uniform resampling scheme was applied to the respiratory signals with a frequency identical to the HR in each one-minute epoch (uniformly resampled respiratory signal). Meaning that, the HR for each one-minute epoch was measured using the number of QRS complexes in that one-minute epoch. Then, each one minute epoch of the chest respiratory effort signal was resampled with a sampling rate equal to the HR measured over that epoch with uniform intervals. Thus, the resulting samples are not placed on the QRS detection beats (in contrast to the previous resampling scheme). Therefore, comparing the results with the results of the previous scheme will explore the impact of sampling the respiratory signal at the average local heart rate but will ignore the uneven sampling caused by using instantaneous heart beat sampling (see section 5.2.2).

We aimed to evaluate the influence of heart rate sampling occurring in EDR signals by heart rate sampling of the chest respiratory effort signal. Also we aimed to answer the question that the different results of the EDR signals compared to the respiratory effort signal is caused by the unevenly sampling rate of the EDR signals or a result of the lower sampling rate of the EDR signals. These respiratory effort signals were used in phase II to evaluate the respiratory information of EDR signals in two ways; firstly, a sample-based correlation between respiratory signals and EDR methods assessed by Pearson linear correlation coefficient (CC) provided the sample-by-sample comparison.

Secondly, sleep apnoea classification of the minute-by-minute segments of the ECG-based respiratory signals and the chest respiration based signals were performed. After segmenting the signals into one-minute epochs, identical features were extracted from each epoch and the matrix of features was given to the machine learning techniques. It is described in phase II, where the performance results of the EDR approaches for SA detection were evaluated (see section 5.2.2).

5.1.3. ECG system

In this section, we explain the signal processing methods applied to the ECG signals in order to capture the required respiratory information for SA detection, followed by comparing the respiratory information of the EDR with the chest respiratory signals and the process of optimising our developed SA detection system.

The EDR signals which are the main biosignals captured from ECG recordings for SA detection purposes, as defined in section 3.5.2, and the different algorithms for estimating the EDR signals are described. In section 5.2.3, we describe how to optimise the system and combine the EDR feature set with further biosignals and features (RR-intervals and CPC features).
As the first step toward extracting respiratory information from ECG signals, we explain our algorithms of ECG signal preprocessing including the artefact removal and QRS detection. Then, different methods used for EDR estimation are explained including QRS area, PCA, and kernel PCA. The issues involved in estimating the EDR signal of an overnight recording using the PCA method are described and our two developed algorithms to solve the issues are explained, including segmented PCA and approximated PCA.

**EDR estimation**

Before measuring the EDR signals through either method, two preprocessing steps were applied to the ECG signal to remove artefact interference and identify the QRS complexes.

First, interference removal was implemented to eliminate the baseline wander noise distorting the low frequency component of the ECG signals [246] which can affect and alter the features of ECG signal and their clinical translation useful for SA recognition. The baseline wander noise was removed by applying two median filters to the ECG signal [71]. The first median filter had a width of 200 ms which removed the QRS complexes and P waves from the signal. The second median filter had a width of 600 ms and was applied to the PQRS-free signal (output of the first stage) and removed the T waves. The output from this filter was a signal that contained the baseline wander only. Finally, the output of the second median filter was subtracted from the unfiltered ECG signal to obtain the baseline wander-free ECG signal. Then, the QRS complexes were identified as follows.

The MIT PhysioNet Apnea-ECG database provided the QRS onset points using the QRS-complex detection technique by Englese and Zeelenberg (see section 3.4) and we utilised these beats in our analysis. We required a reliable QRS detection algorithm for the St. Vincent’s Sleep Apnea database, as such we used an algorithm based on the Hilbert transform [263] to identify the R peaks of the QRS complex; previous studies demonstrated a reliable method with good noise tolerance [264], [265], as described in section 3.4. The result of applying the Hilbert QRS detection algorithm on a sample recording is shown in section 5.2.2 (Figure 5.14). Following the preprocessing steps, the clean ECG signal and the QRS detection beats were used for EDR estimation.

A number of different strategies were used to capture EDR [157], [234], [236], [238]. Some of the early methods used amplitude modulation of ECG wave, such as R wave amplitude, RS amplitude, QRS complex area, and R wave area [234], [235]. The characteristics of ECG signal used for some of the EDR methods were demonstrated in Figure 3.4, such as R wave amplitude ($R_{amp}$), RR interval ($R_{int}$) and R wave area (the shaded area) [235]. Amplitude-based EDR methods were reported as competent tools for diagnosis of SDB [148], [266], [267]. Thus, a common approach of QRS area EDR was first used in this thesis as a benchmark, while a novel method of PCA application for EDR estimation was also investigated in this project. Two novel algorithms were proposed in this thesis to
resolve the computational limitations of PCA application on lengthy overnight ECG recordings for deriving EDR signal which are described in the remainder of this section.

As described in section 3.5.2, the temporal pattern of breathing can be extracted as a surrogate signal modulated on the ECG signal [70]. In this thesis, two main techniques were utilised to estimate the EDR signals. The first technique was the QRS complex area method [71], which as it had been previously used for apnoea detection from the ECG signal, was used as the reference method. Then, we estimated the EDR signal using the PCA method, as well as kernel PCA as a nonlinear approach in phase I. The objective of PCA is to reduce the signal dimensions. It is implemented based on the principal components, by computing eigenvectors of the variance of the features [313]. In this study, QRS complexes were chosen as the feature for PCA method; thus, the PCA algorithm was applied to QRS complexes in order to capture the temporal variation of breathing modulated on the ECG signal which causes alteration in the QRS complexes. After explaining the PCA method and kernel PCA for EDR measurement, we explain the computational issues involved with EDR estimation of overnight recordings using PCA method for this application. Then, we describe our two solutions for the issues by developing algorithms of segmented PCA and approximated PCA.

The results of the developed algorithms of the EDR methods as well as comparing the respiratory information of the EDR signals against the chest respiratory efforts signals are demonstrated in sections 5.2.1 and 5.2.2.

1) **QRS area EDR**

A common approach is to estimate the respiration from the ECG signal by calculating the area under each QRS complex, with the area varying in unison with the breathing cycle [157], [235]. The EDR signal can be estimated from the baseline free ECG signal by calculating the area under the QRS complex measured in a window of 100 ms, as shown in Figure 5.2 [71]. In fact, the window starts at the QRS onset point which might be different from the output of some QRS detection algorithms. For example, the QRS detection using the Englese and Zeelenberg algorithm applied on the PhysioNet Apnea-ECG database provides the QRS onset beats, thus, the window simply starts at the output of the QRS detection algorithm [148], [221], [233]. While, applying the Hilbert QRS detection to the St. Vincent’s University Hospital/University College Dublin Sleep Apnea Database provides R-peaks, the window should be surrounding the output of the QRS detection algorithm [263], [264], [314], [269]. Ultimately, the area under each QRS complex was assigned to each QRS beat as the EDR signal for that beat (see Figure 5.2). This method was used in this thesis as the baseline EDR method and we compared the performance of the proposed PCA algorithms against this method. The results of the approach will be demonstrated in section 5.2.
2) *Principal component analysis (PCA)*

PCA is an orthogonal linear transformation of a multivariate signal that provides a useful tool for decreasing the dimensionality of data while retaining much of the signal variance. It finds the sequence of orthogonal directions in which the data has the highest variance (or spread). The direction values for the data are known as the principal components (PCs) \[313\]. It has been shown that PCA can represent beat-to-beat variations in ECG features including R-peaks and QRS amplitude [70]. Thus, by detecting variation of the correlation between the signal features, the EDR signal is recognised as a modulatory signal altering the ECG beats [70]. This algorithm can be applied to any ECG feature. In this thesis, the QRS complex was chosen in order to be consistent with other EDR measurement methods to enable a reliable comparison. The PCA algorithm is described in the following section with the block diagram of EDR estimation using PCA method shown in Figure 5.3.

First, a matrix of centred QRS complexes was built by applying a sliding window to the ECG signals in order to partition the signal into consecutive QRS complexes [70]. The length of the window was chosen in a way to cover the whole QRS complex. For the *MIT PhysioNet Apnea-ECG* database, the length of the window was set to 250 ms, \( m = 25 \text{ samples} \times 100 \text{ Hz} \). As the QRS onset beats were provided with this dataset, the window ran from the QRS onset -75 ms to QRS onset +175 ms. For the *St. Vincent’s Sleep Apnea* database which the R peaks of the QRS complex were identified using Hilbert algorithm, a window of 120 ms, \( m = 15 \text{ samples} \times 128 \text{ Hz} \), was implemented around the R peak to extract QRS complexes. Therefore, if there are \( n \) QRS complexes, \( n \) windows covering each QRS complex will be applied.
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Next, the mean of the QRS complexes was subtracted from each sample and the complexes were centred in a $m \times n$ matrix, as shown in Figure 5.5, where $m$ is the length of the window to extract each QRS complex and $n$ is the number of QRS complexes or heart rate over the ECG recording [73].

\[
X = [x_1, x_2, ..., x_n]
= [(QRS_1 - \text{mean}(QRS_1)), (QRS_2 - \text{mean}(QRS_2)), ..., (QRS_n - \text{mean}(QRS_n))]_{m \times n}
\]  

Then, the covariance of the centred matrix $X$ was measured resulting in a $n \times n$ matrix:

\[
C = \frac{1}{m - 1} \sum_{i=1}^{m} x_i^T x_i
\]  

Finally, the eigenvectors, $\alpha_j$, and eigenvalues, $\lambda_j$, were computed using covariance, $C$, and principal components, $PC$, were obtained [70]:

\[
C \alpha_j = \lambda_j \alpha_j \ , \quad j = 1, 2, ..., n
\]

\[
PC_j = \alpha_j x \ , \quad j = 1, 2, ..., n
\]

It should be noted that matrix $C$ has $m$ non-zero eigenvalues with the remaining eigenvalues equal to zero. The principal components are linearly transformed from the signal beats by transformation coefficients of eigenvectors which represent the EDR signal [70]. There is a significant correlation between the ECG signal beats and the large variation of the EDR signal, with the first principal component being the most sensitive to respiration. In fact, a “typical” beat morphology of the QRS complexes is obtained by using the first PC to reconstruct the signal. The scaling required of the typical beat to best match each beat is contained in the coefficients of the first principal component. Thus, the first PC was chosen as the EDR signal [70].

\[
EDR = PC_1
\]

An example of a sequence of nine consecutive QRS complexes of a sample ECG recording from the PhysioNet database and the corresponding reconstructions using the first PC is demonstrated in Figure
5.4. As shown, the red curve shows the reconstruction of the QRS complex using PC¹, which represents the typical QRS complex with an unvarying morphology across the signal for all of the QRS complexes. What changes across different QRS complexes (Figure 5.4(a)-(i)) is the amplitude of this typical morphology, which represents the modulatory respiration or the EDR signal estimation. This figure confirms the choice of the first PC as the EDR signal.

By this approach, the covariance matrix resulted in a square matrix of \( n \times n \) where \( n \) is the number of QRS complexes of the ECG recording [73]. The published studies of PCA methods show good results for estimating respiratory signals but, due to the need to store a large covariance matrix, the method is limited to processing signals of less than an hour using standard desktop PCs. For apnoea detection studies, we typically require analysis of overnight signals of about eight hours duration and hence published PCA methods are not suitable [70], [73]. We proposed two solutions for this problem which
3) **Kernel PCA**

In case of nonlinear patterns existing in the dataset, linear PCA may not recognise them and nonlinear kernel PCA can provide more information [315]. In kernel PCA, a nonlinear function, \( \Phi(x_j) \), is applied to the dataset and PCA is applied to the mapped space, \( \Phi(x_j) \). The covariance matrix becomes [313],

\[
\bar{C} = \frac{1}{n} \sum_{j=1}^{n} \Phi(x_j)\Phi(x_j)^T
\]  \hspace{1cm} (5.6)

Then, the eigenvectors and eigenvalues are computed,

\[
\lambda V = \bar{C} V, \quad V = \sum_{i=1}^{n} \alpha_i \Phi(x_i)
\]  \hspace{1cm} (5.7)

In order to prevent mapping difficulties in high dimensional datasets and measuring the dot products of \( \Phi(x_j) \), the nonlinear function is replaced by a Mercer kernel such as Gaussian kernels and polynomial kernels [315]. The Gaussian kernel was used in this thesis, which is a symmetric \( n \times n \) kernel matrix, \( K \),

\[
K_{ij} = \left( \Phi(x_i), \Phi(x_j) \right)
\]  \hspace{1cm} (5.8)

\[
K(x_i, x_j) = \exp \left( -\frac{||x_i - x_j||^2}{2\sigma^2} \right)
\]  \hspace{1cm} (5.9)

The Gaussian kernel was chosen for the radial basis function (RBF) of this application as it has been shown to provide the suitable fitting for biological signals and produce the best result for EDR estimation [72], [73]. Using this kernel, both the linear and nonlinear interactions between respiration and the morphology of the QRS complexes are considered in the implementation [72].

Summarising the steps of applying kernel PCA [313];

1. First, the \( K_{ij} \) matrix was computed. The variance of the Gaussian kernel, \( \sigma^2 \), was chosen as

\[
\sigma^2 = m.mean(var(X)) \]  \hspace{1cm} [73], with \( m \) being the window length which extracted the QRS complexes and \( X \) being the matrix of centred QRS complexes.
2. Next, the eigenvalue problem was solved by diagonalising $K$ [73],[313],

$$m \lambda K \alpha = K^2 \alpha, \quad m \lambda \alpha = K \alpha \quad (5.10)$$

3. Then, the eigenvalues of $K$, $\lambda_i$, were ordered in terms of the magnitude and the eigenvectors, $\alpha^i$, were normalised which was satisfied by centring the QRS complexes.

4. The first principal component was assigned to the EDR signal.

This method was applied in the first attempt of phase I of this application to an hour of the data which the results are shown in section 5.2.1 and are compared to the other methods of EDR estimation.

The computation and storage of the covariance matrix during PCA grows with square of the length of the ECG recording. In the first step of this thesis which was published [63], we successfully applied PCA to an hour of the ECG signals. In order to precisely recognise sleep apnoea by EDR signals, we require applying PCA to overnight ECG recordings with average length of 8 hours. To apply the PCA to the entire ECG signal with average length of 8 hours at 60 beats per minute, storage of about 7GB is required for double precision which surpasses the standard memory of 8GB of PCs. This proved to be beyond the capabilities of a standard desktop PC and thus we extended the work and presented two solutions. In the first solution, the overnight ECG signals were segmented and PCA was applied to each segment. In the second solution, an approximation PCA method [316] was applied to the overnight signal. Both methods can run successfully on a standard PC. The methods are described in detail in the remainder of this section and the results are reported in section 5.2.

4) **Segmented PCA EDR**

The segmented PCA algorithm is outlined as follows. The inputs to the PCA algorithms are the entire overnight ECG signals which were first preprocessed. The input signals were partitioned into 30 minutes segments and the PCA algorithm described earlier in this section was applied to every 30

![Figure 5.6. Schematic illustration of segmented PCA for estimation of EDR signal.](image-url)
minutes segment of the data as the schematic is demonstrated in Figure 5.6.

The algorithm was repeated for each 30-minutes segment of ECG signals and the eigenvalue, eigenvectors and principal components were extracted. The first PC of every segment was joined to build the EDR signal for the entire recording, as shown in Figure 5.6.

Covariance (C) in equation (4.2) is a square matrix of size $n \times n$ where $n$ is the number of QRS complexes in the recording. By partitioning the overnight recordings into 30 minutes segments, the length of $n$ was reduced to about $1/16$ of the original length (about 8 hours). This will lead to the required storage of about 30 MB for double precision which enormously reduced the memory requirement as well as the processing time. The results of applying this method to the datasets and comparing the results to the other EDR methods are widely demonstrated in section 5.2.

5) Approximated PCA

As the second solution for computational issue of PCA method for EDR estimation, we proposed an approximation method for PCA which was adapted from a speaker recognition study [316]. As demonstrated in the block diagram of Figure 5.8, many blocks of the approximated PCA algorithm are similar to the segmented PCA algorithm. The differences in the algorithms are summarised below.

1. The feature matrix of $n$ centred QRS complexes for the entire recording ($[X_{QRS}(t)]_{m \times n}$), shown in Figure 5.5, was transposed and the PCA method was applied to $X_{approx} = X^T$.
2. The covariance matrix was measured over $X^T$ resulting in a $m \times m$ matrix, where $m$ is the number of the samples of the QRS window (for example 25 samples for a window of 250 ms with 100 Hz sampling rate of MIT PhysioNet Apnea-ECG database);

![Figure 5.7. The dimensions of the covariance matrix of the standard PCA method against the approximated PCA method, $n$: the number of QRS complexes over the recordings, $m$: the length of the QRS complex window (samples).](image)
\[ C_{\text{approx}} = \frac{1}{m - 1}XX^T \]  \hspace{1cm} (5.11)

3. Then, the first PC of the approximated method \( (PC_{\text{approx}}) \) was measured by eigenvectors of the \( C_{\text{approx}} \) matrix.

4. Finally, the product of the generated PC and \( X_{\text{approx}} \) resulted in the EDR signal;

\[ EDR = PC_1^1 = X^TPC_1^1_{\text{approx}} \] \hspace{1cm} (5.12)

The demonstration of the enormous reduction in the dimension of covariance matrix using approximated PCA method compared to the standard PCA method is demonstrated in Figure 5.7. By processing \( X^T \) matrix rather than the \( X \) matrix, the dimension of the covariance matrix was reduced to \( m \times m \) from \( n \times n \), with \( m \) being the length of the QRS segmentation window, and \( n \) being the number of QRS complexes which for an ECG recording with an average length of 8 hours at 60 beats per minute is about 30,000. Thus, it results in a considerably reduced computational burden, memory requirement and processing time [65]. It leads to a lower dimension covariance matrix compared to the segmented PCA method [65]. The results of this approach on the two datasets and comparing their performance of SA detection as well as the processing time against the other EDR methods are demonstrated in section 5.2. Different implementation steps for three EDR measurement techniques of QRS area method compared to segmented PCA and approximated PCA used for developing the algorithms of this thesis are outlined in Table 5.2.

![Figure 5.8. Block diagram of EDR estimation using approximated PCA method.](image)
PSD features

The main feature set captured from the biosignals in this project are PSD features, which is adapted from the interval-based PSD measurement [317]. The procedure of PSD calculation of this application can be summarised as follows.

In order to calculate the PSD features, we first zero-padded the particular signal segment in each epoch to reach length \( L \). The value of \( L \) used for the signals is discussed below. The block diagram of computing PSD feature is demonstrated in Figure 5.9. As shown in Figure 5.9, the zero-padded signals in each epoch were subjected to standardisation by subtracting from each sample the epoch mean and dividing by the epoch standard deviation. The standardised signal was then transformed into the frequency domain by applying discrete Fourier transform (DFT). The PSD of the signal segments was computed by squaring the amplitude of the DFT coefficients. Due to symmetry, only the first half of the frequency spectrum was used for the feature calculation from this point onwards. Finally, four adjacent frequency bins of the PSD coefficients across the epoch were averaged in order to reduce the dimension of the feature-space. Due to the symmetric pattern, the first half of the 64-point averaged outputs was assigned as 32 PSD features, calculated over each epoch for all candidate signals.

For the application of this thesis, EDR signals, HRV and respiratory signal (which was sampled at three different rates), \( L \) was assumed to be equal to 256. This value was chosen as it was the first power of 2 exceeding the maximum number of heartbeats in an epoch (based on maximum physiologically plausible heart rate of 240 bpm). The length of DFT and zero padding for some examples of heart rates (\( N \)) are displayed in Table 5.3 for MIT PhysioNet Apnea-ECG dataset and in Table 5.4 for St. Vincent’s dataset.

The frequency intervals \( \Delta f_{RR} \) resulting from the DFT of the EDR and HR sampled respiratory effort

![Figure 5.9. The block diagram of measuring PSD features.](image-url)
signal segments in each epoch can be calculated as:
\[
\Delta f_{RR} = \frac{1}{256/4} \left( \frac{\text{cycles}}{\text{RR intervals}} \right) = \frac{1}{256/4} \left( \frac{\text{cycles}}{\text{sec}} \right) = N/60 \frac{\text{cycles}}{256/4 \text{ sec}},
\]
where \( N \) is the number of QRS complexes in each epoch of 60 seconds (i.e. the heart rate).

For the respiratory effort signal, \( L \) was calculated for each epoch so that the \( \Delta f_{Resp} \) was the same as the \( \Delta f_{RR} \) for the heart-beat sampled signals. We impose this condition so that the resulting features from the respiratory signal and the heart rate sampled respiratory signals contained the same frequency bins.

The calculation of \( L \) for respiratory signal proceeded as follows. Let \( F_s \) denote the sampling rate of the chest respiratory signal. The \( \Delta f_{Resp} \) on the zero-padded signal segment in each epoch, is given by:
\[
\Delta f_{Resp} = \left( \frac{1}{60 \times F_s} \right) \left( \frac{1}{1/F_s} \right) \left( \frac{\text{cycles}}{\text{sec}} \right) = \frac{4F_s}{60F_s + L} \text{ sec}
\]
(5.14)

Equating the \( \Delta f_{RR} \) from (5.13) and \( \Delta f_{Resp} \) from (5.14) and solving for \( L \) results in the following equation for \( L \):
\[
\frac{N/60}{256/4} = \frac{4F_s}{60F_s + L} \Rightarrow L = \frac{F_s \times 256 \times 60}{N} - 60 \times F_s
\]
(5.15)

For the first utilised dataset, *MIT PhysioNet Apnea-ECG* database [233], where \( F_s=100 \text{ Hz} \), the number of zeros needed for padding to measure the DFT for chest respiratory effort signals is:
\[
L_{\text{PhysioNet}} = \frac{1536000}{N} - 6000
\]
(5.16)

The length of DFT and zero padding for some examples of heart rates \( (N) \) for the chest respiratory effort signals are displayed in Table 5.3 for *MIT PhysioNet Apnea-ECG* dataset. As listed in the table, 4 bins for averaging were assumed for every example.

For the second utilised dataset of this project, *St. Vincent’s University Hospital, University College Dublin Sleep Apnea* database [314], \( F_s=8 \text{ Hz} \), \( L \) was measured as follows.
\[
L_{St.Vincent's} = \frac{122880}{N} - 480
\]
(5.17)
The calculated lengths of DFT and zero padding for some example heart rates (N) for the chest respiratory effort of the second database are shown in Table 5.4.

Using the PSD features, the matrices of features over one-minute epochs were extracted from each EDR signal and chest respiratory effort signal and were applied to the classifiers and the performance of every signal in apnoea detection was evaluated (see section 5.2.2). The performance of apnoea recognition was analysed through leave-one-out cross-validation. Reported performance factors were accuracy, sensitivity, specificity, and the area under curve of receiver operator characteristic (AUC-ROC), as described in section 3.8 [16]. The results of the developed algorithms of this application including the EDR estimation methods and PSD features are demonstrated in the following section.

### 5.2. Results of application 2

The results of application 2 were obtained in three phases, as outlined in section 5.1. This section commences with demonstrating the results of phase I, using different methods of EDR estimation for apnoea detection (see section 5.2.1). Three methods were implemented to measure EDR signals; QRS area method, standard PCA and kernel PCA. The EDR signals were first obtained for an hour of the recordings (the MIT PhysioNet database). In this phase, the ELM classifier was utilised for apnoea classification and the performance results of the classifier using different hyperparameters were evaluated. We then applied two PCA techniques (approximated PCA and segmented PCA) to estimate the EDR signals of the entire overnight ECG recordings. The two EDR signals using the developed algorithms were evaluated for apnoea detection using the ELM classifier. The classification results were obtained using a wider range of hyperparameters. The outcome of phase I was to illustrate the advantages and disadvantages of different EDR estimation methods as well as evaluate and choose the optimum hyperparameter of the ELM classifier.

In phase II, section 5.2.2, we compared the respiratory information of three automated algorithms measuring the EDR signals (QRS area method, segmented PCA and approximated PCA) against the chest respiratory effort signals in two steps; sample-based correlation and epoch-based apnoea classification.
In the first step of phase II, the respiratory information comparison is performed by measuring the sample-based correlation of the three EDR signals against the chest respiratory effort signals. First, the EDR signals were estimated through three methods (QRS area, segmented and approximated PCA) using the recordings of two databases (the MIT PhysioNet database and the St. Vincent’s database). Then, the results of the correlation coefficient measurement of the three EDR signals against the corresponding chest respiratory signals for the two databases were obtained.

In the second step of phase II, the respiratory information of the EDR signals obtained from the full overnight ECG recordings was evaluated for one-minute epoch apnoea classification against the chest respiratory effort signals. The results of apnoea detection using three EDR signals (QRS area, segmented and approximated PCA) were compared to the results of apnoea detection using the chest respiratory effort signals. Three chest respiratory effort signals were utilised for this step including the full signal, HR sampled and the uniformly sampled signal. We utilised the three chest respiratory signals with different resampling schemes to evaluate the different characteristics of the EDR signals such as, sampling at the heart rate, lower sampling rate and their impact on the apnoea detection.

The six signals (EDR and respiratory signals) were obtained for both databases (the MIT PhysioNet database and the St. Vincent’s database). Identical features were captured from every one minute epoch of every signal and applied to the classifiers for apnoea detection. Three automated machine learning techniques were used for classification including ELM, LDA and SVM classifiers. We compared the performance results of ELM classifier with the optimum hyperparameter (obtained from phase I) against the results of LDA and SVM classifiers for apnoea detection to evaluate the performance of different machine learning techniques for this application and choose the highest performing technique. We assessed the apnoea detection performance of three EDR estimation algorithms on different databases to choose the highest performing EDR signal to utilise in phase III for optimising the performance of the final system. Thus, the outcome of phase II is to choose the highest performing EDR method and machine learning technique.

Ultimately, phase III represents optimisation of the sleep apnoea detection through extracting HRV and CPC features and combining them with the feature set of the highest performing EDR signal which was chosen according to the results of phase II (see section 5.2.3). The results are evaluated in three ways: one-minute epoch apnoea classification, AHI estimation and subject based apnoea detection. The first performance measure (one-minute apnoea classification) was reported for every individual feature set including HRV, CPC, the highest performing EDR features and the combination of the feature sets using the highest performing classifier which chosen according to the results of phase II. Also two optimisation methods were applied including overlapping one-minute epochs by 30 seconds and averaging the features of every three adjacent epochs to boost the performance of the machine learning algorithm. We then estimated AHI of the recordings from the two databases using the results of one-minute epoch classification. Finally, we measured the subject-based sleep apnoea
detection using the AHI estimation results. We commence the remainder of this section with illustrating phase I and the performance results of the EDR estimation methods as follows.

5.2.1. Phase I: Extending EDR methods

Phase I of application 2 involved estimating EDR signals in order to use the respiratory information for apnoea detection. Prior to estimating EDR signals and feature extraction, the first step of ECG signal processing is interference removal, as discussed in sections 3.3 and 5.1.3. The result of applying the baseline wander noise removal algorithm is demonstrated in Figure 5.10(b) and the magnified demonstration of the result on an excerpt of the signal is shown in Figure 5.10(d). It shows an example of the effect of filtering on a sample ECG signal of the MIT PhysioNet dataset (Figure 5.10(a)), demonstrating the suitable performance of the baseline wander noise removal algorithm. Also the onset beats of the QRS complexes are shown in red stars in Figure 5.10(b), with the magnified results of an excerpt of the clean signal and the QRS onset beats in Figure 5.10(d).

The artefact removed ECG signals and the QRS detections were then used to estimate the EDR signals for the first phase of the application. First, data from the first 60 minutes of the 35 ECG recordings for the MIT PhysioNet Apnea-ECG database was used to capture EDR signal using three algorithms (QRS area, PCA and kernel PCA), as described in sections 3.5.2 and 5.1.3. We note that previous studies of PCA methods for EDR estimation utilised short ECG recordings of less than an hour and removed the ectopic beats [70], [73], thus, we first applied PCA method to an hour of data to investigate the performance of the method for apnoea detection. In the first step of the PCA application, we form a matrix of centred QRS complexes. Two examples of this input matrix used for the PCA application are shown in Figure 5.11, with an example of well-aligned complexes without ectopic beats (Figure 5.11(a)) and an example of a recording with ectopic beats (Figure 5.11(b)).

An example of an excerpt of the input ECG signal and the estimated EDR signals using three algorithms including QRS area method, PCA and kernel PCA method (using the Gaussian kernel) are illustrated in Figure 5.12. The visual observation of the EDR signals in Figure 5.12 reveals that the EDR signals estimated by QRS area method and PCA method follow a similar trend, as a modulatory signal on the ECG signal, while this behaviour is not observable for the EDR signal estimated by kernel PCA method.

Following estimating the EDR signals, they were partitioned into one minute segments. A matrix of 34 features for each segment was extracted from one minute epochs of every EDR signal and applied to an extreme learning machine (ELM) classifier (see section 3.7.3). The extracted features were average value, standard deviation, and 32 PSD of the EDR signals, as explained in section 5.1.4.
We also evaluated the impact of the hyperparameters of the ELM classifier. As described in section 3.7.3, ELM classifier is trained through a single iteration learning procedure using the pseudo-inverse to calculate the output weights. The weights of the input layer set to uniformly distributed random numbers between -1.5 to 1.5. \textit{tanh} was set as the activation function. In this phase, we explored the impact of the different number of hidden layer neurons per input (fan-out) and examined the apnoea detection performance. Thus, the fan-out of the ELM classifier was varied between one and ten. The ELM classifier was trained by 35 training records of the dataset using the three different EDR signals separately.

The performance results of the training set are shown in Table 5.5, and the performance results obtained using the 35 test records evaluated by leave-one-out cross validation are indicated in Table 5.6. The highest accuracy for training set was 85.92\% achieved by PCA EDR features at a fan-out of 5 with sensitivity of 61.4\% and specificity of 92.58\%. The highest performance during cross-validation was also obtained by PCA EDR features at a fan-out of 10 with an accuracy of 79.36\%.

Figure 5.10. (a) A sample ECG signal from MIT PhysioNet database, (b) the result of applying baseline wander noise removal. The red stars are the QRS detection beats. (c) magnified demonstration of an excerpt of the ECG signal, (d) magnified demonstration of the baseline corrected signal and the QRS onset beats.
Discussion

sensitivity of 48.76%, and a specificity of 87.68% [157]. Thus, at this stage, our maximum fan-out of 10 achieved the highest performance of sleep apnoea detection. Based on these outcome we explored using higher fanouts in a second series of experiments described below.

We applied kernel PCA in order to investigate identification of the nonlinear patterns of respiration and compare the performance with linear methods. The results of test set (Table 5.6) demonstrate that the highest performance of kernel PCA was obtained at a fan-out of 1 with an accuracy of 68.08%, sensitivity of 26.18% and specificity of 79.44%. It revealed that PCA method obtained higher accuracy and specificity and further higher sensitivity for apnoea detection. It confirms the result of the visual observation of the EDR signals in Figure 5.12 where kernel PCA did not demonstrate similar trend (of ECG modulation) as the EDR signals estimated by PCA and QRS area methods. We concluded that the low cross validation performance shows that the kernel PCA did not provide further information to enhance the apnoea detection. Thus, it was not utilised in the following phases of this application.

Table 5.5. Epoch-based apnoea classification results from training set of first 60 minutes of the data.

<table>
<thead>
<tr>
<th>Fan-out</th>
<th>QRS area</th>
<th>PCA</th>
<th>KPCA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Sensitivity</td>
<td>Specificity</td>
</tr>
<tr>
<td>1</td>
<td>66.71</td>
<td>73.81</td>
<td>68.59</td>
</tr>
<tr>
<td>2</td>
<td>70.58</td>
<td>67.72</td>
<td>71.36</td>
</tr>
<tr>
<td>5</td>
<td>79.87</td>
<td>68.85</td>
<td>82.88</td>
</tr>
<tr>
<td>10</td>
<td>84.95</td>
<td>76.29</td>
<td>87.31</td>
</tr>
<tr>
<td>1</td>
<td>75.80</td>
<td>52.60</td>
<td>82.10</td>
</tr>
<tr>
<td>2</td>
<td>82.55</td>
<td>58.69</td>
<td>89.03</td>
</tr>
<tr>
<td>5</td>
<td>85.92</td>
<td>61.40</td>
<td>92.58</td>
</tr>
<tr>
<td>10</td>
<td>84.95</td>
<td>76.30</td>
<td>87.32</td>
</tr>
<tr>
<td>1</td>
<td>71.88</td>
<td>29.80</td>
<td>83.29</td>
</tr>
<tr>
<td>2</td>
<td>73.90</td>
<td>33.63</td>
<td>84.82</td>
</tr>
<tr>
<td>5</td>
<td>77.71</td>
<td>39.95</td>
<td>87.94</td>
</tr>
<tr>
<td>10</td>
<td>80.36</td>
<td>44.70</td>
<td>90.02</td>
</tr>
</tbody>
</table>
As stated in section 5.1.3, the published studies of PCA methods were limited to processing signals of less than an hour in addition to removing the ectopic beats and choosing clean excerpts of data. For the application of this thesis, we require analysis of overnight signals with duration of about eight hours. As the EDR signal estimated by PCA method on an hour of the data resulted in the highest performance of apnoea detection (see Table 5.6), it was extended for estimating the EDR signal of the full overnight recordings. When we attempted to implement PCA and apply the algorithm to the full overnight ECG recordings, due to the need to store a large covariance matrix, our standard PC ran out

![Input ECG signal and QRS area EDR signal](image1)
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Figure 5.12. (a) Input ECG signal (in blue) and the QRS amplitude EDR (in red), (b) linear PCA, and (c) Nonlinear EDR for the first attempt of phase I (60 minutes of the data from MIT PhysioNet database).

As stated in section 5.1.3, the published studies of PCA methods were limited to processing signals of less than an hour in addition to removing the ectopic beats and choosing clean excerpts of data. For the application of this thesis, we require analysis of overnight signals with duration of about eight hours. As the EDR signal estimated by PCA method on an hour of the data resulted in the highest performance of apnoea detection (see Table 5.6), it was extended for estimating the EDR signal of the full overnight recordings. When we attempted to implement PCA and apply the algorithm to the full overnight ECG recordings, due to the need to store a large covariance matrix, our standard PC ran out

Table 5.6. Epoch-based apnoea classification results from cross validation (test-set) of first 60 minutes of the data.

<table>
<thead>
<tr>
<th>Fan-out</th>
<th>QRS area</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>71.49</td>
<td>53.72</td>
<td>76.31</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>74.91</td>
<td>56.20</td>
<td>79.98</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>75.30</td>
<td>48.75</td>
<td>82.49</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>75.73</td>
<td>44.69</td>
<td>84.15</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fan-out</th>
<th>PCA</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>71.12</td>
<td>43.34</td>
<td>78.66</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>77.24</td>
<td>48.98</td>
<td>84.92</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>77.39</td>
<td>45.15</td>
<td>86.14</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>79.36</td>
<td>48.76</td>
<td>87.68</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fan-out</th>
<th>KPCA</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>68.08</td>
<td>26.18</td>
<td>79.44</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>67.31</td>
<td>25.51</td>
<td>78.64</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>66.68</td>
<td>23.48</td>
<td>78.39</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>65.82</td>
<td>24.61</td>
<td>76.99</td>
<td></td>
</tr>
</tbody>
</table>
of memory and hence the published PCA methods were not suitable. Thus, we proposed two algorithms to resolve the computational issues and memory requirement.

Following applying PCA to 60 minutes of the data, we applied an approximation method for PCA technique to the entire overnight ECG recordings to estimate the respiration (see section 5.1.3). We compared the results to a full PCA method which we presented as segmented PCA by applying PCA to 30 minutes segments of the ECG signal, with the algorithm explained in section 5.1.3. An example of the centred QRS complexes to form the matrix for applying PCA is shown in Figure 5.11. Similar to the previous attempt (using 60 minutes of the data), the recordings from MIT PhysioNet Apnea-ECG database were used. Also similarly, 34 features (average value, standard deviation, and 32 PSD of EDR signals) were calculated for every one-minute epoch of the EDR signals and ELM classifier (see section 3.7.3) was trained to detect OSA. According to the ELM classifier performance results of the previous experiment (Table 5.6), our best results occurred at our largest fan-out of 10, suggesting that further performance improvement may be possible. Hence, for future experiments, we evaluated higher values of the fan-out.

**Extending the PCA EDR estimation**

The cross-validation performance of the ELM classifier for fan-out of 1 to 50 (corresponding to varying the number of hidden units between 34 and 1700 as there were 34 features) for segmented PCA method and approximated PCA method are illustrated in Table 5.7 and Table 5.8. The results from ELM classifier demonstrated the highest performance of 75.9% at fan-out 10 for segmented PCA and 76.4% for approximated PCA method. The performance results of apnoea detection show that the EDR signal estimated by approximated PCA method achieves relatively higher performance measures compared to the segmented PCA method at every fan-out value.

Our results also indicate that increasing the fan-out and the number of hidden neurons per input elevated classifier performance reaching an optimal value at fan-out of 10. The standard deviation of accuracies across the recordings were measured and reported in the Table 5.7 and Table 5.8. The standard deviation was about 3% which was due to the inter-subject variability. In order to estimate this variability, we applied leave-one-out cross validation technique.

<table>
<thead>
<tr>
<th>Fan-out</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>72.86±2.78</td>
<td>75.85</td>
<td>71.01</td>
</tr>
<tr>
<td>2</td>
<td>74.53±2.53</td>
<td>77.98</td>
<td>72.39</td>
</tr>
<tr>
<td>5</td>
<td>74.83±2.66</td>
<td>75.72</td>
<td>74.27</td>
</tr>
<tr>
<td>10</td>
<td>75.91±2.61</td>
<td>74.34</td>
<td>76.88</td>
</tr>
<tr>
<td>20</td>
<td>75.30±2.52</td>
<td>71.73</td>
<td>77.52</td>
</tr>
<tr>
<td>50</td>
<td>74.25±2.42</td>
<td>70.06</td>
<td>76.86</td>
</tr>
</tbody>
</table>
The processing time for EDR extraction of a sample recording using approximated PCA was 0.33 seconds and using segmented PCA was 4.32 seconds. Thus, both developed algorithms successfully performed and the approximated PCA method was approximately 13 times faster than the segmented PCA method. The processing time of measuring the EDR signal using the original PCA method for a sample overnight recording on a specialised desktop computer with 64GB of memory was over an hour and required a memory of about 9GB.

The accuracy of two PCA methods of EDR feature extraction for apnoea detection is demonstrated in Figure 5.13. The performance of ELM classifier for fan-out of 1 to 50 is shown. It revealed relatively better apnoea detection by approximated PCA method and the highest performance of ELM classification occurred for fan-out of 10 (340 hidden neurons). In the previous attempt of phase I, we measured the PCA method on an hour of the ECG recordings and obtained 79% of accuracy with 49% of sensitivity and 88% of specificity. The results from full overnight study is comparable and revealed better sensistivity and balanced performance. The approximated PCA method can be useful for other problems with high dimensional signal analysis.

<table>
<thead>
<tr>
<th>Fan-out</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>73.97±2.56</td>
<td>84.32</td>
<td>67.55</td>
</tr>
<tr>
<td>2</td>
<td>75.69±2.44</td>
<td>83.60</td>
<td>70.79</td>
</tr>
<tr>
<td>5</td>
<td>75.34±2.43</td>
<td>82.65</td>
<td>70.81</td>
</tr>
<tr>
<td>10</td>
<td>76.38±2.32</td>
<td>80.15</td>
<td>74.04</td>
</tr>
<tr>
<td>20</td>
<td>76.17±2.27</td>
<td>77.38</td>
<td>75.41</td>
</tr>
<tr>
<td>50</td>
<td>75.19±2.25</td>
<td>73.51</td>
<td>76.23</td>
</tr>
</tbody>
</table>

Table 5.8. Performance result from cross-validation by ELM classification of approximated PCA (MIT PhysioNet dataset).

Figure 5.13. The performance of ELM classifier for OSA detection using the EDR features obtained by two proposed PCA methods (MIT PhysioNet dataset).
5.2.2. Phase II: respiratory information comparison

In the phase II, we evaluated the respiratory information captured by the EDR methods and performed a side-by-side comparison of the discrimination information for identifying sleep apnoea contained in the chest respiratory effort signal and three methods of the EDR signal estimation. Phase II is mainly carried out in two steps; in the first step, the sample-based correlation of the estimated EDR signals and the chest respiratory effort signal was evaluated. We measured the sample-based correlation of three EDR signals (QRS area, segmented PCA and approximated PCA methods) against the chest respiratory signals from two databases (MIT PhysioNet Apnea-ECG database and St. Vincent’s database).

In the second step, apnoea classification of the chest respiratory effort signal and three methods of the EDR signal were assessed. We utilised the recordings of two databases, extracted identical features from one-minute epochs of every signal and applied the features to three machine learning techniques (ELM, LDA and SVM classifiers) to identify sleep apnoea. Three EDR signals (QRS area, segmented PCA and approximated PCA methods) and three chest respiratory effort signals were utilised. The respiratory effort signals included the full respiratory effort signal, the heart rate (HR) sampled and uniformly sampled respiratory signal. By comparing the performance results of the six signals for apnoea detection, the highest performing EDR estimation method and machine learning technique was chosen in order to use in phase III for optimisation of the final system.

![Figure 5.14](image)

Figure 5.14. a) A sample ECG signal from St. Vincent’s Dataset, and b) the result of applying baseline wander noise removal and Hilbert QRS detection.
Discussion

Step 1: sample-based correlation

In the first step of phase II, the Pearson linear correlation coefficient (CC) was measured separately for three EDR signals (QRS area method, segmented and approximated PCA methods) against the chest respiratory signals. The recordings of two databases were utilised for this phase. Simultaneously-recorded chest band and ECG recordings from eight overnight PSG data of the MIT PhysioNet Apnea-ECG database were used. The ECG signals and respiratory effort signals were both recorded at a sampling rate of 100 Hz. Also simultaneously recorded ECG signals and thoracic respiratory effort signals extracted from 25 overnight PSG data from the St. Vincent’s University Hospital, University College Dublin Sleep Apnea database were utilised. The ECG signals were sampled at 128Hz and the thoracic respiratory effort signals were sampled at 8 Hz.

Prior to EDR estimation, the baseline wander noise was first removed from the ECG recordings and the Hilbert QRS detection algorithm was applied to the clean ECG signals (see sections 3.4 and 5.1.3). An example of the result of applying the baseline wander noise removal algorithm to an excerpt of the raw ECG signal from the St. Vincent’s dataset is demonstrated in Figure 5.14(b). The results of the detected QRS complexes are shown with red stars in Figure 5.14(b). The visual

Table 5.9. The correlation coefficient of the respiratory effort signals and the EDR signals for MIT PhysioNet dataset.

<table>
<thead>
<tr>
<th>Correlation Coefficients</th>
<th>Respiratory</th>
<th>Rec.1</th>
<th>Rec.2</th>
<th>Rec.3</th>
<th>Rec.4</th>
<th>Rec.5</th>
<th>Rec.6</th>
<th>Rec.7</th>
<th>Rec.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>QRS area</td>
<td>0.34</td>
<td>0.02</td>
<td>0.05</td>
<td>0.21</td>
<td>0.01</td>
<td>0.15</td>
<td>0.03</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>Segment PCA</td>
<td>0.14</td>
<td>0.06</td>
<td>-0.05</td>
<td>0.02</td>
<td>-0.01</td>
<td>0.18</td>
<td>0.06</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Approx.PCA</td>
<td>0.18</td>
<td>0.12</td>
<td>0.06</td>
<td>0.06</td>
<td>0.04</td>
<td>0.42</td>
<td>0.03</td>
<td>0.15</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.15. Illustration of the chest respiratory effort signal compared to three EDR signals including QRS area, approximated PCA, and segmented PCA. The EDR signals were time shifted and scaled to fit in the frame for demonstration.
observation of the baseline removed signal and the detected QRS beats showed a suitable performance of the algorithms.

The artefact removed ECG signals and the QRS detections were then used to estimate the EDR signals (QRS area method, segmented and approximated PCA methods) of the two databases, as explained in sections 3.5.2 and 5.1.3. The three estimated EDR signals in comparison with the chest respiratory effort signal for a sample recording of MIT PhysioNet Apnea-ECG database are displayed in Figure 5.15. It implies that the EDR signals follow the trend of the chest respiratory signal and display comparable behaviour. It should be noted that the temporal values were scaled and shifted to fit in the frame of Figure 5.15 for demonstration purpose.

In order to compare the correlation between the estimated respiratory signals from ECG against the chest respiratory effort signal, Pearson linear correlation coefficient (CC) is measured by the ratio of the covariance of two signals normalised to the product of the variance of the signals [318], [319],

\[
CC = \frac{C_{xy}}{\sigma_x \sigma_y}.
\]  

Table 5.10. The correlation coefficient of the QRS area EDR signal and the PCA EDR signals for MIT PhysioNet dataset.

<table>
<thead>
<tr>
<th>Correlation Coefficients</th>
<th>QRS area</th>
<th>Segment.PCA</th>
<th>Rec.1</th>
<th>Rec.2</th>
<th>Rec.3</th>
<th>Rec.4</th>
<th>Rec.5</th>
<th>Rec.6</th>
<th>Rec.7</th>
<th>Rec.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment.PCA</td>
<td>0.47</td>
<td>0.42</td>
<td>-0.16</td>
<td>0.31</td>
<td>-0.28</td>
<td>-0.12</td>
<td>0.27</td>
<td>0.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approx.PCA</td>
<td>0.62</td>
<td>0.51</td>
<td>0.31</td>
<td>0.67</td>
<td>0.88</td>
<td>0.54</td>
<td>0.38</td>
<td>0.81</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The correlation coefficient results of the chest respiratory effort signals and the three EDR signals are demonstrated in Table 5.9 and Table 5.11 for the two datasets. The correlation coefficient results of the QRS area EDR signals against the two PCA methods are shown in Table 5.10. The tables demonstrate the low correlation between respiratory signals and EDR methods indicating low similarity in sample by sample comparison. The negative correlation coefficient occurred in segmented PCA EDR method for some records may be caused by the random sign of eigenvalues which in some cases results in opposite behaviour of the signals. On the other hand, the correlation between different methods of EDR measurement, indicated in Table 5.10, revealed higher results and was reasonably appropriate.

Although, Figure 5.15 manifested a homogeneous trend of EDR signals and respiratory effort signal, the sample based correlation measurements between EDR signals and respiratory effort signals of Table 5.9 and Table 5.11 manifested low level of equivalence in terms of sample by sample analogy. In the following step, we investigated the performance of the ECG extracted respiratory signals in sleep apnoea detection and compared the performance against the chest respiratory effort signals in
Discussion

Table 5.11. The correlation coefficients of the respiratory signals and the EDR signals for the St. Vincent’s dataset.

<table>
<thead>
<tr>
<th>Records</th>
<th>Resp.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>QRS.</td>
<td></td>
<td>.02</td>
<td>.02</td>
<td>.01</td>
<td>.02</td>
<td>.02</td>
<td>.01</td>
<td>.03</td>
<td>.01</td>
<td>.02</td>
<td>.01</td>
<td>.02</td>
<td>.01</td>
<td>.03</td>
<td>.04</td>
<td>.03</td>
<td>.04</td>
<td>.03</td>
<td>.05</td>
<td>.04</td>
<td>.01</td>
<td>.01</td>
<td>.03</td>
<td>.03</td>
<td>.03</td>
<td>.03</td>
</tr>
<tr>
<td>Seg.</td>
<td></td>
<td>.01</td>
<td>.01</td>
<td>.02</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>.03</td>
<td>.03</td>
<td>.03</td>
<td>.03</td>
<td>.03</td>
<td>.02</td>
<td>.02</td>
<td>.01</td>
<td>.01</td>
<td>.02</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Appr.</td>
<td></td>
<td>.01</td>
<td>.01</td>
<td>.02</td>
<td>.03</td>
<td>.04</td>
<td>.02</td>
<td>.01</td>
<td>.02</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>.03</td>
<td>.03</td>
<td>.01</td>
<td>.02</td>
<td>.02</td>
<td>.01</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>.03</td>
<td>.02</td>
<td></td>
</tr>
</tbody>
</table>

Resp.: Respiratory effort signal, QRS: QRS area EDR signal, Seg.: Segmented PCA EDR signal, Appr.: Approximated PCA EDR signal

apnoea classification, described as follows. Our hypothesis was that, while the shape of the EDR did not correlate well with the respiratory signal and the sample-based correlation results were not satisfactory, the discriminative information based on respiration for sleep apnoea detection was preserved in the EDR.

**Step 2: apnoea classification**

In the second step of Phase II, the EDR signals and respiratory effort signals of both datasets were utilised for minute-by-minute apnoea recognition and the classification performance were compared using a leave-one-out cross validation method. Homogenous signal processing algorithms and machine learning techniques were applied to both datasets.

We note that each EDR technique provides one sample of the EDR per heartbeat. In order to investigate the impact of the heart rate sampling of EDR signals, we compared them against three

![Figure 5.16](image_url)

Figure 5.16. A sample recording from the MIT PhysioNet database, (a) the full respiratory signal, (b) the QRS area EDR signal, (c) the heartbeat sampled respiratory effort signal and (d) the evenly sampled respiratory effort signal. OSA events started at the 115.85 minutes (lasted for 10s) and 116.55 minutes (lasted for 12s).
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forms of the chest respiratory effort signals; the full respiratory effort signal, the heart rate or QRS-sampled respiratory signal (HR sampled signal) and the uniformly sampled respiratory signal (see section 5.1.2). By including the uniformly sampled signal, we investigated whether the unevenly sampling rate of the EDR signals is affecting the results. Thus, six signals were evaluated in this step.

Figure 5.16 demonstrates a sample of an excerpt of the full chest respiratory signal compared to the HR sampled chest respiratory signal, uniformly sampled chest respiratory signal and QRS area EDR signal of the MIT PhysioNet dataset, displaying comparable behaviour.

In order to conduct a systematic comparison of one-minute epoch classification, each EDR and respiratory signals was segmented into one-minute epochs and 34 identical features (two time domain features including the average and standard deviation of the signal amplitude plus 32 interval-based PSD features of each epoch) were extracted.

![PSD spectrograms of five respiratory effort signals of the MIT PhysioNet dataset.](image)

Figure 5.17. The PSD spectrograms of five respiratory effort signals of the MIT PhysioNet dataset. (a) Illustration of labels (apnoea=1, normal=0) from expert annotations, (b) PSD features of chest respiratory effort signal, (c) QRS (heart rate) sampled respiratory signal, (d) QRS area EDR, (e) segmented PCA EDR and (f) approximated PCA EDR signal.
Figure 5.17 shows an example of the PSD spectrograms derived from five respiratory signals with the frequency content of the signals illustrated in the lighter colour compared to the background. It also demonstrates the normal-apnoea labels per one-minute epochs from the provided annotations with the database. The PSD spectrograms of all of the respiratory signals have shown variations corresponding to the apnoea labels (shown in the top sub-figure, Figure 5.17(a)). The resemblance is quite prominent in the spectrograms from the respiratory signal, the HR sampled respiratory signal and the uniformly sampled respiratory signal compared to the EDR signals. The respiration model can be identified as the brighter colour which has a narrow and well-distinguished pattern for the intervals with normal labels and distorted pattern in apneic intervals. The QRS area EDR spectrogram appears to capture the steady breathing activity during normal breathing better than the PCA based EDRs.

We also aimed to investigate whether machine learning techniques other than ELM classifier (used in phase I) can enhance the apnoea detection. Thus, in this phase, classification of the minute-by-minute segments of the signals was evaluated using the machine learning techniques (ELM, LDA and SVM methods). The matrices of features were used to train the classifiers and each signal was evaluated individually through leave-one-record-out cross validation for each classifier. Every segment of every signal was classified into one of two classes: apnoea or non-apnoea.

We first utilised ELM classifier with the characteristics chosen in phase I (see section 5.2.1). The only

Table 5.12. The cross validation results of the MIT PhysioNet dataset with 34 features for apnoea detection.

<table>
<thead>
<tr>
<th>Signals</th>
<th>Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respiratory</td>
<td>77.3±1.8</td>
<td>91.0</td>
<td>67.9</td>
<td>0.88</td>
</tr>
<tr>
<td>HR Sampl Resp</td>
<td>78.5±1.5</td>
<td>89.6</td>
<td>70.9</td>
<td>0.88</td>
</tr>
<tr>
<td>Uniform Sampl Resp</td>
<td>79.3±1.5</td>
<td>90.4</td>
<td>71.6</td>
<td>0.89</td>
</tr>
<tr>
<td>QRS Area</td>
<td>79.6±2.3</td>
<td>87.5</td>
<td>74.2</td>
<td>0.89</td>
</tr>
<tr>
<td>Approx. PCA</td>
<td>73.8±2.5</td>
<td>84.2</td>
<td>66.7</td>
<td>0.81</td>
</tr>
<tr>
<td>Segment. PCA</td>
<td>63.0±3.9</td>
<td>50.8</td>
<td>71.4</td>
<td>0.69</td>
</tr>
<tr>
<td>HR LDA classifier</td>
<td>87.4±2.7</td>
<td>85.6</td>
<td>90.2</td>
<td>0.94</td>
</tr>
<tr>
<td>Uniform Samp Resp</td>
<td>86.4±3.2</td>
<td>83.4</td>
<td>90.7</td>
<td>0.94</td>
</tr>
<tr>
<td>QRS Area</td>
<td>84.4±4.1</td>
<td>84.1</td>
<td>90.3</td>
<td>0.94</td>
</tr>
<tr>
<td>Approx. PCA</td>
<td>65.3±10.8</td>
<td>60.9</td>
<td>67.4</td>
<td>0.71</td>
</tr>
<tr>
<td>Segment. PCA</td>
<td>68.3±8.2</td>
<td>78.5</td>
<td>49.3</td>
<td>0.75</td>
</tr>
<tr>
<td>SVM classifier</td>
<td>87.4</td>
<td>86.0</td>
<td>88.4</td>
<td></td>
</tr>
<tr>
<td>Respiratory</td>
<td>80.9</td>
<td>70.8</td>
<td>87.7</td>
<td></td>
</tr>
<tr>
<td>Uniform Samp Resp</td>
<td>69.4</td>
<td>64.8</td>
<td>72.6</td>
<td></td>
</tr>
<tr>
<td>Segment. PCA</td>
<td>66.4</td>
<td>49.5</td>
<td>76.1</td>
<td></td>
</tr>
</tbody>
</table>

Resp = respiratory, HR Samp Resp = Heart rate (QRS) sampled respiratory, approx. = approximated, Segment = Segmented.
difference was the fan-out which was set to 10, as this was previously found to give the optimal performance. We performed the training and testing of SVM classification using LibSVM [289].

The cross validation results of the signals for the two databases using three classifiers are shown in Table 5.12 and Table 5.13. The results revealed that the full chest respiratory effort signal obtained the highest performance of apnoea recognition using LDA classifier with an accuracy of 87%.

Table 5.13. The cross validation results of the St Vincent’s dataset with 34 features for apnoea detection.

<table>
<thead>
<tr>
<th>Signals</th>
<th>Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ELM classifier (Fan-out=10)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Respiratory</td>
<td>67.5±1.2</td>
<td>45.5</td>
<td>75.1</td>
<td>0.66</td>
</tr>
<tr>
<td>HRSampl Resp</td>
<td>61.8±1.0</td>
<td>44.7</td>
<td>68.0</td>
<td>0.61</td>
</tr>
<tr>
<td>UniformSamplResp</td>
<td>61.2±1.0</td>
<td>44.7</td>
<td>66.0</td>
<td>0.61</td>
</tr>
<tr>
<td>QRS Area</td>
<td>62.9±1.2</td>
<td>54.4</td>
<td>65.8</td>
<td>0.62</td>
</tr>
<tr>
<td>Approx PCA</td>
<td>61.5±1.3</td>
<td>53.8</td>
<td>64.2</td>
<td>0.62</td>
</tr>
<tr>
<td>Segment PCA</td>
<td>61.6±1.3</td>
<td>48.8</td>
<td>66.0</td>
<td>0.60</td>
</tr>
<tr>
<td><strong>LDA classifier</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Respiratory</td>
<td>67.9±1.9</td>
<td>68.0</td>
<td>67.7</td>
<td>0.69</td>
</tr>
<tr>
<td>HRSampl Resp</td>
<td>61.5±2.1</td>
<td>60.7</td>
<td>63.6</td>
<td>0.62</td>
</tr>
<tr>
<td>UniformSamplResp</td>
<td>61.8±2.1</td>
<td>60.6</td>
<td>65.4</td>
<td>0.62</td>
</tr>
<tr>
<td>QRS Area</td>
<td>65.6±1.3</td>
<td>66.6</td>
<td>62.7</td>
<td>0.68</td>
</tr>
<tr>
<td>Approx PCA</td>
<td>65.6±1.7</td>
<td>67.4</td>
<td>60.5</td>
<td>0.70</td>
</tr>
<tr>
<td>Segment PCA</td>
<td>65.8±1.8</td>
<td>67.4</td>
<td>61.1</td>
<td>0.68</td>
</tr>
<tr>
<td><strong>SVM Classifier</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Respiratory</td>
<td>67.7</td>
<td>68.5</td>
<td>67.1</td>
<td></td>
</tr>
<tr>
<td>HRSampl Resp</td>
<td>Not obtained</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UniformSamplResp</td>
<td>Not obtained</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QRS Area</td>
<td>65.7</td>
<td>61.2</td>
<td>64.1</td>
<td></td>
</tr>
<tr>
<td>Approx. PCA</td>
<td>65.5</td>
<td>62.5</td>
<td>63.4</td>
<td></td>
</tr>
<tr>
<td>Segment. PCA</td>
<td>65.9</td>
<td>60.0</td>
<td>66.5</td>
<td></td>
</tr>
</tbody>
</table>

Resp = respiratory, HRSampl Resp = Heart rate (QRS) sampled respiratory, approx. = approximated, Segment = Segmented.
sensitivity of 86%, specificity of 90%, and ROC AUC of 0.94 for the *MIT PhysioNet* dataset and an accuracy of 68%, sensitivity of 68%, specificity of 68%, and AUC of 0.65 for the *St. Vincent’s* dataset. This result is not unexpected as the full respiratory signal carries the most detailed information about respiration and, presumably about sleep apnoea, compared to the other signals considered. However, for the *MIT PhysioNet* data, remarkably close performance was achieved using the heartbeat sampled respiratory signal – with an accuracy of 86.4%, sensitivity of 83.4% and specificity of 90.7%. This suggests that despite the sub-sampling process, which substantially reduced the number of samples from 100 Hz to approximately 1 Hz (considering average human heart rate), the information significant for sleep apnoea detection is still retained. The decrease of accuracy for sub-sampled respiratory signals of the *St. Vincent’s* dataset might exist due to the extra sampling

![Figure 5.19](image)

*Figure 5.19. The histograms of five examples of the input features (three PSD features, the average and standard deviation feature) of the ELM classifier and the outputs of the hidden layer units for a sample PhysioNet data.*
instant quantisation that was introduced by the 8 Hz sampling rate of the chest respiratory recordings. The highest accuracy among the EDR methods was achieved by QRS area method using LDA classifier of 84% with sensitivity of 84%, specificity of 77% and ROC AUC of 0.91 for the MIT PhysioNet dataset and accuracy of 66%, sensitivity of 67% and specificity of 63% for the St. Vincent’s dataset. Moreover, the processing time for the EDR estimation using the QRS area method for a sample overnight recording was 0.041 seconds, which is about eight times faster than that for the approximated PCA method. For the St. Vincent’s dataset, the three EDR methods obtained comparable performance by both classifiers with relatively higher ROC AUC of 0.70 by approximated PCA EDR using LDA classifier.

For MIT PhysioNet data, the apnoea detection accuracy of the QRS-area EDR is 6.1% less than the result of the full chest respiratory effort signal. The sensitivity is almost identical to sensitivity of the respiratory effort signal while the specificity is 13% less. Comparing the three EDR methods reveals that the QRS area-EDR estimation has performed much better in apnoea detection than either PCA based EDR estimations in terms of the accuracy, sensitivity and specificity.

The standard deviation of the accuracies (using LDA classifier) across the recordings of the St. Vincent’s dataset was around 2%, while it varied between 2% to 11% for the MIT PhysioNet dataset as a result of the intra-subject variability. The results of the St. Vincent’s dataset are worse than the results of the MIT PhysioNet dataset. It can be due to the fact that the recordings of the MIT PhysioNet dataset contain only OSA events, while the recordings of the St. Vincent’s dataset contain different types of the sleep apnoea (obstructive, central, mixed sleep apnoea and hypopnea).

The LDA classifier provided the highest performance of apnoea detection among the three utilised machine learning techniques. The histograms of some examples of the input features (three PSD features, average value and standard deviation) of the ELM classifier from a sample PhysioNet data and the histograms of five examples of the outputs of the hidden units are shown in Figure 5.19. The input features show Gaussian distributions and saturation can be observed in the output of the hidden layer after applying the random input weights and the non-linear function (tanh) to the input features. It will be further discussed in section 5.3.2. The performance results of the SVM classifier are almost equivalent to the performance results obtained by LDA classifier. Thus, based on the identical results, utilising LDA was preferred as a technique providing simpler and faster processing for the following optimisation phase of the final system.

The ROC of the respiratory effort signal is displayed in Figure 5.18 in comparison with ROC of three EDR methods for the MIT PhysioNet database. It shows that the QRS area EDR achieves the highest AUC which was almost equivalent to the respiratory effort signal. The PCA EDR signals resulted in relatively similar AUC, while approximated PCA EDR signal presented slightly higher AUC than the segmented PCA EDR signal.
5.2.3. Phase III: optimising apnoea detection

In phase III, we optimised the final system performance and boosted the results of the top performing EDR signal by deriving further features, combining the features and optimising the temporal information for the apnoea detection. The results of this phase are demonstrated in three measures; one-minute epoch apnoea classification, AHI estimation and subject-based apnoea detection.

First, we extracted the RR-interval (HRV) features, with the signal processing steps shown in the block diagram in Figure 5.20. In this approach, noise removal was applied to the ECG signals (see sections 3.3, 3.4 and 3.5.1). RR-intervals were computed using QRS complexes provided with the *MIT PhysioNet Apnea-ECG* database and using the output of the Hilbert QRS detection algorithm for *St. Vincent’s* database, as discussed in section 3.4. In order to refine the performance of the QRS detector, a QRS revision algorithm was carried out and the sequence of improved RR-intervals were obtained (see section 3.4 [38]).

Two temporal optimisation methods were applied to every feature set measurement in this phase. According to the results of the studies by de Chazal et al., a 30-second overlap applied to every one-minute epoch improves the results of apnoea detection [320]. Thus, the 34 features (the average and standard deviation of the signal amplitude plus 32 interval-based PSD features) were derived from 30 seconds overlapped one-minute epochs of the corrected RR-intervals (see sections 3.6.2 and 5.1.4). The authors also found that adjacent epochs are not independent in sleep apnoea classification and by averaging the features of every epoch with the features of the adjacent epochs, the relation of the surrounding epochs is taken into account and the classification performance can be further improved [69], [71]. According to the results of the study, we chose to average every seven adjacent segments, which was indicated to produce the maximum accuracy for classification [71]. Through this approach, the features of every one-minute epoch was replaced by the averaged features of the epoch with the three neighbour epochs on each side. It should be noted that the features of the first three and last three epochs were averaged with the available neighbours. Finally, the matrix of the averaged HRV features was applied to the classifier for apnoea detection.

Discussion

![Figure 5.20. Schematic representation of the first step of phase III of our proposed ECG system for apnoea detection using HRV features.](image-url)
The other feature set extracted in this phase are cardiopulmonary coupling (CPC) features (see section 3.6.1 with the block diagram shown in Figure 3.6). To calculate the CPC features, the DFT was applied on 30 seconds overlapped one-minute epochs of both zero-mean RR-intervals and the highest performing EDR signal (QRS area method) which were zero padded to 256-points. Then, the pairwise multiplied DFT coefficient was used to measure the absolute value. Finally, every four adjacent bins were averaged and first half of the 64 points were used as 32 CPC features \((\text{cycles/interval})\). Finally, the second temporal optimisation method, the seven epochs averaging of the features, was applied to the CPC feature set which was then used for sleep apnoea classification.

The other feature set was extracted from the highest performing EDR signal (QRS area method), with the block diagram shown in Figure 5.21. In this step, the EDR signals were first segmented into one-minute epochs. The features (32 PSD features, average and standard deviation) were produced for one-minute epochs overlapped by 30 seconds [320]. Then, the features of every seven epochs were averaged and the matrix of averaged features was applied to the classifier for sleep apnoea detection.

The LDA classifier was utilised for the optimisation phase as it showed the highest performance in the previous sections as well as it provides a simple and fast computational process. The LDA model was optimised using the maximum likelihood estimators for the mean and common covariance matrix and the class with the highest posterior probability estimate selected as the winning class.

In addition to apnoea classification using every individual features set, we used the late integration approach for apnoea detection using the combined features. The 34 EDR features, 34 HRV features and 32 CPC features measured over each one-minute epochs were used to form a combined feature set. Thus, it resulted in a matrix of 100 features for every minute of the ECG recording and was

![Diagram](image)

Figure 5.21. Schematic representation of the second step of phase III, optimising sleep apnoea detection, using two methods of 30 seconds overlaps of the epochs and averaging the features of every three epochs.

Table 5.14. The cross-validation results of 35 recordings of PhysioNet dataset for averaged features of each three adjacent epochs.

<table>
<thead>
<tr>
<th>Features</th>
<th>Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LDA classifier</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QRS EDR</td>
<td>84.6±3.5</td>
<td>81.6</td>
<td>87.7</td>
<td>0.92</td>
</tr>
<tr>
<td>RR</td>
<td>83.4±2.2</td>
<td>80.9</td>
<td>89.8</td>
<td>0.90</td>
</tr>
<tr>
<td>CPC</td>
<td>87.7±1.4</td>
<td>86.8</td>
<td>88.8</td>
<td>0.94</td>
</tr>
<tr>
<td>QRS\text{EDR+RR+CPC}</td>
<td>89.2±1.6</td>
<td>89.9</td>
<td>87.9</td>
<td>0.95</td>
</tr>
</tbody>
</table>

CPC = Cardiopulmonary Coupling, 34 EDR, 34 RR, 32 CPC
applied to the LDA classifier. The cross validation results of apnoea identification by three feature sets and the combined features for the two databases are demonstrated in Table 5.14 and Table 5.15.

As revealed for the 35 recordings of the MIT PhysioNet dataset, the highest performance of apnoea recognition among the individual features corresponds to the CPC signals with accuracy of 88%, sensitivity of 87%, specificity of 89%, and ROC AUC of 0.94, followed by the EDR features with accuracy of 85%, sensitivity of 82%, specificity of 88% and ROC AUC of 0.92. The combined features obtained the highest apnoea classification with an accuracy of 89%, sensitivity of 90% and specificity of 88%, and AUC of 0.94.

The results of the 25 recordings of the St. Vincent’s dataset (Table 5.15) revealed that among the individual features, CPC achieved the highest accuracy of 70% and ROC AUC of 0.74, while among all, the combined features obtained the highest accuracy of 71% and ROC AUC of 0.75.

In the second step of phase III, after obtaining one minute epoch classification, the AHI was estimated by measuring the number of one-minute epochs labelled as an apnoea class over the total length of the recording (in minutes). The predicted apnoea index versus the true apnoea index provided with the datasets is presented for both datasets in Figure 5.22. The MIT PhysioNet data contains recordings in three classes including, apnoea class, borderline, and normal or control class. The apnoea class includes recordings with more than an hour with apnoea index of over 10 which also should include more than 100 minutes of apnoea epochs (20 records). The borderline class comprises of the recordings with minimum an hour of apnoea index of 5 or more which also should include 5 to 99 minutes of apnoea epochs (5 records). The third class is the normal class which corresponds to the recordings with less than 5 minutes of apnoea epochs (10 records). For the St. Vincent’s dataset, apnoea class was defined as the records with AHI over 10 while the normal class corresponds to the records with AHI below 10. The results of AHI estimation for MIT PhysioNet dataset (Figure 5.22(a)) shows that all of the records with apnoea labels and normal labels were classified correctly. The results of AHI for the St. Vincent’s database shows that only two records with an apnoea label and two records with normal labels were classified incorrectly.

The confusion matrices for two databases are shown in Table 5.16 and Table 5.17. With the labelling scheme of the MIT PhysioNet database, explained above, the data between AHI of 5 and 10 is labelled

<table>
<thead>
<tr>
<th>Features</th>
<th>Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA classifier</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QRS EDR</td>
<td>67.8±1.4</td>
<td>70.0</td>
<td>61.5</td>
<td>0.64</td>
</tr>
<tr>
<td>RR</td>
<td>67.5±2.2</td>
<td>67.9</td>
<td>66.5</td>
<td>0.68</td>
</tr>
<tr>
<td>CPC</td>
<td>69.6±2.0</td>
<td>70.9</td>
<td>64.9</td>
<td>0.74</td>
</tr>
<tr>
<td>QRS + RR + CPC</td>
<td>70.6±1.9</td>
<td>72.8</td>
<td>69.9</td>
<td>0.75</td>
</tr>
</tbody>
</table>

CPC = Cardiopulmonary Coupling, 34 EDR, 34 RR, 3 CPC features
as borderline. Accordingly, two of the normal records are classified as borderline, four records from borderline class are classified as apnoea and one borderline data is classified as the borderline. All of the records from apnoea class (AHI over 10) were classified correctly (TP = 20). The confusion matrix of St. Vincent’s database shows the two classes of normal (AHI less than 10) and apnoea class (AHI over 10).

Finally, we measured the subject-based sleep apnoea detection. Using the AHI measures, the record-based apnoea detection was achieved by labelling the records with AHI of over 10 as sleep apnoea patient and the subjects or records with AHI of less than 10 as normal subject. It revealed that our algorithm discriminates normal from apnoea records for MIT PhysioNet database with an accuracy of 100% and for St. Vincent’s database with an accuracy of 84%. The performance difference of the two databases probably relates to the heterogeneity of the St. Vincent’s database containing recordings from control subjects and patients with obstructive, mixed and central sleep apnoea events; while, the MIT PhysioNet recordings are obtained from control subjects and obstructive sleep apnoea patients. The results will be further discussed in the following section.

Table 5.16. The confusion matrix for MIT PhysioNet database.

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Actual</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Normal</td>
</tr>
<tr>
<td>Normal</td>
<td>8</td>
</tr>
<tr>
<td>Borderline</td>
<td>2</td>
</tr>
<tr>
<td>Apnoea</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 5.22. Predicted AHI by LDA classifier versus target AHI for; a) PhysioNet dataset which the records with AHI over 10 are classified as apnoea and the other records with AHI of less than 10 were categorized as normal or control. The dataset also contains records annotated as borderline which were classified in either of two classes. b) St. Vincent dataset that the records with AHI over 10 classified as apnoea and those with AHI less than 10 labelled as normal.
5.3. Discussion

The results of the developed algorithms were examined in three main phases and the same order of the phases is followed in this section for discussing the results.

5.3.1. Phase I

We proposed two algorithms based on the PCA method to enable EDR estimation from lengthy recordings such as ECG signals. For apnoea detection studies, PCA analysis of overnight recordings is required and the need to store a large covariance matrix leads to a standard PC running out of memory. For the PCA algorithm, the dominant computation is the calculation of the eigenvalues and eigenvectors, which grows with the cube of the length of the recording [321]–[323], which places a limit on the length of the ECG recording that can practically be processed. The size of the covariance matrix for the PCA based method calculated over each full recording (with an average length of 8 hours at 100 Hz sampling rate) was approximately $30,000 \times 30,000$. Thus, the memory required for the PCA method to be applied to an average full recording was over 8 GB which was not plausible with a standard PC (Core i7 processor and 8GB RAM).

We developed two methods (segmented and approximated PCA) to resolve the computational issues of this PCA application on lengthy recordings. The approximation method is computationally fast and has low memory requirements compared to the full PCA method. The average memory required for the EDR estimation of the overnight recordings using approximated PCA method is 1 GB and the computation grows linearly with the length of the recording. The memory required for the segmented PCA method is approximately 3 GB and the computation again scales with the length of the recording. Compared to the memory required for applying the full PCA method to an overnight recording which is about 9 GB, our developed methods save memory space. Our presented methods performed well on overnight ECG recordings and can also process even longer signals if required.

The other important factor in processing the ECG, besides the performance measures and memory requirement is the processing time. The two proposed PCA based techniques reduced the computation time for EDR estimation. As reported in section 5.2.3, the processing time of EDR measurement of a

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Actual</th>
<th>Normal</th>
<th>Apnoea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Apnoea</td>
<td>2</td>
<td>18</td>
<td></td>
</tr>
</tbody>
</table>
sample overnight ECG recording for the segmented PCA method was about 4.3 seconds, and the approximated PCA required about 0.3 seconds on a standard PC with Core i7 processor. When we estimated EDR using the original PCA method on a sample overnight ECG recording on a specialised desktop computer with 64GB of memory, the processing time was over an hour. We also note that the processing time for the EDR estimation of a sample recording using the QRS area method was 0.041 seconds.

Overall, the innovation of the proposed algorithms was rectifying the high memory requirement of the full PCA method for processing lengthy recordings. More importantly, the computation and processing time scaled with the length of the recording rather than the cube of the length of the recording required by the full PCA method without compromising the accuracy.

The computational limitations, mentioned in previous studies of PCA methods for EDR estimation, have restricted the implementations to use a selection of recordings of less than an hour [70], [72], [73]. For instance, Widjaja et al. in 2012 manually selected 5 minutes of the total recording per subject and applied the PCA method [73]. Another study on PhysioNet dataset by Varon et al. in 2015 using PCA method for EDR estimation selected 6000 ECG segments for the training set (324 minutes from 34 recordings in total), reporting an accuracy of 84.74%, a sensitivity of 84.71%, a specificity of 84.69% and a AUC of 88.07% for their optimised system [72]. In contrast, we utilised 35 full recordings (35×500 segments) and applied the developed algorithm to the full recordings with comparable results to Varon et al.

To our knowledge, we are the only team that has applied PCA to estimating the EDR on full overnight ECG recordings. The approximated and segmented PCA methods can be useful for other problems with high dimensional signal analysis.

It should be noted that multiple iteration comparison and the hyperparameter searching to optimise the machine learning techniques can introduce a bias to the model. It is increasingly recognised in multilayer neural networks that the hyperparameter searching, whether explicitly performed or implicitly, by the usual human-in-the-loop search for optimal network structures and parameters, represents a type of overfitting [324]–[328]. The overfitting occurs due to the fact that it feeds back and corrects the error on the test data set, rather than the training dataset.

### 5.3.2. Phase II

In phase II of this analysis, we answered the question that appears to be unanswered in the literature thus far; “in comparison to the actual respiratory effort signals, how well does the EDR capture breathing information relevant for sleep apnoea detection?”. Remarkably close performance on the MIT PhysioNet database was achieved from the LDA classifier for the full respiratory signal and the HR-resampled respiratory signal (see Table 5.12 and Table 5.13). The sensitivity and specificity of
HR-resampled respiratory signal were also comparable with results from the full respiratory effort signal.

The highest performance in sleep apnoea detection using the EDR signals was achieved by the QRS-area method using the LDA classifier. Moreover, exploring the ROC of the respiratory effort signal in comparison with the QRS-area EDR signal provided further evidence of their comparable performance in the apnoea detection. This suggests that despite the sub-sampling process, which substantially reduced the number of samples from 100 Hz to approximately 1 Hz (considering average human heart rate), the information significant for sleep apnoea detection is still retained by these sub-sampled signals. While, there is some degradation of the discriminative information in the EDR signal relative to the respiratory effort signal, there still seems to be sufficient information for the EDR signal to be of use for accurate apnoea classification.

When we compared the performance results of the EDR methods (QRS-area, segmented PCA and approximated PCA), the QRS area method surpassed the PCA techniques and was closer to the result of the respiratory effort signal. Moreover, the processing time for estimating the EDR signal using the QRS area method for a sample overnight recording was about eight times faster than that for the approximated PCA method. A visual comparison of the PSD spectrograms (see Figure 5.17) revealed that the respiratory patterns and the variations corresponding to the apnoea labels are distinguishable in every respiratory signal and EDR signal. The resemblance is quite apparent in the spectrograms of the respiratory signal and the HR sampled respiratory signal compared to the EDR signals. In fact, the QRS area EDR spectrogram appears to capture the steady breathing activity during normal breathing better than the PCA based EDRs. A reason behind this can be the fact that we did not detect and eliminate the ectopic beats and they may have affected the PCA-based measurement, while they may have less impact on the linear QRS area method. The ROC comparison also confirmed that the QRS area EDR leads to the highest AUC among the EDR methods, which is almost equivalent to the AUC of the respiratory effort signal. Thus, the QRS area method was chosen as the highest performing EDR signal for apnoea detection for optimising the final system (for phase III).

We note that the trends of the performance results of the St. Vincent’s database for the respiratory signals are different from the results of the MIT PhysioNet database (see Table 5.12 and Table 5.13). The respiratory effort signal obtained an accuracy of 68% and the HR-resampled respiratory signal achieved an accuracy of 62%, all three EDR methods obtained an accuracy of 66% for the St. Vincent’s database. We hypothesise that the difference in the trends is due to the 8 Hz sampling rate of the respiratory effort signals of the St. Vincent’s database. When the respiratory signal was resampled at the heart beats, extra quantisation noise was introduced into the system as each heart beat was quantised to the nearest 1/8th second. This potentially degraded the performance results of
the HR resampling respiratory signals. An obvious area of future work is to compare the methods on other databases where the respiratory signals are acquired at a higher sampling rate.

We also examined the performance of three automated machine learning algorithms (see Table 5.12 and Table 5.13). The highest performing approach was the LDA with almost equivalent performance results obtained by the SVM. Thus, based on the similar results of LDA and SVM, utilising LDA was preferred as it provided simpler and much faster processing. We found that the performance of the ELM classifier was notably worse than the other two methods. It can be observed from the histograms of the input features and hidden units outputs of the ELM classifier, shown in Figure 5.19, that the ELM interferes with the Gaussian distribution of the input data. By randomly combining the input data and applying a non-linear transformation, the distribution of the resulting data was highly non-Gaussian, which we hypothesised caused the poor performance of the ELM classifier. To explore this further a linear regression classifier, which is equivalent to an ELM classifier with no hidden layer, was used to process the data. The results of the linear regression classifier showed better performance (an accuracy of 87% for the respiratory signal and 84% for the QRS area EDR signal of the PhysioNet dataset) compared to the ELM classification results. This confirmed that in our application, there was no benefit from the non-linearity and randomly combining features and projecting the features to a higher space using the ELM classifier.

Interestingly, both QRS EDR method and the LDA classifier that were chosen as the highest performing technique and they both involve the simplest implementation and the least computational effort.

Overall, the reduction in apnoea detection introduced by the EDR process does not appear to be related to the heartbeat sampling process, but is likely due to fact that the EDR only detects the chest wall movement at one site. Nevertheless, given the reduced invasiveness to the patient by the ECG sensor compared to the chest band, we believe that the results demonstrate that the EDR does capture worthwhile breathing effort information for sleep apnoea detection. We also note that the HRV information from the ECG is independently useful for the identification of sleep apnoea events and further boosts the performance of an ECG based apnoea detection system. Thus, we added the HRV and CPC information for optimising the performance of the final system in phase III.

**5.3.3. Phase III**

In phase III, we combined the features of the highest performing EDR method (QRS-area) with HRV and CPC features and applied two temporal based optimisation methods. Our best results using the individual HRV features (accuracy 84%, sensitivity 81%, specificity 90% and AUC 0.90) are comparable with and even outperforms the results obtained by other researchers [190], [267], [329]. Mietus et al. in 2000 obtained a minute by minute accuracy of 82.1% and subject-based accuracy of
86.6% on the same PhysioNet database [178]. Isa et al. in 2010 obtained a minute by minute classification with an AUC of 0.85 with their highest performing model and a subject based classification accuracy of 74% on the PhysioNet database [329]. Comparatively, our optimised system obtained 100% subject-specific classification accuracy.

Our apnoea classification results using the QRS area EDR features (accuracy 85%, sensitivity 82%, specificity 88% and AUC 0.92) are also comparable to the results of the previous studies [71], [235]. A study by Correa et al. in 2009 compared the apnoea detection of three methods of EDR estimation (R wave area, HRV and R peak amplitude) on eight recordings of the PhysioNet database. Their highest performing EDR method obtained both sensitivity and specificity of 88% [235]. In a study by de Chazal et al. in 2003, the highest performing model using the EDR features obtained an accuracy of 86%, a sensitivity of 80% and a specificity of 90% [71].

By implementing the CPC features for apnoea recognition, the results surpassed the performance of the EDR and HRV features, presumably as it incorporates the information of both signals. For the final optimisation, we combined the features of the EDR signal with HRV and CPC features after applying the temporal optimisation techniques. The balanced performance measures are evidence of a well-balanced system for apnoea recognition.

The apnoea detection performance results of the St. Vincent’s database are 16% lower than the results of the MIT PhysioNet database and the ROC AUC is 0.18 lower. While there are differences in the results, the trends on the two databases are similar. The performance difference on the two databases probably relates to the selection of the recordings. The St. Vincent’s database represents a set of recordings from sequentially-admitted patients assessed for suspected sleep apnoea. It contains control subjects and patients with obstructive, mixed and central sleep apnoea events. The MIT PhysioNet database was a more homogeneous database as it contains control subjects and patients with primarily obstructive sleep apnoea and who demonstrated bradycardia/tachycardia responses to obstructive events. Given the increased heterogeneity of the St. Vincent’s database, perhaps it is not surprising our results were not as good as compared to the MIT PhysioNet database.

The outcomes of the final system were comparable to the best outputs of the algorithms presented in the literature [38], [71], [72], [63], [241]. A study by Schrader et al. in 2000 on the PhysioNet database reported an accuracy of 87.6% [188]. Mendez in 2007 used an autoregressive model on the PhysioNet database and reported an accuracy of 86% [240]. A research by Xie et al. in 2012 utilised combined classifiers including, AdaBoost, Decision Stump, Bagging and SVM and feature selection from ECG and SPO2, which showed the highest accuracy of 84.4% and a specificity of 85.9% [241]. A study by de Chazal et al. in 2003 obtained the highest results using the RR-interval features and the EDR features with the LDA classifier with an accuracy of 90.0%, a sensitivity of 86.4% and a specificity of 92.3% [71].
An objective of this study was to extend the work by de Chazal et al. in 2003 [71]. To achieve this, we undertook a comprehensive evaluation of the system by comparing the performance of different classifiers and EDR estimation methods, as well as an additional novel feature extraction for sleep apnoea detection. In this thesis, we implemented different EDR methods (QRS area, segmented PCA, approximated PCA and kernel PCA) and extracted CPC features. We compared the respiratory information of the EDR methods with the chest respiratory effort (RIP) signals. We also evaluated the performance results using three different machine learning techniques (LDA, ELM and SVM classifier). Moreover, we assessed the performance of the algorithms on two databases when comparing the methods. Interestingly, our results show that the highest performing methods are similar to the approaches used in the work by de Chazal et al. in 2003 [71].

Another noteworthy achievement was that our final ECG based classification system outperformed (with an accuracy of 89% and an AUC of 0.95) the performance results of the RIP respiratory signals (with an accuracy of 87% and an AUC of 0.94 for the MIT PhysioNet database). Similar behaviour was seen for the St. Vincent’s database, where the results for the ECG outperformed the RIP respiratory signals. The advantage is that the respiratory information is captured from the ECG recordings without the need of a sensor on the torso. Overall, the automatic apnoea recognition results of the final phase by optimising the final system were comparable to the best results reported in the literature.

To recapitulate, the main results of this application are as follows:

1) We proposed two algorithms for PCA calculation, which enabled the EDR to be estimated from lengthy ECG recordings. Our algorithms required much less memory than the published PCA methods. The computational requirements increased linearly with the length of the recording rather than the cube of the length of the recording which was the case for the existing methods. With this innovation, we were able to apply this method to overnight ECG recordings, which has not been feasible in the literature thus far.

2) We answered the question that appears to be unanswered in the literature; “in comparison to the respiratory effort signals, how well does the EDR capture relevant breathing information for sleep apnoea detection”. Our research indicates that the heart rate sampling inherent in the EDR process does not have a large impact on the discriminative information required for sleep apnoea classification. While, there is some degradation of the discriminative information in the EDR relative to the respiratory effort signal, there still seems to be sufficient information for the EDR to be of use for accurate apnoea classification.

3) Three different EDR measurement methods were evaluated and the highest performing EDR signal for apnoea detection was the QRS area method.
4) Three automated machine learning algorithms were compared for the sleep apnoea classification and the highest performing approach was the LDA classifier followed closely by the SVM. We found that the performance of the ELM classifier was notably worse than the other two methods.

5) We combined the features of the EDR signal with HRV and CPC features. When we applied temporal optimisation techniques (overlapped epochs and averaging the features of every seven epochs) to this system, we obtained comparable classification performance to the best results of the literature.

6) Our final system using only discriminative information from the ECG signals outperformed the system based on the RIP sensors. As the ECG system is a more tolerable to a patient than the RIP sensors, we have developed a more convenient and better performing system from the patient’s perspective.
5.4. Summary

In this chapter, we described the algorithms developed in this thesis for the automated diagnosis of sleep apnoea. For this application, we commenced with explaining the characteristics of the recordings of the two utilised databases. We then described the methods applied to the chest respiratory effort signals. It was followed by explaining the signal processing algorithms applied to the ECG system and estimating the EDR signals including, the QRS area method, the standard PCA and kernel PCA. Then, we illustrated the two developed algorithms extending the EDR estimation using PCA method for the overnight recordings (the segmented PCA and approximated PCA). We also explained the interval based PSD feature measurement for this application.

Finally, we presented the results obtained for the second application in three phases. In phase I, we demonstrated the results of the EDR estimation methods (QRS area, standard PCA and kernel PCA) and extending the PCA method for measuring the EDR signal of the overnight recordings (segmented PCA and approximated PCA). We also showed the results for different hyperparameters of the ELM classifier and chose the highest performing hyperparameter. In phase II, we showed the results of respiratory information comparison of the EDR signals against the chest respiratory effort signals in two ways: sample based correlation and apnoea classification. We compared three methods of EDR estimation (QRS area, segmented and approximated PCA) with three respiratory effort signals (full signal, HR-sampled and uniformly sampled signal). We also compared the performance of three automated machine learning algorithms (LDA, ELM and SVM) for apnoea classification. The outcome of this phase was choosing the highest performing EDR signal and classifier for the next phase. In phase III, the features extracted from the highest performing EDR signal (QRS area method) was combined with HRV and CPC features and applied to the highest performing classifier (LDA classifier). Two optimisation methods (30 seconds overlapped epochs and seven epochs feature averaging) were also applied. The results of apnoea classification with every individual feature set were compared to the combined features. Ultimately, we demonstrated the results of AHI estimation and subject based apnoea detection for both databases.

In the final section, the results of this application and the advantages and disadvantages of the developed algorithms were discussed in detail.

In the following chapter, we propose the concluding remarks and the future directions of the two applications of this thesis.
Chapter 6
Conclusion and future work
6. Conclusion and future work

In the previous chapters, the developed algorithms of this thesis for both applications were described and the performance results were discussed. The advantages and disadvantages of the proposed algorithms and the main outcomes were highlighted. In this chapter, the concluding remarks and the future directions are proposed for both applications addressed in this thesis.

In this thesis, two categories of cardiorespiratory disorders were addressed, including critical arrhythmias and sleep disordered breathing. For the first application, we aimed to reduce the false arrhythmia alarms in the ICU and for the second application, we aimed to reduce the number of diagnostic sensors for automated sleep apnoea detection. We were successful in achieving these goals and were able to improve the performance of the current automated diagnostic systems. Although, we optimised our proposed algorithms and improved the performance results of our automated diagnostic systems to be comparable to the best results in the literature within the timeframe of this study, further work may enhance the results and extend the developed algorithms. In this chapter, I highlight the concluding remarks of both applications and list different strategies that can possibly enhance the performance results.

6.1. Application 1

In the first application, we developed algorithms to detect five critical arrhythmias and reduced the false arrhythmia alarms in the ICU and submitted a successful entry to the PhysioNet/Computing in Cardiology Challenge 2015. Customised signal processing approaches were used for individual arrhythmia alarm detection. The records were processed in the following order for arrhythmia detection; asystole, extreme bradycardia, extreme tachycardia, followed by ventricular fibrillation/flutter (VFB) and ventricular tachycardia (VTA). We developed a hierarchical approach for processing four multimodal signals (Lead II and augmented right arm ECG signals, ABP and PPG).

The algorithm first analysed the asystole alarms. Features were extracted from the four available signals. The ECG signals were first processed without SQI evaluation, and then the pulsatile signals (ABP and PPG) were analysed. The algorithm obtained a TPR of 78%, a TNR of 93% and a score of 82.46% for asystole alarms.

Then, the bradycardia alarms were detected by processing the pulsatile signals (first ABP, followed by PPG signals) which resulted in a TPR of 100%, TNR of 52% and a score of 71.13% on the test set.

Next, the tachycardia alarms were detected using the same order of signal processing as for the asystole detection; the ECG II signal, followed by ECG aVr and the pulsatile signals (ABP and PPG).
The noise reduction was applied to the ECG signals and the ECG SQI evaluation tests and the thresholds of the SQI criteria were adapted for tachycardia records. Our proposed system achieved the highest score of the entries at the *Computing in Cardiology Challenge 2015* in detecting tachycardia false alarms on the test set with a score of 99.10%, TPR of 100% and TNR of 80%.

The VTA detection was conducted based on the raw ECG signal processing (ECG lead II, followed by ECG aVr) using template matching without noise removal and SQI evaluation. It resulted in a TPR of 91%, TNR of 55% and score of 58.07% for VTA detection on the test set.

Finally, the VFB alarms were detected using the pulsatile signals (ABP followed by PPG signal) and achieved a TPR of 100%, a TNR of 59% and a score of 65.52%.

The overall result obtained by our algorithms was a score of 74.03% with 98% TPR and 66% TNR for retrospective and a score of 69.92% with 95% TPR and 65% TNR for real-time analysis. Our result placed us among the top ten scores of the *PhysioNet/Computing in Cardiology Challenge 2015*.

Our best performing algorithm used multimodal signals, combining the information from ECG and pulsatile signals, and we extracted and evaluated a number of features from the signals for alarm identification. Modification of the signal quality measures for different arrhythmias (rather than using a fixed SQI measure for every arrhythmia), setting the quality threshold in an iterative performance evaluation, and considering various possible effects of each arrhythmia on the features of the signals enhanced the arrhythmia identification performance.

The developed algorithm for this application could still benefit from improvements on detecting VTA and VFB. An analysis of the algorithms of the top scored entries to the *Computing in Cardiology Challenge 2015* revealed that better VTA and VFB alarm detection was achieved through algorithms that included phase wrapping [177], adaptive frequency tracking and adaptive mathematical morphology approach [222], descriptive statistics and hand-selected transform and QRS detection by amplitude envelopes using Fourier and Hilbert transform [176]. In our approach, the ECG signals were not utilised for the VFB and extreme bradycardia detection algorithms due to the noisy signals and the low performance of the QRS detection algorithm. Thus, using the above methods could enhance the extracted features and the QRS detections. Hence, incorporating the ECG information and further features can improve the false alarm detection of these arrhythmias.

We applied a multimodal fusion algorithm which we trialled and abandoned as it did not result in improvement in the performance outcomes. It aimed to boost the heart rate identification by multimodal signal integration and examining the detected QRS complexes of the ECG signals and the detected pulse onset beats of the pulsatile signals. We adapted the fusion method proposed in the *PhysioNet/Computing in Cardiology Challenge 2014* by Johnston *et al.* [149]. Further work could improve the integration technique by finding an optimum matching rate and adjusting the delay for the available signals. Using an optimised signal fusion technique and correcting the QRS detections
and the pulse onset beats by switching between the signals with the highest quality could enhance the overall performance results of the multimodal signal processing system.

We also found that varying the threshold setting of the SQI measures significantly affected false alarm detection. Thus, implementation of parameter optimisation methods such as SVM (support vector machine) as a threshold tuning and model selection algorithm could improve the performance results.

An interference removal algorithm was not applied to the ECG signal for the VTA arrhythmias in our system. In fact, our noise removal algorithms were designed to remove the noise to which the VTA signals exhibited similar behaviour. For further improvement, a redesign of our noise removal algorithms so they did not knock out the VTA signal could possibly enhance the results.

Also some of the other teams at the CinC Challenge 2015 used machine learning techniques for feature selection and arrhythmia detection, which reduced the false alarms [32], [330], [331]. We have not applied feature selection. Thus, applying machine learning techniques for arrhythmia classification and comparing the performance of different approaches to find the optimum technique for this application can further reduce the false alarms.

In summary, for future false alarm management systems, a modified noise removal algorithm, adaptive SQI measurements for each arrhythmia, using machine learning techniques for detection, multimodal signal integration with optimum matching rate and adjusted delay could improve the performance.

6.2. Application 2

The second application of this thesis provided automated signal processing algorithms for the diagnosis of sleep apnoea with the main focus on the ECG signal processing. The evaluation of the results was carried out by comparing the performance against the use of the chest RIP signals, which was performed in three phases.

In phase I, we proposed two algorithms for PCA based EDR estimation of long duration signals such as the overnight ECG recordings. The approaches incorporated a segmented PCA method executed on 30 minutes segments over the entire overnight ECG recordings and a fast approximation PCA technique. The computation and processing time of the proposed PCA algorithms were scaled with the length of the recording rather than the cube of the length of the recording required by the full PCA method. Thus, our presented methods are computationally fast with low memory requirements and resolved the computational issues of the PCA application on the lengthy recordings, which had limited the EDR estimation of the previously published studies to use a selection of short data.

In the first step of the PCA method application, we formed a matrix of the centred QRS complexes. The results showed that the QRS complexes are well centred for most of the recordings. However, we
observed some recordings with ectopic beats that required better alignment of the QRS complexes. For future work, developing an automated algorithm which could detect the ectopic beats could help further improvements. By automated classification of the beats into normal and abnormal beats and the removal of the ectopic beats, the EDR signals could be measured for the normal beats and could form better-centred matrix of features to improve the performance.

We were also unable to confirm the benefits of the kernel PCA method that were presented in the literature. For future development, we could perform kernel PCA on other databases and also automatically detect and exclude the ectopic beats in order to improve the performance of the kernel PCA algorithm.

In phase II, we evaluated the respiratory information using three methods of EDR estimation (QRS area, segmented PCA and approximated PCA method). We compared their performance in the diagnosis of sleep apnoea against the chest respiratory effort signal. We also evaluated the performance of three automated machine learning algorithms (ELM, LDA and SVM) for sleep apnoea detection. The highest performance in sleep apnoea detection was obtained using the LDA classifier using the full respiratory signal with an accuracy of 87.4%, a sensitivity of 85.6%, a specificity of 90.2% and a ROC AUC of 0.94 for the MIT PhysioNet database. The performance results of the full respiratory signal from the St. Vincent’s database obtained an accuracy of 67.9%, a sensitivity of 68%, a specificity of 67.7% and a ROC AUC of 0.65. However, remarkably close performance was achieved using the heartbeat resampled respiratory signal with comparable sensitivity and specificity— the accuracy being 86.4%, sensitivity of 83.4%, specificity of 90.7% and AUC of 0.94 for the MIT PhysioNet database. The highest performing EDR method was based on the QRS area method and the result was close to the respiratory effort signal performance – an accuracy of 81.3% with a sensitivity of 84.2%, specificity of 77.1% and a ROC AUC of 0.91 for the MIT PhysioNet database and accuracy of 65.6% with a sensitivity of 66.6%, specificity of 62.7% and ROC AUC of 0.59 for the St. Vincent’s database. The QRS area-EDR method and LDA classifier performed the best in this analysis and therefore, were chosen for the optimisation of the final apnoea detection system. Overall, we found that while the sample-based correlation of the EDR signals and the chest respiratory effort signals showed low results and there is some information loss in the EDR estimation process, the EDR signal contains the hidden information of respiratory patterns which is functional in sleep apnoea diagnosis and provides a convenient approach. For future work, the EDR and respiratory signals can be divided into shorter segments for better correlation coefficient measurements. In fact, a study by Widjaja et al. in 2014, which measured the correlation between the EDR signal and respiratory signal, used only 5 minutes of the entire dataset [332].

A future area of study is to understand why the QRS area based EDR method outperformed the PCA based methods. The reduction in apnoea detection introduced by the EDR process compared to the respiratory effort signal recorded using RIP sensors does not appear to be related to the heartbeat
sampling process, but is likely due to fact that the EDR only detects the chest wall movement at one site. An area of further work is to look at multisite EDR and see if this improves the detection accuracy.

One of the utilised machine learning techniques in this thesis was the ELM classifier. It has been introduced in the literature as a suitable classifier for biological signal processing applications. In this application, it did not perform as well as the other techniques (the LDA and the SVM classifier). In order to investigate the reason of the low performance of the ELM classifier, I evaluated the histograms of the input features and the hidden units outputs and performed a linear regression classifier. They revealed that the non-linearity and random projection to higher space of the ELM classifier disturbed the Gaussian distribution of the input features. It may benefit from further optimisation and the use of other non-linear functions for hidden layer units and application of regularisation techniques to enhance the results.

In phase III, we optimised the apnoea detection performance of the final system by extracting HRV and CPC features from the ECG signal and combining them with the highest performing EDR features (the QRS area method). We also performed temporal optimisation methods by implementing overlapped one minute epochs and averaging the features of every seven adjacent epochs. We compared the apnoea classification results of the individual feature sets with the combined feature set using the late integration approach. The highest apnoea recognition results among the individual features were obtained by the CPC features with an accuracy of 88%, a sensitivity of 87%, a specificity of 89% and a ROC AUC of 0.94, followed by the EDR features with an accuracy of approximately 85%, a sensitivity of 82%, a specificity of 88% and ROC AUC of 0.92 for the MIT PhysioNet dataset. The combined features achieved the highest apnoea classification with an accuracy of 89%, a sensitivity of 90% and a specificity of 88%, and the AUC of 0.95. The AHI estimation and the record-based apnoea classification demonstrated that our algorithm discriminates normal records from apnoea records with an accuracy of 100% for the MIT PhysioNet database and an accuracy of 84% for the St. Vincent’s database. The performance difference of the two databases probably results from the heterogeneity of the St. Vincent’s database containing recordings from control subjects and patients with obstructive, mixed and central sleep apnoea events; while, the MIT PhysioNet database was recorded from control subjects and obstructive sleep apnoea patients.

Overall, applying the temporal optimisation techniques and combining the CPC features with HRV and EDR features boosted the performance of sleep apnoea diagnosis using the ECG signals and outperformed the results of the RIP respiratory signals. Thus, we successfully developed an automated apnoea detection system performing on overnight ECG signals which obtained comparable performance to the best results in the literature. The advantage of the proposed algorithm is that the respiratory information is captured from ECG recordings without the need of a sensor on the torso which reduces the disturbance to the patients.
Future work could also consider processing the HRV, EDR and CPC signals with separate classifiers and then combining the outputs with a majority vote technique. This would offer the advantage that if a feature group is corrupted by an artefact, it may be compensated by the other feature groups (if they are not affected).

It should be noted that the common methods used in both applications of this thesis, including the baseline wander noise removal algorithm, the Hilbert QRS detector and the HRV feature extraction such as the PSD features, performed well for both applications and improved the results. On the other hand, evaluating the SQI, which was used in the first application for arrhythmia detection in the ICU, could also be used for the second application to further improve the performance results of sleep apnoea detection. Similarly, identifying the arrhythmias in the sleep apnoea recordings may help in obtaining more information about the sleep disordered breathing and also identifying possible comorbidities. This could provide a more comprehensive evaluation in the future.
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