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Abstract

This thesis presents a numerical and experimental investigation on the characteristics of oxy-fuel combustion utilising CH₄ as a fuel. An emphasis is placed on investigating the thermal structure and the impact of the oxidiser diluent on oxy-fuel flames. The numerical portion of this thesis sheds light on off-stoichiometric temperature peaking (OTP), which is a phenomenon whereby the flame temperature does not peak at exactly stoichiometry, but rather near stoichiometry. Specifically, OTP in equilibrium calculations (0D OTP) and opposed-flow diffusion flame simulations (1D OTP) is explored for N₂, CO₂ and H₂O diluted flames examining the significance of reactivity, dissociation, diffusivity, conductivity, finite-rate chemistry, heat release, and specific heats. Results from both 0D OTP and 1D OTP analysis indicate that all investigated flames possess some degree of OTP, with the CO₂ diluted oxidiser case displaying the largest degree of OTP. Parametric analysis utilising concepts of imaginary species and post-simulation equilibrium calculations are shown to be valuable tools to determine the dominant mechanism causing OTP for the different simulation results examined. Experimentally, the development and application of a planar hydroxyl radical (OH) laser induced fluorescence thermometry technique to a laminar oxy-fuel counter-flow diffusion flame is presented. The resulting temperature profiles obtained by a spectrally integrated two-line technique are found to agree well with the simulated thermal structure to within a 2% difference. Further, this thesis also presents the detailed design of a counter-flow burner and laser pulse stretcher for the application Raman scattering in oxy-fuel flames for future experiments.
## Nomenclature

<table>
<thead>
<tr>
<th>Roman</th>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$A$</td>
<td>Cross Section Area, Einstein A Coefficient</td>
</tr>
<tr>
<td>a</td>
<td>$a$</td>
<td>Strain Rate or Collisional Broadening Coefficient</td>
</tr>
<tr>
<td>b</td>
<td>$b$</td>
<td>Collisional Broadening Coefficient</td>
</tr>
<tr>
<td>B</td>
<td>$B$</td>
<td>Einstein B Coefficient</td>
</tr>
<tr>
<td>c</td>
<td>$c$</td>
<td>Speed of Light in Vacuum</td>
</tr>
<tr>
<td>$C_p$</td>
<td>$C_p$</td>
<td>Specific Heat Capacity per Unit Mass</td>
</tr>
<tr>
<td>$C_{pm}$</td>
<td>$C_{pm}$</td>
<td>Specific Heat Capacity per Unit Mole</td>
</tr>
<tr>
<td>D</td>
<td>$D$</td>
<td>Diffusion Coefficient</td>
</tr>
<tr>
<td>d</td>
<td>$d$</td>
<td>Particle Diameter or Laser Beam Diameter</td>
</tr>
<tr>
<td>E</td>
<td>$E$</td>
<td>Laser Energy or Laser Energy per Unit Area</td>
</tr>
<tr>
<td>$EI_{CO}$</td>
<td>$EI_{CO}$</td>
<td>Emission Index of CO</td>
</tr>
<tr>
<td>f</td>
<td>$f$</td>
<td>Focus Length</td>
</tr>
<tr>
<td>$f_#$</td>
<td>$f_#$</td>
<td>F Number of Lens</td>
</tr>
<tr>
<td>$F_L$</td>
<td>$F_L$</td>
<td>Fluence, J/m$^2$</td>
</tr>
<tr>
<td>$F_y$</td>
<td>$F_y$</td>
<td>Quantum Yield</td>
</tr>
<tr>
<td>g</td>
<td>$g$</td>
<td>Gain or Spectral Line Width</td>
</tr>
<tr>
<td>G</td>
<td>$G$</td>
<td>Gibbs Free Energy</td>
</tr>
<tr>
<td>h</td>
<td>$h$</td>
<td>Specific Enthalpy or Planck’ Constant</td>
</tr>
<tr>
<td>$IS_{CO_2}$</td>
<td>$IS_{CO_2}$</td>
<td>$IS_{CO_2}$ has Completely the Same Thermo-chemical Data as that of CO$_2$ and no Reactivity with Molecular Weight Being 45.</td>
</tr>
<tr>
<td>$IS_{H_2O}$</td>
<td>$IS_{H_2O}$</td>
<td>$IS_{H_2O}$ has Completely the Same Thermo-chemical Data as that of H$_2$O and no Reactivity with Molecular Weight Being 19.</td>
</tr>
<tr>
<td>$K_g$</td>
<td>$K_g$</td>
<td>Total Number of Species</td>
</tr>
<tr>
<td>L</td>
<td>$L$</td>
<td>Optical Propagation Path Length or Separation Distance of Opposed-flow Burner</td>
</tr>
<tr>
<td>$\dot{M}$</td>
<td>$\dot{M}$</td>
<td>Mass Flow Rate</td>
</tr>
<tr>
<td>m</td>
<td>$m$</td>
<td>Magnification</td>
</tr>
<tr>
<td>m</td>
<td>$m$</td>
<td>Magnification</td>
</tr>
</tbody>
</table>
$M^2$   Degree of Multimode  
$n$   Mole Fraction  
$\dot{Q}$   Heat Transfer, W  
$Q$   The Number of Molecules in Ground State  
$q_p$   Heat Release per Unit Mass  
$\dot{Q}_{rad}$   Heat Loss due to Radiation, J/m$^3$-s  
$r$   Distance from the Origin in Radial Coordinate  
$R$   Ratio of Two-Line  
$R$   Universal Gas Constant  
$R_{bs}$   Reflectivity of Beam Splitter  
$S$   Signal Intensity  
$T$   Temperature  
$t$   Time  
$T_{ad}$   Adiabatic Flame Temperature  
$u$   Velocity  
$V$   Diffusion Velocity, Volume  
$W$   Molecular Weight  
$x$   Distance from the Origin in x coordinate or Mole number  
$X$   Mole Fraction  
$y$   Distance from the Origin in y-coordinate  
$Y$   Mass Fraction  
$y_L$   Laser Sheet Height  
$Y_{O_2_{oxi}}$   $O_2$ Mass Fraction in Oxidiser  
$Z_p$   Partition Function  
$\Delta z$   Laser Sheet Thickness  

**Greek**  

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>Cross Section of Raman Scattering</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Quantum Efficiency</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Thermal Conductivity or Wavelength</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Viscosity</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Mixture Fraction</td>
</tr>
</tbody>
</table>
\( \zeta_n \)  
\text{Normalised Mixture Fraction}

\( \rho \)  
\text{Density}

\( \sigma \)  
\text{Standard Deviation, Cross Section of Scattering}

\( \tau \)  
\text{Optical Delay Time}

\( \phi \)  
\text{Equivalence Ratio or the Number of Incident Photon}

\( \phi_n \)  
\text{Normalised Equivalence Ratio}

\( \omega \)  
\text{Chemical Production Rate, mole/m}^3\cdot\text{s}

\( \Omega \)  
\text{Solid Angle}

\textbf{Subscript}

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Stagnation Plane in Opposed-flow Flame</td>
</tr>
<tr>
<td>c</td>
<td>Probed Volume</td>
</tr>
<tr>
<td>F</td>
<td>Fuel Stream</td>
</tr>
<tr>
<td>i</td>
<td>Species i</td>
</tr>
<tr>
<td>k</td>
<td>Species k or Reaction k</td>
</tr>
<tr>
<td>m</td>
<td>Mole Based Unit</td>
</tr>
<tr>
<td>n</td>
<td>Normalised</td>
</tr>
<tr>
<td>O</td>
<td>Oxidiser Stream or Oxygen</td>
</tr>
</tbody>
</table>

\textbf{Abbreviations}

0D OTP: Zero Dimensional Off-stoichiometric Temperature Peaking
1D OTP: One-Dimensional Off-stoichiometric Temperature Peaking
ADU: Analogue to Digital Unit
CARS: Coherent Anti-stokes Raman Spectroscopy
CCD: Charge Coupled Device
CCS: Carbon Capture and Storage
DM: Diatomic Mechanism
EOC: Enhanced Oil Recovery
FWHM: Full Width at Half Maximum
HPEC: HP Equilibrium Calculation
ICCD: Intensified Charge Coupled Device
IPCC: Intergovernmental Panel on Climate Change
LIF: Laser Induced Fluorescence
LIPF: Laser Induced Pre-dissociative Fluorescence
MI: Matrix Inversion
MTF: Modulation Transfer Function
NPM: N2 reaction Prohibited Mechanism
PECP: Post-Equilibrium Calculation Process
PECPT: PECP Only Extracting Temperature Information
PIV: Particle Image Velocimetry
PLIF: Planar Laser Induced Fluorescence
PSF: Point Spread Function
SNR: Signal to Noise Ratio
SSM: Single Step Mechanism
TEM: Transverse Electromagnetic Mode
TPEC: TP Equilibrium Calculation
TSM: Two Step Mechanism
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Chapter 1
Introduction

It is generally well accepted within the scientific community that due to the anthropogenic activity of burning fossil fuels, the levels of CO$_2$ in the atmosphere have increased, leading to global warming [1]. Although the emission of CO$_2$ is due to many sectors, such as transportation and chemical manufacturing, by far the largest emitting sector for CO$_2$ emissions is electrical power generation [2]. Alternative energy sources, such as nuclear power and renewable energy sources, including solar, wind, geothermal and tidal energy, are expected to become increasingly prevalent and play a crucial role in the solution of the global warming issue and future energy demand. Presently, renewable energy generation methods cannot meet the near-term energy demand for various reasons, such as supply and demand issues, technology still being in development and limited installation capabilities. As a result, in the present and near future, energy demands will inevitably be met by utilising conventional fossil fuel combustion.

As a near-term solution to the minimisation of CO$_2$ emissions, carbon capture and storage (CCS) schemes have been proposed to be applied to existing fossil fuel burning power stations. Ideally, CCS realises zero CO$_2$ emissions from fossil fuel power plants via isolation of CO$_2$ from exhaust streams and subsequent storage of the separated CO$_2$. Applying CCS to fossil fuel power plants is an attractive option to obtain near-term reduction in global CO$_2$ emissions, as it could be applied by retrofitting existing fired power stations as well as leveraging existing power station designs with much of the existing power-generating infrastructure being utilised.

Although there are technical hurdles in many areas that remain to be overcome for the successful introduction of CCS in fossil fuel fired power plants, the combustion side of the technology when employing an oxy-fuel style CCS system requires further research. In the oxy-fuel realisation of CCS, the combustor is fed a mixture of fuel, O$_2$ and diluent (typically CO$_2$ and/or H$_2$O) with the combustion products being ideally solely a mixture of H$_2$O and CO$_2$. This allows the easy separation of the H$_2$O from the CO$_2$ through precipitation, providing a sequestration ready stream of high purity CO$_2$. 
As the oxy-fuel mode of combustion replaces the N\textsubscript{2} in the oxidiser stream, which is used as a diluent with CO\textsubscript{2} or H\textsubscript{2}O, a significant variation in the combustion properties results due to the different reactivity, radiative thermodynamics and diffusive properties of CO\textsubscript{2} and H\textsubscript{2}O compared to N\textsubscript{2}. This significant change in the flame diluent properties significantly influences the bulk flame properties, resulting in significant differences in flame stability, pollutant emissions and flame structure between oxy-fuel flames and conventional air-fuel flames.

Despite the practical importance, significant advances in the understanding of the nature of oxy-fuel combustion with CO\textsubscript{2} and H\textsubscript{2}O diluted flames are still required. To this end, this thesis aims to investigate and further the understanding of oxy-fuel combustion by specifically studying the thermal structure of laminar oxy-fuel flames relative to conventional air-fuel flames. A particular focus is made on oxy-fuel combustion utilising CH\textsubscript{4} as a fuel, due to its relevance as the primary fuel constituent in high efficiency CNG fire power stations.

This study utilises both numerical and experimental investigations, where the numerical simulations are used to investigate specific details of the thermal structure of oxy-fuel combustion, such as peak temperatures for different mixtures and off-stoichiometric peaking. Experimentally a temperature measurement technique suitable for the potentially high temperatures found in oxy-fuel flames that utilises non-invasive laser induced fluorescence (LIF) of the OH is developed and applied.

This thesis consists of seven chapters including the introduction chapter; background, methodology, thermo-chemical analysis of oxy-fuel combustion, analysis of oxy-fuel laminar diffusion flames, thermal structure measurement of oxy-fuel laminar flames and conclusions and recommendations. Chapter 2 provides a review of the background knowledge on oxy-fuel combustion, laminar flame modelling and laser diagnostics. In chapter 3, the techniques and apparatus used in the present study are explored, in particular the theory and procedure of OH LIF thermometry is explored. Also in chapter 3, the novel design of the counter-flow burner and a new laser pulse stretcher topology is explored in detail. Chapter 4 investigates the thermo-chemical coupling structure in oxy-fuel combustion, primarily using 0D constant pressure adiabatic equilibrium calculations. In chapter 5, the thermal structure of CO\textsubscript{2} diluted laminar flames are
examined relative to conventional air-fuel laminar flames in the counter-flow diffusion flame geometry. The physics behind the OTP in 1D opposed-flow flames are also explored, since OTP analysis techniques have only been developed at this stage in literature for 0D systems. Chapter 6 provides the results and discussion of thermal structure measurements of oxy-fuel flames. The procedure to determine the operating conditions and the validation of laser measurement system applied in the present study are also explored in detail in this chapter. In the last chapter, the contributions made by this study are summarised briefly and some recommendations for future studies are outlined.
Chapter 2

Background

This chapter reviews the state-of-art background material for the subsequent chapters in this thesis. Specifically, the following topics are explored in detail: oxy-fuel combustion, laminar flame modelling, zero dimensional off-stoichiometric temperature peaking (OTP), laser diagnostics and image processing and optical devices.

2.1 Oxy-fuel Combustion

Oxy-fuel combustion is seen as one of the major options for CO₂ capture in clean combustion technologies of the future. In this section, the motivation and the alternative methods of oxy-fuel systems are explored in detail. Oxy-fuel combustion potentially possesses new parameters that designers can utilise to optimise the combustion system. Typically, the oxidiser dilution degree is limited in the low diluent fraction case to a certain range due to material temperature limits used in the combustor or furnace, whilst flame stability limits become a limiting factor in the high diluent fraction case [3-6]. When N₂ is directly replaced with CO₂ or H₂O in oxy-fuel combustion systems, the flame characteristics deviate considerably from conventional air-fuel flames even if the diluting degree is the same as that in air. This significant effect of N₂ replacement with CO₂ or H₂O on the fundamental flame characteristics is an important motivation for the study of the fundamental nature of oxy-fuel combustion, which is a common underlying theme throughout this thesis. In the last part of this chapter, the current research trends in oxy-fuel combustion are examined and discussed. For reference, a conceptual sketch of oxy-fuel combustion mode is shown in Fig.1.

![Fig.1. Principle of oxy-fuel combustion modes.](image)
2.1.1 Motivation to Study

The IPCC’s latest report [1] states that the average surface temperature of the earth has increased by 0.74 K since the start of the industrial age. The most significant anthropogenic contributor to global warming in twentieth and twenty-first century can be attributed to the increased amount of CO\textsubscript{2} arising from fossil fuel combustion, a large proportion of which is due to electrical power generation. Community, regulatory and industrial concerns regarding the impact of CO\textsubscript{2} emissions have been increasing in recent years with alternatives that significantly reduce CO\textsubscript{2} emissions such as CCS being promoted. CCS system is a broad descriptor that is used to describe the many systems that capture a portion of the CO\textsubscript{2} emissions from a combustion process, such as a power plant’s combustion of coal. These CO\textsubscript{2} emissions are prevented from being emitted into the atmosphere by sequestering them in deep saline aquifers, subterranean oil fields, deep sea lakes or chemical bound into carbonate rock forms [7-9].

A key to the high efficiency, hence success, of CCS systems is that the combustion exhaust stream features a high fraction of CO\textsubscript{2}. To this end, oxy-fuel combustion is considered to be one of the most promising combustion modes to operate efficient CO\textsubscript{2} capturing systems. In oxy-fuel combustion, the N\textsubscript{2}/O\textsubscript{2} oxidiser stream (air) is replaced by the CO\textsubscript{2}/O\textsubscript{2} or H\textsubscript{2}O/O\textsubscript{2} oxidiser stream. Assuming complete combustion with idealised global single step chemistry, the post-combustion gases in the oxy-fuel combustion mode consist of only CO\textsubscript{2} and H\textsubscript{2}O, which simply requires removal of water through precipitation for CO\textsubscript{2} isolation. The concept of the oxy-fuel combustion was initially proposed by Abraham and his co-workers as a method of enhanced oil recovery (EOR) [10]. In this application, the CO\textsubscript{2} rich stream is found to be a good injectant for the EOR process since CO\textsubscript{2} becomes supercritical at typical oil reservoir pressures and temperatures of 10 to 30 MPa and 30°C to 110°C respectively [11-13].

Conventionally, the term ‘oxy-fuel combustion’ refers to a combustion mode that is enhanced by the addition of oxygen above those found in normal air-fuel combustion modes. However, more recently, the term ‘oxy-fuel combustion’ has also been applied to situations where oxygen concentrations in oxidisers are elevated and a diluent such as CO\textsubscript{2} or H\textsubscript{2}O is employed rather than N\textsubscript{2}. In the present work, the term ‘oxy-fuel combustion’ is used to represent the case where the oxidiser stream is a mixture of
CO\textsubscript{2}/O\textsubscript{2} or H\textsubscript{2}O/O\textsubscript{2}, (e.g. the oxidiser stream does not contain N\textsubscript{2}), In addition, it is noted that the term ‘N\textsubscript{2} diluted combustion’ is used as a generic term, which includes conventional air-fuel flames and flames that feature elevated levels of O\textsubscript{2} in the N\textsubscript{2} diluted oxidiser stream.

### 2.1.2 Comparison Study with Mono-Ethanol Amine Scrubbing

Amine scrubbing of combustion gases is another promising method that can be utilised to limit the emission of CO\textsubscript{2} from combustion processes into the atmosphere. In the amine scrubbing method, conventional air-fuel combustion is initially conducted and then the flue gas is post-processed for CO\textsubscript{2} isolation utilising amine. In the amine scrubbing method, the CO\textsubscript{2} is retrieved from the post-flame gas via the following reaction:

$$\text{CO}_2 + 2\text{RNH}_2 (\text{Amine}) \rightarrow \text{RNHCOO}^- + \text{RNH}_3^+$$

The ‘R’ in this reaction designates a generic alkyl group. The remaining flue gas (nitrogen, etc.) exhausts to the atmosphere and the amine solution flows to the regenerator. After sending the amine solution to the regenerator, the endothermic reverse reaction takes place by the addition of heat:

$$\text{RNHCOO}^- + \text{RNH}_3^+ + \text{heat} \rightarrow \text{CO}_2 + 2\text{RNH}_2 (\text{Amine}).$$

Due to this reverse reaction, CO\textsubscript{2} is separated from the amine and the amine can be recycled. The main drawback of this amine scrubbing scheme is the need for the large amounts of energy required to liberate CO\textsubscript{2} from the amine. In addition, the concentration of amine in the solution is limited due to corrosion concerns, and consequently the main component of amine solutions is water. As the primary constituent of the amine solution is water, a significant amount of energy is wasted by heating the water in the CO\textsubscript{2}-amine liberation process. For reference, a conceptual sketch of amine scrubbing is shown in Fig.2.
There have been some comparative studies between amine scrubbing schemes and oxy-fuel combustion scheme from economic and performance perspectives presented in literature [14-16]. From the literature, there is not a distinctive and clear advantage for either method at the present stage of progress for either amine or oxy-fuel methods to achieve cost effective and practical CCS. It is noted that although amine scrubbing requires a significant amount of energy to liberate the CO$_2$ from the amine in the regenerator, the oxy-fuel combustion mode also requires a significant amount of energy for the cycle to separate the pure O$_2$ from the air to be utilised as the oxidiser in the oxidiser stream. A common energy requirement of both amine scrubbing and oxy-fuel cycles is the need to liquefy the CO$_2$ for efficient transport to the sequestration site.

2.1.3 CO$_2$ or H$_2$O Dilution

Temperature distribution is a significant factor for the designs of combustors. If the operating temperature in the combustor, for example the exhaust gas temperature, is significantly varied by changing the composition of the reactants, modification of combustor design is generally required. To minimise the modification of the currently existing combustors, the dilution degrees of CO$_2$ or H$_2$O are tailored in oxy-fuel systems such that the combustion gas temperature is close to that of ordinary air combustion. Liu et al. [17] studied this temperature control method with regard to coal combustion and found roughly 70% CO$_2$ dilution by volume provides good agreement with standard air-fuel combustion temperatures.
In addition to minimising the necessity for a re-design or retrofit, temperature control via CO₂ or H₂O dilution provides a route for significantly decreased NOₓ emissions. Although N₂ and hence NOₓ do not feature in an idealised oxy-fuel system, some degree of N₂ in the system is always present in practical systems due to air infiltration into the pre-combustion system, N₂ present in the fuel and imperfect separation of O₂ from air is often of concern in practical combustion facilities. This presence of N₂ in the system means that the minimisation of NOₓ formation must be considered in the design, which is typically achieved via temperature control. Ditaranto et al. [3] reported that even with a small residual fraction of N₂ in the oxidiser stream, significant NOₓ emissions can be produced in the oxy-fuel combustion mode due to the potentially high temperatures produced in oxy-fuel combustion. However, when sufficient CO₂ or H₂O dilution is coupled with the system, the flame temperature is significantly reduced and then NOₓ emissions due to residual N₂ can be lower relative to ordinary air-fuel combustion [4].

At the other extreme, the upper limit of CO₂ or H₂O dilution is also of interest in design. The upper limit on the diluent fraction is determined by flame stability. It is generally known that with more than 70% CO₂ dilution (by volume), robust combustion is difficult to stabilise in turbulent jet flame [5], while Kutne et al. [6] has reported oxy-fuel flames with 80% CO₂ dilution (by volume) stabilised by a combination of swirl and partial premixing.

2.1.4 Nature of Oxy-fuel Combustion

Ideally, to minimise the retrofitting process of power plants the characteristics of the oxy-fuel combustion operation should be matched to those of the conventional air-fuel mode of operation. However, it is not possible to find such a condition that matches all aspects of flame properties between air-fuel and oxy-fuel combustion. This is due to the differences in several physical properties such as reactivity, molecular weight and diffusivity between N₂, CO₂, and H₂O.

Taking adiabatic flame temperature, ignition delay time and flame speed as representative flame characteristics, the difficulty encountered in matching these flame
characteristics from air-fuel and oxy-fuel combustion is examined. The constant pressure adiabatic flame temperature is shown in Fig.3, simulations of the zero dimensional constant pressure auto-ignition evolution are presented in Fig.4 and freely propagating laminar premixed flame simulations are shown in Fig.5. The data presented in Figs. 3-5 is for illustrative purposes, greater detail on the specifics of these simulations will be covered in subsequent sections and chapters of this thesis. In all these simulations, methane was used as the fuel and five different oxidiser compositions examined: air (21%O₂+79%N₂), 21%O₂+79%CO₂, 25%O₂+75%CO₂, 32%O₂+68%CO₂ and 39%O₂+61%CO₂. The initial temperature and pressure was set to be 300 K and one atm in equilibrium calculations and freely propagating laminar premixed flame simulations. An initial temperature of 1,200 K and one atm was used in the constant pressure auto-ignition simulations. In Fig.3, the $T_{ad}$ of oxy-fuel combustion with 32%O₂+68%CO₂ is similar in magnitude to that of air over the entire equivalence ratio range. Since the temperature in a furnace is one of the key parameters, the oxidiser condition of 32%O₂+68%CO₂ can be a good candidate oxidiser composition for matching air-fuel operating conditions. However, for the 32% O₂+68% CO₂ oxidiser case, the ignition delay time is shorter and the burning velocity significantly smaller relative to that of air combustion as is shown in Fig.4 and Fig.5. To match the ignition delay time of air, an oxy-fuel oxidiser mixture of 25%O₂+75%CO₂ is required and to match the flame speed, an oxidiser mixture of 39%O₂+61%CO₂ is required. However, the $T_{ad}$ for both of these oxidiser conditions is significantly different from the $T_{ad}$ of air-fuel combustion.

As with the adiabatic flame temperature, the ignition delay time and flame speed is related to the flame stability. Consequently, it can be concluded that there is always a compromise in the selection of the oxidiser composition that relates to the stable operation of oxy-fuel combustion compared to air-fuel combustion.
Fig. 3. $T_{ad}$ distributions with various oxidisers. The initial temperature and pressure was set to be 300 K and one atm.

Fig. 4. Results of constant pressure auto-ignition simulation with different oxidisers at stoichiometric conditions. The initial temperature and pressure was set to be 1,200 K and one atm.
Fig. 5. Burning velocities with various oxidisers. The initial temperature and pressure was 300 K and one atm. Numerical results indicate that for the 21%O₂ + 79% CO₂ oxidiser case a laminar flame cannot be sustained using standard numerical parameters.

2.1.5 Current Research Trend and Understandings

There are numerous studies in literature related to oxy-fuel combustion [18-28]. While most studies focus on the CO₂ diluted flame case, there are also several studies that examine the H₂O diluted oxy-fuel case [25-28]. In addition, studies for O₂ enriched flames and the flames diluted by the slight addition of CO₂ or H₂O with other diluents, such as N₂ and Ar [29-31], have been reported. Examples of studies looking at utilising high fractions of CO₂ or H₂O in the diluent are reported in [5, 19].

2.2 Laminar Flame Modelling

The kinetic, diffusive and thermodynamic properties of oxy-fuel combustion are explored in Chapters 4 and 5 using zero dimensional (0D) reactors and laminar flames. In this section the underlying theory, models and equations solved for laminar flames and reactors are introduced.
2.2.1 Kinetic Mechanisms

To numerically investigate and analyse oxy-fuel combustion, several kinetic mechanisms of varying complexity are employed in this study. The most frequently used mechanism for hydrocarbon flame is the GRI-Mech 3.0 mechanism (GRI 3.0), which contains 325 reactions and 53 species [32]. In the GRI 3.0, C_3 oxidation and NO formation are included. The use of GRI 3.0 has provided reasonable agreements, with experimental results over a wide range of conditions indicating that it is a sufficiently detailed and predictive chemical mechanism [33, 34]. At the other extreme, global reaction schemes are the simplest reaction models, with one example being the single step mechanism (SSM) developed by Westbook and Dryer [35]. With a SSM, the flame fundamentally consists of only fuel, oxidiser and products (CO_2 and H_2O). For methane-air combustion, such a SSM results in CH_4 + 2O_2 → CO_2 + 2H_2O. While single step reaction mechanisms have a very low computational cost, the accuracy and range of applicability is significantly smaller compared to more detailed mechanisms such as GRI 3.0. Due to the inaccuracies of SSMs and the high computational cost of detailed mechanisms such as GRI 3.0, reduced mechanisms that utilise steady state and partial equilibrium assumptions have also been developed, such as the four step mechanism developed by Bilger and Starner [36]. Such reduced mechanisms are capable of predicting a reasonable agreement with experimental results in terms of extinction point, temperature and post-combustion composition, including minor species concentration such as O, OH, HO_2, H_2O_2 over an extensive strain rate range (2 to 300 s^{-1}) in a counter-flow configuration [36].

In recent years, the use of simplified reaction models in 0D reactor and 1D laminar flame simulations is not necessary owing to the rapid increase in computational processing power over recent years, allowing detailed mechanisms such as GRI 3.0 to be used on desktop computers. Simplified reaction models are still of considerable importance in that they can be used as tools to aid the analysis of combustion phenomenon, allowing the isolation of particular factors in flame simulations. One example of such an investigation that utilises a reduced mechanisms for flame analysis is that of Law et al. [37], where a single step reaction mechanism is utilised to clarify the roles that the dissociation of CO_2 and H_2O play in off-stoichiometric peaking of the adiabatic flame temperature. Another example that exploits a reduced mechanism for
analysis purposes is that of Katta et al. [38], where a single step reaction model with a large reaction rate coefficient was utilised for the evaluation of finite-rate chemistry effects on the size and shape of outer structures in jet diffusion flames of hydrogen with buoyancy-influenced toroidal vortices roll.

2.2.2 Transport Models

Diffusion also plays an important role in combustion phenomena. As with reaction models, there are several diffusion models for speeding up computation, understanding the diffusion role in flame and obtaining highly accurate results. Three commonly utilised diffusion models that are used in combustion computations are: multi-component diffusion, mixture averaged diffusion and Lewis number controlled diffusion. Multi-component diffusion mode is the model that yields results closest to the actual phenomenon; correspondingly, it is the most complex to implement, requires the largest amount of fundamental property data and is the most computationally expensive. Derived from kinetic theory [39], the multi-component diffusion coefficient \( D_{ij} \) of the species \( i \) in species \( j \) for ordinary (Fickian) diffusion is given as:

\[
D_{ij} = X_i \frac{W_{mix}}{W_j} (F_{ij} - F_{ii})
\]

where

\[
[F_{ij}] = [L_{ij}]^{-1}.
\]

The component of \([L_{ij}]\) are determined from:

\[
[L_{ij}] = \sum_{k=1}^{K_p} X_k \frac{W_j}{W_iD_{ik}} [W_jX_j(1 - \delta_{ik}) - W_iX_i(\delta_{ij} - \delta_{jk})]
\]

where \(\delta_{mn}\) is the Kronecker delta function. It is noted that the multi-component diffusion coefficients are not the same as the binary diffusivity for the same pair of species if the mixture is not a binary mixture.
As multi-component transport can be excessively costly in some simulations such as DNS that employs detailed chemistry and can also lead to numerical instabilities in some situations due to its complexity, mixture averaged diffusion is often employed as an alternative to address these problems with typically only a small accuracy penalty. The mixture averaged diffusion coefficient $D_{tm}$ of $i$-th species can be expressed as:

$$D_{tm} = \frac{1 - Y_i}{\sum_{j \neq i}^{Np}(X_j/D_{ji})}$$

In addition Lewis number controlled models often referred to as “unity Lewis number” diffusion models are also frequently employed. In the Lewis number controlled diffusion model, the mass diffusivity of some or all of the species in flame are set to be equal to thermal diffusivity of either the mixture or the respective species thermal diffusivity. The study of a hydrogen-air flame by Katta et.al [38] is an example of one of the many “flavours” of Lewis number controlled diffusion models that have been implemented in literature. Katta et.al [38] examine a number of combinations of diffusion models and reaction models, with one diffusion model taking the local diffusion coefficient $D_{i-N2}$ of the species $i$ to be equal to $D_{H2-N2}$ or $D_{O2-N2}$ depending on the location in the flame. Considering such a diffusion model that varies with axial distance through the flame, Barlow and et.al [40] determined that there is an evolution from a scalar structure dominated by molecular diffusion to one by turbulent transport in piloted methane/air jet flames.

In addition to the choice of the diffusion model, it is also necessary to consider whether Soret and Dufour effects are accounted for in the model or not. The Soret effect is the transfer of mass due to thermal gradients whilst the Dufour effect is the transfer of energy due to concentration gradients. The significance of the Soret effect has been examined in hydrogen/air flame using counter-flow premixed and diffusion flames and freely propagating flame simulations by Yang et.al [41]. The study reported that except for the freely-propagating planar flame, the diffusion of H$_2$ due to the Soret effect increased the fuel concentration entering the flame structure and as such modified the mixture stoichiometry and flame temperature, leading to a substantial increase of the flame speed for the lean mixtures and a decrease in flame sped for rich mixtures. Soret diffusion of H was found to alter the concentration and distribution of H in the reaction zone, which in turn can affect the individual reaction rates.
2.2.3 Reactors and Burners

2.2.3.1 Equilibrium State

The equilibrium calculation seeks the solution in which the Gibbs energy of mixture becomes a minimum under given temperature and pressure with the conservation law of species. The spontaneous phenomenon with infinite time in an absence of external treatment leads to the Gibbs free energy minimum. Hence, the obtained result is referred to as equilibrium state. The Gibbs free energy, $G$, is mathematically represented in the form:

$$ G = RT \sum_{i=1}^{K_g} \left( \frac{x_i G_i^{0}}{RT} + x_i \frac{\ln x_i}{\sum x_i} + x_i \ln P \right) $$

where $R$ is universal gas constant, $T$ is temperature, $P$ is pressure, $x$ is mole number, $G_i^{0}$ is the molar Gibbs free energy at 1 atm and $K_g$ is the total number of species. When an equilibrium calculation is conducted with the total enthalpy of the system held constant, the obtained temperature is called the adiabatic flame temperature. Equilibrium calculations are a zero dimension simulation where no spatial or temporal dimensions are included in the calculation. The equilibrium solution is only determined only by the ambient temperature, pressure and the reactant composition. Due to their simplicity, equilibrium calculations are often used as an initial step for the fundamental understanding of combustion of the fuel of interest and the obtained $T_{ad}$ is frequently utilised as criteria to understand flame temperature [42-45].

2.2.3.2 Closed Zero Dimensional Reactors (Auto-ignition Chemistry)

The zero dimensional (0D) reactors utilised in the studies in this thesis are assumed to be adiabatic with chemically inert walls and no inlets or outlets. The reactants are assumed to be spatially homogeneously distributed in the reactor and there is no temperature or composition gradients within the mixture, thus thermal and mass diffusion in the reactor are not considered. The chemical reactions are assumed to occur at each and every location within the reactor at the same rate. A single temperature,
pressure and vector of species concentrations at each time step sufficiently describe the evolution of the thermo-chemistry state vector in the reactor. Although an enormous amount of information is obtained from a single OD reactor simulation, a single characteristic value that can be obtained from such simulations is the ignition delay time. There are several methods to define the ignition delay time, in most cases the ignition delay time is calculated based on the time at which the rate of change of temperature \(dT/dt\) reaches a maximum, another definition often used in compression ignition simulations and auto-ignition simulations where the fuel exhibits multistage ignition is to take the ignition delay as the point where the rate of change OH is a maximum. The simulation of closed zero dimensional reactors can be operated with constant pressure or constant volume. Constant pressure simulations are more relevant to boiler and combustor applications, where as constant volume calculations are more relevant to internal combustion engine applications. For reference, the governing equations for constant pressure are shown below:

\[
\frac{dT}{dt} = \frac{\dot{Q}}{V} - \frac{\sum(h_m_i \dot{\omega}_i)}{\sum(i) C_{pm_i}} 
\]

\[
\frac{d}{dt}[i] = \dot{\omega}_i - [i] \left( \frac{\sum \dot{\omega}_i}{\sum[i]} + \frac{1}{T} \frac{dT}{dt} \right) 
\]

where \([i]\) is molar concentration of species \(i\), \(\dot{Q}\) is heat transfer rate, \(C_{pm}\) is molar specific heat capacity, \(h_m\) is enthalpy per unit mole and \(\dot{\omega}\) is species production rate. Equation (4) is derived from conservation of mass, whilst equation (5). is derived from a conservation of species. A typical auto-ignition solution for a constant pressure reactor is shown in Fig.6. Due to the relative simplicity of 0D auto-ignition reactor simulations, they are often used as an initial step in understanding auto-ignition phenomenon as well as the evaluation and development of chemical kinetic mechanisms from shock tube experiments [46-49].
Fig. 6. A typical result of closed zero dimensional reactor with constant pressure (1 atm). The calculation utilises a stoichiometric methane-air mixture, with an initial temperature of 1200K.

2.2.3.3 Freely Propagating Premixed Flame Simulation

In freely propagating premixed flame simulations it is assumed that the flame is planar and one dimensional. Radial transport is assumed to be negligible, whilst molecular transport and thermal conduction in the axial direction are accounted for. Freely propagating flame simulations are usually conducted to obtain the characteristic flame speed of the gas mixture, the premixed laminar flame speed. The laminar flame speed is defined as the reactant flow speed entering the flame in the steady state condition where the flame becomes stationary with a fixed coordinate system such that the reactant flow velocity is equal to the flame propagation velocity. The flame speed is one of the most useful parameters to characterize the combustion of fuel-oxidizer mixtures due to the flame speed being strongly correlated to the flammability which is related to flame extinction and instability. The flammability limit defined by Spalding [50] is a state at which steady propagation of the one-dimensional, planar premixed flame in the infinite domain fails to be possible. Another characteristic of freely propagating flames is that it is a conservative system in that the downstream temperature is relaxed to the adiabatic flame temperature. This is because the freely propagating flame assumes there is no molecular transport or loss of enthalpy in the radial direction, in addition it is assumed...
that in the ideal case there is no heat loss mechanisms such as wall conduction or radiation.

To obtain the results of freely propagating flame simulations, equations (6), (7) and (8) are numerically solved.

The continuity equation, or conservation of mass:

$$\dot{M} = \rho u A$$  \hspace{1cm} (6)

The energy equation or conservation of energy:

$$\dot{M} \frac{dT}{dx} \quad + \quad \frac{1}{c_p} \frac{d}{dx} \left( \frac{\lambda A}{c_p} \frac{dT}{dx} \right) + \sum_{k=1}^{K} \rho Y_k V_k c_{p_k} \frac{dT}{dx} \quad + \quad \sum_{k=1}^{K} \omega_k h_k W_k V_k \quad + \quad \frac{A}{c_p} Q_{rad} = 0$$  \hspace{1cm} (7)

The species transport equation or species evolution equation:

$$\dot{M} \frac{dY_k}{dx} + \frac{d}{dx} \left( \rho A Y_k V_k \right) - A \omega_k W_k = 0 \quad (k = 1, \ldots, K_g)$$  \hspace{1cm} (8)

\subsection{2.2.3.4 Opposed-Flow Flame Simulation}

The opposed flow flame simulations model a flow consisting of two opposing nozzles separated by a finite separation distance which results in a flat flame stabilised between the two nozzles. A conceptual sketch of the opposed flow flame configuration is shown in Fig.7. The stagnation plane in the non-reacting case is determined by momentum balance of two streams and can be a reasonable approximation in the reacting case. Both premixed and non-premixed flames can be applied to the opposed-flow field. When both opposed streams are premixed, two premixed flames are formed, one on either side of the stagnation plane. At the other extreme, when the one stream is fuel and the other oxidiser, a diffusion flame is produced on the oxidiser side of the
stagnation plane for hydrocarbon flame. The most attractive element of this opposed-flow simulation is that the three-dimensional flow flame can be treated mathematically as one dimension by some assumptions. The first assumption is that the radial velocity varies linearly with radial distance at a given axial position. The second assumption is that the pressure field in this system is represented by:

\[ P = P_0 - \frac{1}{2} (P' r^2) + F(x) \]  \hspace{1cm} (9)

where \( r \): radial coordinate, \( x \): axial coordinate, \( P_0 \): stagnation pressure, \( P' \): the radial pressure gradient eigenvalue and \( F(x) \): the pressure variation in the axial direction. The last assumption is that the temperature and species have no radial variation in the axial direction. From an experimental perspective, these three assumptions can be realised if the velocity profiles for both of the nozzles at the exit plane is sufficiently close to a flat top profile [51]. The set of equations governing the 1D laminar opposed flow case were first reported by Kee, et al [52] and are given below:

\[ \frac{\partial (\rho u)}{\partial x} + \frac{1}{r} \frac{\partial (\rho v r)}{\partial r} = 0 \] \hspace{1cm} (10)

where \( u \) and \( v \) are the axial and radial velocity components:

\[
\begin{align*}
\rho u \frac{dT}{dx} - \frac{1}{C_p} \frac{d}{dx} \left( \frac{\rho}{C_p} \sum_{k=1}^{K} Y_k V_k C_p k \right) \frac{dT}{dx} + \frac{1}{C_p} \sum_{k=1}^{K} \dot{\omega}_k h_k + \frac{1}{C_p} Q_{\text{rad}} &= 0 \\
\rho u \frac{dY_k}{dx} + \frac{d}{dx} (\rho Y_k V_k) - \dot{\omega}_k W_k &= 0 \quad (k = 1, \ldots, K_g) \hspace{1cm} (11)
\end{align*}
\]

Another characteristic of opposed flow flame configuration is that it is not sufficient to characterise the simulations by solely the inflow compositions, an additional parameter the strain rate is required. The presence of aerodynamic straining in the system is a significant difference compared to freely propagating flames causing opposed flow flames to not be conservative, resulting in peak flame temperatures that are usually lower than the adiabatic flame temperature.
Flame shear and stretching caused by flame surface motion and unsteadiness are suppressed in the opposed flow burner configuration as the flame is flat and laminar, only perturbations by aerodynamic straining are possible. Due to this, opposed flow flames are frequently used for the evaluation of the flame response to aerodynamic straining [33, 53-57]. The zero strain rate case is also possible to be evaluated by extrapolations of results from low strain to zero strain [55, 56]. The physical meaning of the strain rate is the velocity gradient, or equivalently, the inverse value of the flow time. The simplest method to determine the representative strain rate in the specified flow field is:

$$a = \frac{V_F + V_O}{L}$$  \hspace{1cm} (13)

where $V_F$ and $V_O$ are a mean flow speed at the opposed ends respectively. A more detailed definition of the strain rate is often used:

$$a = \frac{2V_O}{L} \left(1 + \frac{V_F \sqrt{\rho_F}}{V_O \sqrt{\rho_O}}\right)$$  \hspace{1cm} (14)
This definition of the global strain rate is similar to the axial velocity gradient on the oxidizer size just ahead of stagnation plane. Equation 9 takes into account the density difference between the two opposed streams as well as the progressive deviation of the velocity distribution from being uniform at the nozzle exit to a stagnation surface in the cold flow [58] limit. Furthermore, the maximum axial velocity gradient, i.e., \((du/dx)_{\text{max}}\) on the fuel side just before the flame can also be used as representative strain rate. Chelliah et.al [59] reported that the strain rate at extinction by this definition is relatively insensitive to the boundary conditions of the flow.

Flame properties such as burning velocity, flame thickness and flame temperature structure vary with the global strain rate. For premixed flames, these variations with strain-rate are relatively small, whilst for diffusion flames they can vary significantly [60, 61]. For diffusion flames, the flame position does not vary significantly with strain rate [62] and thus the permissible time for reaction at each point is reduced as strain rate increases. For premixed flames the flame position typically varies with strain rate and thus the reaction time scale for reaction does not vary significantly with strain rate until the flame is sufficiently close to a stagnation plane.

It has been shown to be advantageous to analyse the structure of diffusion flames in terms of a conserved scalar [63-65]. One of the most useful conserved scalar definitions that is utilised extensively in this thesis is the mixture fraction \(\xi\). The mixture fraction is defined as the mass fraction of mixture that originates from the fuel stream at the particular point of interest, taking a value of 0 at oxidizer outlet and 1 at fuel outlet. The mixture fraction at stoichiometry is here designated \(\xi_{\text{st}}\) as is customary. To calculate the mixture fraction at any point in the domain the following formulation proposed by Bilger et al. [63] is often used:

\[
\xi = \frac{2(Y_C - Y_{C,2})/W_C + (Y_H - Y_{H,2})/2W_H - (Y_O - Y_{O,2})/W_O}{2(Y_{C,1} - Y_{C,2})/W_C + (Y_{H,1} - Y_{H,2})/2W_H - (Y_{O,1} - Y_{O,2})/W_O} \tag{15}
\]

Where the \(Y\)'s are the elemental mass fractions of carbon, hydrogen and oxygen; \(W\)'s are atomic weights; and the subscripts 1 and 2 refer to the fuel stream and oxidizer stream, respectively. This formulation assumes the Lewis numbers for all species equal
to unity, i.e., equal thermal and mass diffusivity. In analysing experimental data, it is common to drop the oxygen term from equation (15) resulting in the following expression:

$$Z = \frac{2(Y_c - Y_{c,2})/W_c + (Y_H - Y_{H,2})/2W_H}{2(Y_{c,1} - Y_{c,2})/W_c + (Y_{H,1} - Y_{H,2})/2W_H}. \quad (16)$$

This equation (16) yields results nearly identical to the Bilger formulation (15), but with a reduced sensitivity to experimental noise and interferences [66, 67].

2.2.4 Laminar Flame Models to Turbulent Flame Models

The study of laminar flames is not only relevant to laminar flames but also to turbulent flames as many experimental studies have found that under certain conditions the structure of a turbulent flame can be parameterised by a laminar flame. Such experimental findings form the basis for many turbulent numerical modelling methods such as flamelet models [68] which assume that steady laminar counter-flow flames exhibit a scalar structure similar to unsteady distorted mixing layers in a turbulent flow field. Therefore the counter-flow geometry can also be used as a tool to study chemistry model and molecular transport effects in turbulent flames.

In the terms of turbulent flame simulation methods that do not use pre-computed tabulations, such as PDF calculations and direct numerical simulation (DNS), reduced kinetic models are employed more frequently than detailed reaction models such as GRI 3.0. This is because reactive turbulent flows using these large detailed mechanisms still feature a significant computational cost; this is despite recent extraordinary increases in the speed of computers and the availability of efficient computational techniques. The miss-application of the assumptions of infinitely fast reactions, single step reactions or reduced kinetic mechanisms in turbulent flame simulations can also lead to errors in the prediction of stability limits due to finite-rate chemistry effects [69].
2.3 Off-stoichiometric Peaking of Adiabatic Temperature (0D OTP)

This section provides an overview of the fundamental physics of 0D OTP primarily developed by Law et.al [37], together with a discussion on the significance of 0D OTP to oxy-fuel combustion.

2.3.1 The Physics of 0D OTP

It is generally known in the combustion field that the adiabatic temperature, $T_{ad}$, of a flame generally does not peak at stoichiometry, but rather near stoichiometry. For instance the maximum $T_{ad}$ in methane-air combustion is seen at an equivalence ratio, $\phi$, of 1.04 for an initial temperature of 300K and ambient pressure of 1atm. This phenomenon is called zero dimensional off-stoichiometric temperature peaking (0D OTP). The nature of 0D OTP has been previously explored by Law et.at [37], which clarified some of the differing descriptions for OTP in literature. In their work the skewness of $T_{ad}$ in $\phi$ space was evaluated considering the heat release per unit mass, $q_p$, and the specific heat capacity, $C_p$ at specific value of $\phi$. For reference the $q_p$ and $C_p$ of methane-fuel combustion is shown in Fig. 8 as a function of $\phi$. Whilst $C_p$ monotonically increases with $\phi$, leading to a shift of the temperature peak to the lean side of stoichiometry, the $q_p$ holds a parabolic curve with a peak at a slightly rich side of stoichiometry, which drives the rich shifting of the temperature peak. The consequent temperature peak position is determined such that these two shifting phenomena are balanced. More accurately, the temperature peaks such that:

$$\frac{d}{d\phi} \frac{q_p(\phi)}{q_p(\phi)} = \frac{d}{d\phi} \frac{C_p(\phi)}{C_p(\phi)} \tag{17}$$

Fig. 9 shows the $q_p$ related term, i.e., left hand side of equation (17), as well as the $C_p$ related term, the right hand side of equation (17) in $\phi$ space. The crossing condition between the two curves in Fig. 9 represents the mixture of maximum $T_{ad}$. 


Fig. 8. Off-stoichiometric peaking of adiabatic flame temperature with air-methane mixtures at initial temperature of 300 K and ambient pressure of one atm.

Fig. 9. The relationship of the driving forces for 0D OTP in terms of $q_p$ and $C_p$. 

A Numerical and Experimental Investigation on the Thermal Structure of Oxy-fuel Combustion

S. Sayama
Law et al. [37] also identifies the cause of the rich side of off-stoichiometric peaking of the $q_p$ which is dominant factor of the rich shifted 0D OTP typically found in hydrocarbon flames. By employing a dissociation frozen mechanism in which any dissociation reactions, such as $\text{CO}_2 \rightarrow \text{CO} + \text{O}_2$ are suppressed from GRI 3.0, allowing a methodology to examine the influence of dissociation on 0D OTP was developed [37]. Fig. 10 shows the calculation results with this dissociation frozen mechanism and GRI 3.0. The $q_p$ with the dissociation frozen mechanism peaks at stoichiometry in contrast with GRI 3.0. Therefore it can be concluded that dissociation does play a dominant role in the rich shift of the $q_p$ peak. Also since the gap between the zero dissociation and full mechanism in the $q_p$ represents the dissociation degree at an individual equivalence ratio, it can be observed that the dissociation occurs to a greater degree at stoichiometry than at the slightly rich side of stoichiometry and as a result the $q_p$ and consequent $T_{ad}$ of methane-air combustion peaks in the rich mixture condition.

![Graph showing $T_{ad}$, $q_p$, and $C_p$ for full GRI 3.0 and dissociation frozen mechanisms.]

Fig.10. $T_{ad}$, $q_p$ and $C_p$ of the methane-air combustion for the full GRI 3.0 mechanism and the dissociation frozen mechanism. The graph is from [37]. The normalised equivalence ratio is defined as $\phi/((\phi+1)$. Dash lines: dissociation frozen mechanism, Solid lines: GRI 3.0.
2.3.2 Significance of 0D OTP in Oxy-fuel Mode Fire Stations

In determining operation condition of firing power plants, the post-combustion gas temperature is a primary factor from both a performance and environmental perspective. In conventional air-fuel flames, the net-equivalence ratio in the furnace is varied to realize the desired temperature. However, equivalence ratio control is generally not possible in the oxy-fuel combustion mode as oxy-fuel combustion system must remain close to near-stoichiometric burning. In oxy-fuel combustion the inclusion of O₂ in the post-combustion gas means some energy is consumed wastefully since the supply of pure O₂ requires significant energy consumption. Due to this fact the degree of the CO₂ or H₂O dilution is typically varied as the primary temperature controlling parameter in oxy-fuel combustion.

Keeping the above in mind it can be said that one of the most sophisticated temperature control strategies in oxy-fuel based firing plants is to control the primary temperature by the dilution degree with equivalence ratio adjustments around stoichiometry used as fine tuning mechanism. Since oxy-fuel combustion replaces the N₂ in oxidizer stream with CO₂ or H₂O the Cₚ of the resultant mixture is different in terms of physical properties from conventional N₂ diluted flames. Also as the presence of CO₂ and H₂O enhances dissociation effects which impact the heat release structure, hence the 0D OTP characteristics of oxy-fuel flames is expected to be varied from those of N₂ diluted flames. Due to the significance of 0D OTP in oxy-fuel scheme and expectation of characteristic variation from conventional flames, the study of the 0D OTP structure for oxy-fuel combustion is one of the primary objectives of this study. The results obtained in this study can be a guide for the determination of the operational conditions used in practical applications and industry.

2.4 Laser Diagnostic Techniques

Laser diagnostics in modern experimental combustion science are of considerable utility due to their remote, non-intrusive and in-situ characteristics combined with the potential for high temporal and spatial resolution. In this section, three representative spectroscopic techniques are briefly reviewed and then the OH LIF thermometry
techniques employed in the present research are discussed in greater detail. A review of the current state-of-the-art knowledge regarding the application of laser diagnostics to oxy-fuel combustion is also provided.

2.4.1 Rayleigh Spectroscopy

The elastic scattering of light, i.e. scattering with no shift in wavelength, can be classified as either Rayleigh scattering or Mie scattering. Rayleigh scattering is based on the interaction of light with molecules while Mie scattering is based on the interaction of light with particles. More accurately, the distinction between the two resides in size the molecule or particle and the wavelength of the incident light through the relation: \( \frac{d}{(2\lambda)} < 0.05 \), where \( d \) is the diameter of the molecule or particle and \( \lambda \) is the incident wavelength. Rayleigh scattering arises from the oscillating dipole moment induced by incident laser light quanta. A detailed description of the theory of Mie scattering and Rayleigh scattering can be found in literature [70, 71]. Advantageous features of Rayleigh scattering include its signal strength and simplicity of the experimental setup. However as there is no frequency shift in Rayleigh process and thus Rayleigh signal, interference from background scattering as well as Mie scattering can easily corrupt the Rayleigh scattering signal. Typically for high quality Rayleigh scattering measurements significant attention is needed to paid to eliminate spurious background reflections as well as judicious flame/flow selection to avoid soot, droplets and particles. Temperature measurement via Rayleigh scattering requires information on the constituents at probed volume since Rayleigh scattering cross section varies with composition. The signal intensity of the Rayleigh scattering signal \( S \) can be mathematically represented by:

\[
S = kE\sigma_{eff} \sum[i]
\]  

(18)

where \( k \) is a constant which accounts for a geometry of collection optics and a detection efficiency, \( E \) is the incident laser energy, \([i]\) is a number density of species \( i \) and \( \sigma_{eff} \) is an effective cross section at proved volume. The effective cross section is:
where $X_i$ is a mole fraction of species $i$ and $\sigma_i$ is a Rayleigh cross section of species $i$. In Rayleigh scattering thermometry, the ideal gas equation of state is typically incorporated into the above two equations to determine temperature assuming the pressure is known. Example applications using Rayleigh scattering to determine temperature can be found in the following references [72-74].

### 2.4.2 Raman Scattering

Raman scattering is an inelastic scattering interaction of light with molecules and is often termed rotational, vibrational, ro-vibrational or electronic depending on the nature of energy level transitions which occur in the molecule and the photon energy of the interacting light. From a classical viewpoint, Raman scattering is driven by the polarizability variation due to the electron positions in molecules. The resultant Raman scattering signal when down shifted in frequency is termed stokes and the other anti stokes for historical reasons. The detailed physics of Raman scattering from both a classical and quantum perspective is well elucidated in literature [70, 75]. Although Raman scattering is shifted from the excitation wavelength and hence somewhat immune from the scattering interferences that plague Rayleigh scattering measurements the main drawback of Raman scattering is its very low signal level. Due to the very low signal levels, Raman scattering is typically limited to clean flames with low interference levels from flame luminosity and soot. In practical devices, sufficient optical access to obtain sufficient signal levels is often a challenge to achieve using Raman scattering. As Raman scattering requires only a single laser to monitor all major species in flames, Raman scattering is often utilised in the combustion field to determine the thermo-chemical state of laboratory scale flames. The Raman scattering signal intensity from species $i$ can be represented in the form:

$$S_i = P_i f_i(T) E \gamma_i [i]$$

where $P$ is a constant which depends on the wavelength, optics geometry and collection efficiency, $f(T)$ is a bandwidth factor which accounts for a temperature-dependent
distribution of molecules in their allowed quantum states and $\gamma$ is a cross section of Raman scattering.

To processes the raw Raman signals to species concentrations, there are mainly two options; the Spectral Fitting Method which is based on libraries of theoretical spectra and Matrix Inversion (MI) [76] tMI is based on utilising species spectral responses that that are not highly spectrally resolved and are determined based on extensive calibration measurements in heated flow and flames to determine the temperature dependent system response. A hybrid spectral fitting MI has been introduced by Fuest et.al [77]. The hybrid method utilizes simulated spectral libraries, and namely integrates simulated spectrums over regions corresponding to on-chip binning for determination of temperature dependence matrix elements in MI method instead of conducting extensive calibration leading to a much higher precision in the measurements.

2.4.3 LIF

Fluorescence is the process of light emission from a high energy state in an atom or molecule to a lower energy state with the same electronic spin state (the same multiplicity). In contrast emission of light form a high energy state to a lower energy state with a different electronic spin state is termed phosphorescence. In general fluorescence lifetimes are in the range of nanoseconds to microseconds and are typically much shorter than the phosphorescence life times which are generally in the range of microseconds to seconds. A complicating factor in making quantitative LIF measurements is collisional quenching. It is not true that all excited molecules emit fluoresce photons, indeed the primary energy transfer path for excited state molecules is de-excitation through collisional quenching. The physics behind collisional quenching is explained in [70, 78, 79]. To circumvent the quenching disturbance to the experimental data, some prior calibration measurements can be taken. One of them is a direct pre-measurement of collisional quenching cross section of monitored molecules, which can be seen in [80]. The difficulty of this method is need for extensive pre-experiments as quenching cross section varies with collision partners. The LIPF (Laser Induced Pre-dissociative Fluorescence) may also be a good way for reduction of the collisional effect as the time scale of pre-dissociation is smaller than that of collisional quenching, as is shown in [81]. Especially, LIPF has more advantages at higher pressure fields, since LIPF signal intensities are almost constant as far as the pre-
dissociation lifetime is sufficiently short, while the quantum yield for linear fluorescence decreases significantly with increasing pressure. Mathematical formulation of LIF signal intensities is not mentioned here since the more detailed exploration of LIF is conducted in the methodology chapter.

2.4.4 OH LIF Thermometry

Temperature is one of the most significant parameters in combustion, since it governs chemical reaction rates and equilibrium states. Due to the significance of temperature, several laser based thermometry techniques have been developed and applied such as LIF based thermometry. One of the most substantial advantages of LIF based thermometry is the feasibility of planar imaging, that is, spatially resolved images can be obtained. In general, Coherent Anti-stokes Raman Spectroscopy (CARS) measurements are applied as a point measurement. However recent advances in the technique have extended it to line and planar configurations in flames using picosecond and femtosecond lasers [82, 83]. In terms of accuracy, CARS based measurements typically provide the highest accuracy [84]. Spontaneous Raman spectroscopy can be applied in a point or line measurement configuration. However, due to the relatively weak signal intensity, the small scattering cross section and the sensitivities to spectral interferences from sources such as PAH and soot precursors its application as a universal thermometry technique is challenging [85]. Laser absorption method is limited to line-of-sight integrated measurements and thus lack the spatial resolution required for measurements in turbulent flames [86]. Rayleigh scattering can be applied as a planar imaging technique. However, the local composition must be known in order to determine the effective scattering cross section [72]. The primary disadvantage of LIF based thermometry techniques is the necessity to specify certain spectroscopic parameters, such as the fluorescence yield, electronic quenching and the fluorescence quantification model.

Some example target species that have been employed in LIF based thermometry are OH [87-90], NO [91-93], O₂ [94], CH [95] and indium [96-100]. Care must be taken in the selection of the environment the LIF thermometry technique is applied to as well as the target species. The OH radical and vibrationally hot O₂ are present only around the flame front and high temperature regions, the CH radical is narrowly distributed in
vicinity of the flame front and NO (seeded into a reactive flow system) is present relatively in a large region in both the unburned and the post-flame gas. Thus far, OH has been most frequently employed in LIF thermometry due to its high concentration in the high temperature region of the flame, its strong signal, easy accessibility of electronic transition by the frequency-doubled conventional dye laser with rhodamine and its well-known spectroscopic characteristics.

There are many different methods to apply OH LIF based thermometry. Spectral fitting, two-line peak and two-line integration methods are explored here as representative example. In spectral fitting techniques, an excitation-emission scan of the laser wavelength is implemented over numerous lines in the ro-vibrational manifold of interest. The shape of obtained LIF-emission laser wavelength can then be compared to the theoretical emission-absorption wavelength spectrum, with the shape of the spectral profile being dependent on temperature, thus allowing temperature to be obtained by seeking the best fit condition between experimental and theoretical profiles. In two-line peak thermometry, two lines in the manifold of interest are selected and then signal intensity at the two wavelengths is detected in the experiment. As the spectral profile depends on temperature, the ratio of two signal intensities also relies on temperature at the probed volume. These two measurement techniques have been widely applied in literature, as seen in [87-90]. In contrast, the two-line area method is a relatively new idea. As with the two-line peak method, two lines are selected but spectral profiles of the two lines are scanned, and then the signals are spectrally integrated in individual lines. The ratio of the integrated value at each line is relevant to temperature, and thus temperature at probed volume can be obtained. Kostka et al. [101] reported that the integration scheme improved the measurement accuracy by as much as threefold in their experiment.

2.4.5 Application to CO₂ Diluted Flames

The application of laser diagnostics to CO₂ diluted flames encounters some challenges due to the distinctive and unique properties of CO₂. For instance, CO₂ has a higher refractive index relative to air, which can cause beam steering effects when laser or signal light passes through an interface between air and high CO₂ content flows, while it was reported that beam steering was not significant with a 68% CO₂ mixture by
Specifically for Raman spectroscopy, the Raman crosstalk of CO₂ with O₂ leads to uncertainty in O₂ monitoring, especially when the O₂ fraction is low. Similarly, Raman rotational bands of H₂ near CO₂ Raman bands can also be affected. In CO₂ diluted flames the impact of the shift of the radical pool must be considered at higher temperatures, which can lead to some advantages compared to conventional N₂ diluted flames. For example, the detection of CO Raman spectra can be achieved with high SNR, while in conventional air-breathing flames the CO Raman suffers from low signal levels and interferences from N₂. Greater details of the challenges and advantages of the application of Raman scattering to CO₂ diluted vs. conventional air-breathing flames are outlined in [5]. In LIF and CARS based, methods as the influence of CO₂ being the dominant collisional partner needs to be accounted for. As CO₂ features a significantly more complicated energy structure compared to N₂, measuring, modelling and understanding the collisional behaviour of CO₂ vs. N₂ is typically far more complex.

2.5 Image Processing/Optical Devices

In this section, a set of underlying concepts on optical devices and units that are used in laser diagnostics are given such as: lasers, collection systems such as cameras and collection lenses, and laser pulse stretchers. To successfully execute laser diagnostics, it is of considerable importance to design and arrange optical systems in an appropriate way. This section outlines the necessary theory in order for this to occur.

2.5.1 Lasers

2.5.1.1 Required Laser Wavelength in Diagnostics

Most lasers employed in combustion diagnostics are performed at visible or ultraviolet (UV) wavelengths for specific reasons. Firstly, most imaging devices, such as Charge Coupled Device (CCD) cameras, work most efficiently at visible wavelengths. In addition, some scattering phenomena used in diagnostics, such as Raman and Rayleigh scattering, enhance scattering efficiency with a decrease in the incident laser
wavelength. Further, excitation wavelengths for electronic transitions of major species in flames generally resides in UV-visible regimes.

2.5.1.2 Laser Survey

There are currently numerous laser types on the market, while the lasers available for diagnostics are limited due to wavelengths and signal intensities required in applications to combustion environments. The Nd:YAG laser and dye laser are explored here as representative, primarily motivated by the fact that these lasers are the ones used in the present study.

**Nd:YAG Laser:**
A Nd:YAG laser emits laser beams in trivalent neodymium ions, Nd$^{3+}$ housed in an yttrium aluminium garnet (Y$_3$Al$_5$O$_{12}$) crystalline host material. A Nd:YAG laser essentially emits fixed frequency light, while it can be tuned within a quite narrow frequency when injection seeded. The primary fundamental wavelength that Nd:YAG lasers typically operate at is 1,064 nm. A Nd:YAG laser is often used with harmonic generation, allowing additional wavelengths to be generated such as 532 nm (Second Harmonic Generation), 355 nm (Third Harmonic Generation) and so on. For instance, the frequency-doubled Nd:YAG laser beam of 532 nm is frequently employed in particle image velocimetry (PIV), Rayleigh and Raman scattering, and for pumping tuneable lasers. The repetition rate of Nd:YAG lasers pumped by a flash-lamps is typically a few tens of Hz and pulse energies are hundreds of mili-joules at 532 nm. One of the challenges in applying Nd:YAG lasers with flash-lamp pumping is that the repetition rates are not sufficiently high to capture temporal evolution in detail in most turbulent combustion fields.

Q-switching is a technique used for producing very high power, so termed “giant” laser pulses with Nd:YAG lasers. In normal lasing operation, gain or population inversion is reduced during lasing actions since stimulated emission depletes the upper laser level. Thus, it is difficult to create intense pulses. In Q-switched laser operation, a significantly large population inversion is initially realised by holding the Q of the cavity down (suppressing lasing), and then rapidly raising the Q of the cavity (rapid lasing). The Q of a cavity here refers to the ratio of the radiation energy stored in the
cavity to the power loss. By this rapid Q value control, the laser pulse with Q-switching obtains very high instantaneous power levels. Most Q-switching systems are realised by a Pockels cell.

**Dye Laser:**

In contrast with the Nd:YAG laser, the dye laser can be tuned over relatively large spectral range. Complex organic molecules are employed as the lasing media in dye lasers, due to their closely packed vibrational-rotational transitions, while there are only discrete atomic energy states in the active medium in Nd:YAG lasers. In addition, it is generally known that flash-lamp-pumped dye lasers provide very high pulse energies of a few joules per pulse. Due to the adjustability of wavelengths and high pulse energy, flash-lamp pumped dye lasers are extensively employed in Raman spectroscopy diagnostics. At the other extreme, dye lasers pumped either by frequency-doubled Nd:YAG lasers or N₂, Cu, Ar lasers features low pulse energies. However, dye laser pumped by other lasers gives rise to better laser quality and equivalently narrower spectral line width. Consequently, narrow band laser pumped dye lasers are applied to LIF measurements in combustion.

**2.5.1.3 Spatial Resolution of Laser Beam**

A characteristic of focused laser beams is that they are significantly dependent on the transverse mode structure of the beam, that is, the number of transverse electromagnetic modes (TEM). A laser beam with single mode (TEM₀₀) holds a Gaussian intensity profile and is generally considered diffraction-limited. The two subscript number of TEM represents vertical and horizontal mode number respectively. Multimode beams shows higher divergence and poorer focusing characteristics than that of single mode beams. The degree of the multimode characteristic of a laser beam can also be represented by the $M^2$ value. The unity of the $M^2$ value refers to diffraction-limited beams and the $M^2$ value increases with multimode degree. Most scientific lasers have $M^2$ value of 1–2, while the Nd:YAG lasers explored above hold $M^2$ values of tens to hundreds (Note that the Nd:YAG laser has $M^2$ value less than 3). The spatial resolution of laser beams focused by an ideal focussing lens with focal length f can be formulated in the form:
where $d_0$, $d$ and $\lambda$ is the focused laser beam diameter, laser diameter before focusing and laser beam wavelength. The diameters mentioned here are defined such that the laser beam intensity drops to $e^{-2}$ of the maximum. As is obvious from the equation, the spatial resolution of focused laser beams is $M^2$ times diameter of diffraction-limited.

### 2.5.1.4 Laser Sheet Formation

In a typical application such as Planar Laser Induced Fluorescence a laser beam is focused into a thin sheet. There are several methods to realise this sheet formation. One of the most common strategies is conducted with a plano-convex spherical lens and cylindrical telescope. The example is shown in Fig.11. The spherical lens is used to focus the laser beam near the centre of the field of view of the camera, and typically has a focal length of 500 to 1000 mm for an increase of the Rayleigh range. The Rayleigh range is the distance along the beam from the focus to the point where the beam diameter is $\sqrt{2}$ times the diameter at the focus. Equivalently, the Rayleigh range is a parameter representing the distance over which the laser beam thickness is essentially the same as the focal point. The cylindrical telescope comprises a plano-convex lens and a larger plano-convex lens. The first lens may be replaced with plano-concave lens to avoid a real focus and consequent air breakdown. The laser sheet height is determined by the height of the second cylindrical lens and then the larger lens, which is expensive, is needed when large laser sheets are created. Thus, the second lens is frequently omitted and allows the divergence of the laser beam in such situations, while the laser intensity profile varies in the propagation direction due to the divergence of the laser beam.
2.5.2 Collection Optical System

2.5.2.1 Relation Between Collection Optical System and Signal Intensity

A schematic view of a typical optical collection system is shown in Fig.12. The probed volume in flow is illuminated by a laser sheet of height $y_L$ and thickness $\Delta z$. The optical system is assumed to be an array sensor, for example, a CCD camera, and a collection lens of focal length $f$ and aperture diameter $D$. The pixel width and height of the camera are $\delta x$ and $\delta y$ respectively. Each pixel images a region in the flow of $\Delta x = \delta x/m$, $\Delta y = \delta y/m$, where $m = y_i/y_o$ is the magnification and $y_i$ and $y_o$ are as defined in Fig.12. The obtained signal is spatially integrated in the $z$ direction over a distance of sheet thickness $\Delta z$. Now, assuming that a pulsed laser light sheet is illuminated with a local fluence $F_L$ (J/m$^2$), the number of photons collected by each pixel, $S_{pp}$, is represented by:

$$S_{pp} = \frac{F_L}{\hbar \nu} \frac{\Delta V}{d\Omega} \frac{d\sigma}{d\Omega} n \Delta \Omega \eta_t$$

where $\hbar$ is a Planck’s constant, $\nu$ is a laser frequency, $\Delta V = \Delta x \Delta y \Delta z$ is a volume imaged by each pixel, $d\sigma/d\Omega$ is a differential scattering cross section, $n$ is the number density of the scattering medium, $\Delta \Omega$ is the solid angle subtended by the lens, and $\eta_t$ is the transmission efficiency of the collection optics (pixel collection efficiency, lens and...
spectral filters). The solid angle has a relation with the magnification and f number \((f\# = f/D)\) of the lens in the form:

\[
\Delta \Omega = \frac{\pi m^2}{4 (f\#)^2 (m + 1)^2}
\]  

(23)

Assuming the laser sheet is uniform (i.e., the fluence is constant), the fluence can be approximated as \(F_L = E_L/y_L\), where \(E_L\) is the laser energy. Now, combining the above two equations and substituting \(\Delta x = \delta x/m\) and \(\Delta y = \delta y/m\), the \(S_{pp}\) is:

\[
S_{pp} = \frac{E_L \delta x \delta y}{h \nu y_L} \frac{d\sigma}{d\Omega} \left( \frac{\pi}{4 (f\#)^2 (m + 1)^2} \right) n\eta_t
\]  

(24)

From this equation, it can be observed that the collected photon number per pixel increases with \(m\) and the distance of camera from the object while the solid angle subtended by the collection lens decreases. This is because the \(\Delta x\) and \(\Delta y\) increase with a decrease of the magnification, leading to light collection from a large region of the flow per pixel. In addition, although the laser sheet is assumed to feature the same fluence here, the laser sheet needs to be expanded to cover the larger field of view when moving the camera farther away. In order to consider this effect, equation (24) is converted with the condition of \(y_L = y_o\) in the form \((y_L = N_p \delta y/m)\):

\[
S_{pp} = \frac{E_L}{h \nu (N_p)^2} \frac{\gamma_i}{\delta y} \frac{d\sigma}{d\Omega} \left( \frac{\pi}{4 (f\#)^2 (m + 1)^2} \right) n\eta_t
\]  

(25)

where \(N_p\) is the number of pixels in one column of the camera. This equation contains much important information for collection optical system design. First, the signal is independent of \(\Delta z\), which is how tightly the sheet is focused, while the signal increases with the incident laser energy. The independence of the \(\Delta z\) comes from the fact that while the fluence is increased by tighter focusing, the number of molecules scattering incident light is reduced. Second, the signal is weakened as the number of pixels is increased because the scattered lights are collected from the smaller region of the flow. This indicates the importance of physical pixel size in signal to noise ratio (SNR).
However, it is also of considerable importance to remember that as the pixel size increases the spatial resolution is reduced. Equation (25) also shows that the $S_{pp}$ is proportional to $m/(m+1)^2$. This relation of $m$ and $S_{pp}$ is shown in Fig.13. It is understood that as the signal reaches maximum value at a unity magnification, the signal level falls off on either side. In addition, the signal intensity is inversely proportional to $f_#^2$. This strong dependence of $f_#$ is the exact reason many applications utilise lenses with low $f_#$ as collection lenses. Generally for PLIF, Rayleigh scattering measurements and Raman scattering in reactive flows lenses with $f_#$ of less than 3 are employed to obtain sufficient SNRs, whilst for PLIF application $f_#$'s are typically less than 5.

Fig.12. A conceptual sketch of planar laser imaging of a flow field using an array detector, from [102].
2.5.2.2 Spatial Resolution

It is challenging to precisely and accurately quantify spatial resolution in optical collection systems, while knowledge of the spatial resolution is of considerable importance in diagnostics applications. In most cases, the spatial resolution of the collection optics is regarded as the area in the flow that single pixels in camera images or smallest resolvable bar pattern or a resolution target in resolution test chart, as shown in Fig. 14 (1951 USAF). These methods are sufficient for some diagnostic applications, but may not be adequate for the other experiments, such as a detailed structure study in flame since the thickness of flame is generally sub-millimetre.

One of the more sophisticated methods to evaluate spatial resolution in the system in detail is to measure the size of the so-called ‘blur spot’. The imaging system resolution is dependent on the characteristics of most components in the system: collection lenses, array detectors and illumination sources. For simplicity, the discussion here is limited to the case where the laser sheet is sufficiently thinner than the depth-of-field of the collection optics. In such a situation, the spatial resolution is dependent only on camera specification and the size and shape of the point spread function (PSF). The PSF refers
to the intensity profile at the image plane produced by imaging an infinitesimally small
point source of light. The image projected on the image plane is generally considered as
the convolution of the PSF with the irradiance distribution of the probed object. The
diameter of PSF is called the blur spot. As is obvious, a large blur spot means poor
resolution and will deteriorate the measurements. In addition, the PSF will be the Airy
disc function in the ideal optical system (the diffraction limit). The study conducted by
Clemens et al. is a good example of quantifying the resolution by blur spot [102].

Another possible method to quantify the blurring effect of the optical system is
Modulation Transfer Function (MTF). There are not many studies putting the MTF into
practice [103-106]. The MTF represents the amplitude response of the imaging system
to a sine wave patter. To define the MTF more accurately, let the maximum and
minimum irradiance of a sine wave object be $R_{0\text{max}}$ and $R_{0\text{min}}$, respectively and the
contrast of the object, $C_0$, be:

$$C_0 = \frac{R_{0\text{max}} - R_{0\text{min}}}{R_{0\text{max}} + R_{0\text{min}}}.$$  \hspace{1cm} (26)

Also, the contrast of image is denoted by:

$$C_i = \frac{R_{i\text{max}} - R_{i\text{min}}}{R_{i\text{max}} + R_{i\text{min}}}.$$  \hspace{1cm} (27)

where $i$ refers to the image. The MTF with spatial frequency is then defined as

$$MTF(s) = \frac{C_i}{C_0}.$$  \hspace{1cm} (28)

Thus, the unity MTF means an infinitesimally small resolution in the system. Some
studies were already conducted for clarifying the relation between MTF and how
accurately the imaging system of interest captures the scalar structure in flow [105, 107].
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Fig.14. An example of resolution test chart (1954 USAF). This 1954 USAF was set by US Air Force.

2.5.3 Image Arrays

2.5.3.1 CCD Cameras and ICCD Cameras

CCD array and image-intensified CCD (ICCD) array are some of the most frequently used image detectors for scientific purposes. There have been significant advances over the last few decades in CCD camera technologies, leading to uniform pixel response in cameras with almost negligible non-linearity. CMOS based camera technologies have also been advanced and the frame speed as well as the low cost of CMOS cameras are quite attractive. However, CMOS cameras still struggle with the problem of non-linear responses for each pixel, which makes quantitative measurements difficult and thus, CCD cameras are still a major tool in scientific imaging. In the following, CCD and ICCD cameras are explored briefly.

A CCD camera consists of a photodiode unit, transfer unit and amplification unit. Initially, a photodiode unit detects photons and converts the photons to charge (electrons). These electrons are transferred to an amplification unit by a transfer unit. In the amplification unit, the charge is converted to a voltage signal. The CCD array can be categorised into two illumination types: front and back illumination. The quantum efficiency, which is a ratio between the number of the photoelectrons created and incident photons, is different between these two illumination schemes. Front illuminated CCD array generally has relatively lower quantum efficiency of 10–50% at visible and near-IR wavelengths, and virtually zero at UV and mid-IR wavelength. On the other hand, back illuminated CCD array possesses higher efficiency of around 90% in the visible wavelengths and 20% at the UV wavelengths, although back illuminated
CCD arrays are typically more expensive and typically cannot be electrically gated or shuttered at the same speed as front illuminated detectors.

ICCD cameras are employed often for very short exposure time measurements (a few nanoseconds), such as for diagnostics with low signal light levels with high continuous background light levels. A common image intensifier consists of a photocathode, a micro-channel plate, a phosphor screen, and a mechanism to couple the screen to the CCD. An image intensifier also has a gating function, which is useful to suppress background luminosity in very luminous flows, such as sooting flames. Since scattering phenomena generally take place during the order of several nanoseconds for typical Nd:YAG nanosecond excitation, a short duration gating enables reduction of the background signal at no expense of interested signals. It is noted that intensification in ICCD cameras does not reduce shot noise but rather intensification reduces the proportion of dark noise and readout noise to the resultant signals by amplifying the incident signals. Since intensification reduces the proportion of the readout noise and dark noise to the resultant signals, the primary noise source is typically a combination of shot noise and electron multiplication noise in sufficiently amplified signals.

2.5.3.2 Software Binning and Hardware Binning

CCD cameras generally have two types of binning methods: a hardware binning and software binning. Hardware binning is a scheme in which electrons stored in each pixel are summed up with a specified size before an amplifier section reads the electrons. Due to the pre-process in each pixel, the number of readings is reduced with the degree being proportional to a specified binning size. Consequently, the total readout noise is smaller than no binning imaging in principle. At the other extreme, software binning scheme sums up electrons over a specified size after an amplifier section reads the electrons. As is obvious from the procedure of software binning, a software binning requires reading processes every single pixel. Hence, there is no difference in the total readout noise in one frame between in presence and absence of a software binning, but rather the signal level is increased as well as the readout noise in the new software binned super-pixel which generally results in an increased SNR but not as large an increase as hardware binning.
### 2.5.3.3 Photo Transfer Curves

Consider a situation in which a detector detects sufficiently large number of photons to readout noise and dark current noise, for example, where photon shot noise dominates detector noise. Based on this assumption and the fact that photon shot noise obeys the Poisson distribution, the conversion gain $g$ can be determined in the following way.

The gain $g$ is a constant for conversion of camera output signals (ADU) to actual physical numbers of electrons ($e^{-1}$) generated by incident photons interacting with CCD array. It has a unit of electrons per ADU ($e^{-1}$/ADU) and is defined by:

$$\eta \Phi = gS$$

(29)

where $\eta$ is a quantum efficiency (photoelectrons per unit incident photon), $\Phi$ is a number of incident photons during camera exposure period, $S$ is a camera output digital signal. Since $\eta \Phi$ is directly proportional to $S$, their errors are also directly proportional by the same constant and thus:

$$\sigma_{\eta \Phi} = g \sigma_S$$

(30)

where $\sigma_{\eta \Phi}$ and $\sigma_S$ is a standard deviation of $\eta \Phi$ and $S$ respectively. For a Poisson distribution, standard deviation is simply the square root of the mean and thus:

$$\sigma_{\eta \Phi} = (\eta \Phi)^{1/2}.$$  

Substitute this to (30):

$$(\eta \Phi)^{1/2} = g \sigma_S$$

Using equation (29):

$$(gS)^{1/2} = g \sigma_S$$

and thus:

$$g = \frac{S}{\sigma_S^2}$$

(31)

As is understood from the equation (31), the $g$ appears as a gradient in a graph of mean v. variance of output signals. The graph is referred to as photon transfer curve. The gain of the cameras used in the present study was also measured using the relation of the equation (31). The result and measurement system is shown in Appendix 5.
2.5.4 Laser Pulse Stretchers

Pulse durations of laser beam are determined predominantly by the duration of effective pumping, intra-resonator energy extraction rates in the laser unit. Despite its fixed characteristic value of pulse duration in laser systems, there are many applications that require a temporal extension of the laser pulse duration for a reduction of the instantaneous beam intensity at no expense of total pulse energy. Spontaneous Raman scattering spectroscopy is such an exact example. The Raman scattering cross sections of combustion relevant species are relatively small and thus a high energy input is required at a probed volume to obtain reasonable SNRs. However, once the large energy laser inputs are realised in the measurement system, the strong optical emission from the plasma spark overwhelms the weak Raman signal and disturbs chemical reactions at the probed volume. In this context, a laser pulse stretcher is needed in Raman spectroscopy to avoid gas breakdown. There are several methods to temporally stretch laser pulses, such as optical pulse stretching, pulse stretching by intra-cavity non-linear materials, electronic pulse stretching and pulse stretching by dispersion. Due to its high frequency of use and easiness to implement, optical pulse stretching method is focussed upon here.

Optical pulse stretching is normally achieved by a combination of beam splitters and mirrors. The most basic geometry is a ring cavity, which is reported by Kojima [108]. The schematic view is shown in Fig.15. The ring cavity traps and stores a portion of the laser pulse and the pulse leaks slightly every single leg. As a consequence, the output beam from laser pulse stretcher is temporally stretched and reduced in maximum intensity. The parameters that determine the output temporal beam profiles are a reflectivity ($R_{bs}$) of beam splitter in the cavity and an optical delay time ($\tau$), that is, a period of time for one leg, which is controlled by the optical propagation path length $L$ in the cavity. The output laser beam, $D(t)$, is mathematically represented by:

$$D(t) = R_{bs}Q(t) + (1 - R_{bs})^2 Q(t - \tau) + (1 - R_{bs})^2 R_{bs}Q(t - 2\tau) + \cdots (32) + (1 - R_{bs})^2 R_{bs}^{n-1}Q(t - n\tau) + \cdots$$

where $t$ is time evolution since an entry of laser pulse to the cavity and $Q(t)$ is the original laser pulse from laser unit. In this laser pulse stretcher, there is a reduction limit of laser pulse per cavity. To show the maximum reduction ratio in single cavity, the
initial term and second term in equation (32) are plotted as a function of $R_{bs}$. The objective of using a laser pulse stretcher is to decrease maximum laser intensity. Keeping this in mind, please see Fig.16. While the first term is decreased as $R_{bs}$ is decreased from unity, the second term is increased. However, the trend is opposite from $0.38 \ (\equiv (3 - \sqrt{5})/2 \ )$ onwards. Consequently, it is understood that the maximum reduction ratio by single-ring cavity is 0.38.

For reference, the output signals with the $R_{bs} = 0.3$, 0.38 and 0.45 are also show in Fig.17, 18 and 19, assuming the temporal and spatial profile of the original laser pulse is Gaussian with total energy of 1.0 J, temporal full width at half maximum (FWHM) of 8 ns and spatial FWHM of 7 mm. Due to the 38% reduction limit per cavity, the multiple cavities are normally required in Raman spectroscopy. In the basic method to determine each optical delay time in cavities, the optical delay times of each cavity set to be $\tau_1 = dt$, $\tau_2 = 2\tau_1$, $\tau_3 = 4\tau_1$..., and $\tau_n = 2^{n-1}\tau_1$, where subscript $n$ represents $n$-th cavity and $dt$ represents temporal FWHM of original laser pulse. The doubling of the optical delay time every ring cavity is necessary for a suppression of each pulse overlapping.

Fig.15. Schematic of the basic right-triangle ring cavity used as a pulse stretcher.

The input laser pulse is divided into multiple smaller output pulses that are extracted through a partially transmitting beam splitter.
Fig. 16. The reduction ratio of each term in equation (32).

Fig. 17. Temporal Profile after laser pulse stretcher with $R_{bs}$ of 0.30 at a centre of the beam.
Fig. 18. Temporal profile after laser pulse stretcher with $R_{bs}$ of 0.38 at a centre of the beam.

Fig. 19. Temporal profile after laser pulse stretcher with $R_{bs}$ of 0.45 at a centre of the beam.
Chapter 3
Methodology

This chapter provides information on the software, apparatus and techniques used in the present simulations and experiments. In addition, the definitions of some characteristic parameters used in the following chapter are detailed here.

3.1 Simulations

CANTERA 2.0 [109] was employed for zero and one-dimensional reactors and CHEMKIN PRO [110] was utilised for counter-flow diffusion flame. CANTERA 2.0 [109] is a free software and thus the all simulations were initially implemented with CANTERA 2.0 [109]. However, CANTERA 2.0 [109] shows some bugs and errors with Soret effect being activated. Due to the bug, CHEMKIN PRO [110] was used for solving counter-flow diffusion flame rather than CANTERA2.0 [109]. In all simulations in this study, CH₄ was used as the fuel.

Counter-flow diffusion flames need appropriate tolerance and grid quality for high quality results. Also, the separation distance in counter-flow configuration (distance between opposed nozzles) also must be set reasonably. The determination procedures of these parameters are explored in the following. In addition, the post-processing scheme to calculate heat release in both constant pressure adiabatic flame temperature and opposed-flow diffusion flame are also explored. Further, normalised equivalence ratio, mixture fraction, normalised mixture fraction and strain rate are defined here as well.

3.1.1 Tolerance and Mesh Quality for Simulation

CHEMKIN [110] uses TWOPNT program [111] for finding steady state solutions from a set of governing differential equations. The TWOPNT [111] allows users to specify the relative tolerance and absolute tolerance. These tolerance values determine the quality of the results. As these tolerances get smaller, the quality of the result is enhanced and the necessary computational time is increased. As such, it is required to find a good trade-off point with the solution being insensitive to these tolerance values.
as well as the computation time being acceptable. To seek this trade-off point, the counter-flow air-methane flame simulation was conducted with different sets of the tolerance values at 200s-1. Based on this result, the relative and absolute tolerances were set to be $1.0 \times 10^{-5}$ and $1.0 \times 10^{-9}$ respectively in this study.

In CHEMKIN [110], the grid properties are determined by initial grid number, adaptive gradient and curvature. In simulation, the grid is initially distributed evenly with the grid number being the specified value. Using this grid, rough solution of the simulation is obtained. After this the grid, it is refined only where the significant variation of temperature and composition is observed in the rough solution, such as in the precinct region of flame. The finesse in the refining process depends on the user-specified adaptive gradient and curvature. The final solution with the refine grid is computed using the previously obtained rough solution as an initial guess. The initial grid number determines only the maximum spatial grid length. On a basis of this fact, the initial grid was determined so that the maximum initial spatial grid length was 0.05 mm, which is reasonably small. Utilising this value as an initial grid number, the opposed-flow simulation with air mode was implemented at 400 s$^{-1}$, varying the adaptive gradient and curvature values. As the strain rate is increased, the necessary grid quality is higher and hence the relatively higher strain rate was chosen here. From this result, the curvature and gradient was set to be 0.2 and 0.02 respectively in this study.

### 3.1.2 Separation Distance in Opposed-flow Flame Simulation

For opposed-flow flame simulations, additional care must be taken on separation distance. If the separation distance between opposing nozzles is too small, the resultant flame structure can be narrower, irrespective of strain rates due to the too-close proximity of flame to stagnation plane in space. Therefore, the sensitivity of the solution to separation distance was examined with air-fuel mode, and 71% CO$_2$ contained oxy-fuel mode (by volume) at 15 s$^{-1}$. The relatively low strain rate was chosen here since flame thickness is wider with a decrease of strain rate. Based on this sensitivity analysis, the separation distance was set to be 20 mm.
3.1.3 The Method for Obtaining Heat Release and \( C_p \)

In constant pressure adiabatic equilibrium calculation, the enthalpy gap between products and reactants at an initial temperature (300 K) represents heat release of the combustion, \( q_p \). The specific heat capacities of products at initial temperature and adiabatic flame temperature are averaged over and the result was used as representative \( C_p \). The procedure is summarised in **Fig.20 (a)**. The calculation fashion to get \( q_p \) and \( C_p \) at each mixture fraction in counter-flow flame is summarised in **Fig.20 (b)**. In contrast with adiabatic flame calculation, external thermal energy input via diffusion/convection and conduction are present, and thus the external energy input needs to be added to the heat of reaction. The specific heat capacities of products at initial temperature and resultant temperature are averaged over at individual mixture fraction, and the result was used as representative \( C_p \).
3.1.4 Normalised Equivalence Ratio

Normalised equivalence ratio, $\phi_n$, was used to evaluate thermo-chemical structures in chapter 4. The normalised equivalence ratio $\phi_n$ is defined by:

$$\phi_n = \frac{\phi}{1 + \phi}$$

This normalised equivalence ratio spans from 0 to 0.5 for lean condition and from 0.5 to unity for rich condition. In other words, the normalised equivalence ratio can suppress an asymmetrical nature of the definition of $\phi$ in that lean combustion is represented from 0 to 1, but rich combustion from one to infinity. Since the present research is one of the structural studies, it is preferable to remove the definition-based asymmetric feature in evaluation processes. However, as equivalence ratio $\phi$ is a much more frequently used definition, the $\phi$ was also used as necessary.
3.1.5 Mixture Fraction and Normalised Mixture Fraction

In laminar flame analysis, mixture fraction defined by equation (15) and normalised mixture fraction was used to evaluate the thermal structure. The normalised mixture fraction is defined as a form:

\[
\hat{\xi}_n = \begin{cases} 
0.5 & \xi \leq \xi_{st} \\
\frac{\xi_{st} + 1}{2} & \xi > \xi_{st}
\end{cases}
\]  

(34)

By this definition, stoichiometric mixture condition refers to 0.5 no matter what diluting species and diluting degree is. Also, this normalisation suppresses an asymmetric nature driven by the fact that stoichiometric mixture fraction is generally quite close to 0.

3.1.6 Strain Rates

The formulation of the equation (9) in the background chapter was used for strain rate.

3.2 Experiments

In the present study, OH LIF thermometry is applied to CO\textsubscript{2} diluted oxy-fuel combustion. This section provides the theory of the OH LIF thermometry and the detailed information on a setup of the experiments. In addition, the counter-flow burner and laser pulse stretcher designed in this master study are also explored in this section.

3.2.1 Theory of OH Thermometry

3.2.1.1 Principle of Fluorescence

A simple two energy level diagram for LIF modelling is shown in Fig.21. Excited molecules emit light as induced emission, spontaneous emission or quench, going down to ground state. Using the two energy model, the fluorescence signal intensity, \( S_{FL} \), by incident laser irradiance, \( I_i \), is expressed in the form:
where $A$, $B$, $N_1$, $c$ and $Q$ is an Einstein $A$ coefficient, an Einstein $B$ coefficient, the number of molecules at ground state, the speed of light and quenching rate constant respectively. Assuming incident laser power is sufficiently weak, the induced light emission can be ignored and then the above equation can be converted to:

$$S_{FL} = \frac{A B I_1 N_1}{c (A + Q)}$$

(36)

As is obvious from this expression, the fluorescence signal intensity is proportional to the incident laser irradiance. This equation can also be converted to the more practical form:

$$S_{FL} = \eta \frac{\Omega}{4\pi} \cdot F_y \cdot f_B V_c N_1 \cdot \int_{\omega} I_1(\omega) g(\omega) d\omega \cdot \tau$$

(37)

where $\eta$ is an efficiency of collection system, $\Omega$ is solid angle, $F_y$ is a quantum yield, $f_B$ is Boltzmann’s probability density function, $V_c$ is probed volume, $g(\omega)$ is spectral line width and $\tau$ is illumination duration of laser. As with research by Sakiyama et al. [112], the quantum yield is here calculated from the following equation, derived from the experimental results by Hanson et al. [87, 113]:

$$F_y = (7 \pm 1.5) \times 10^{-4} \cdot \frac{1}{P}$$

(38)

where $P$ is pressure. Also, the number density holds the relation:

$$N_1 = n_1 \frac{P}{kT}$$

(39)

where $n_1$ is mole fraction of OH and $k$ is Boltzmann constant. Substituting equation (38) and (39) to (37), the following relation is obtained:
\[ S_{FL} = \text{const} \cdot \int_{\omega} l_1(\omega) g(\omega) d\omega \cdot n_1 \frac{f_B(T)}{T}. \]  

(40)

The transition band of \( X^2\Pi \) and \( A^2\Sigma^+ \) of OH with (1, 0), which is used in the present experiment, is explored more specifically next. In molecules situated electronically and vibrationally at ground state being illuminated, the electronic and vibrational states of the molecules are excited. The excited molecules can change rotational energy level due to collision of other molecules, so-called excitation transfer (ET) in Fig.22. After the ET, a portion of the molecules emits light (A11 in Fig.22) or quenches (Q1 in Fig.22), going down to the ground state. The other is vibrationally de-excited (V in Fig.22) and then emits light (A00 in Fig.22) or quenches (Q0 in Fig.22).

Fig.21. Simple two energy level diagram for LIF modelling.

Fig.22. Schematic of transition of \( X^2\Pi \) and \( A^2\Sigma^+ \) of OH with (1, 0).
3.2.1.2 LIFBASE

Theoretical OH excitation spectra of $X^2\Pi - A^2\Sigma^+$ (1, 0) were simulated by LIFBASE version 2.1.1 [114]. All simulation was conducted assuming linear fluorescence regime and thermalised system. In the LIFBASE [114], individual lines of OH are described by a Voigt profile. This Voigt profile arises from the convolution of the Gaussian line shape, led by Doppler broadening and the Lorentzian line shape induced by intermolecular collisions. While the Doppler broadening is dependent on the temperature and can be calculated relatively straightforwardly, the collisional broadening depends on temperature, pressure, composition (collisional partner) as well. That is, the evaluation of the Lorentzian component is more complex. Due to its complexity of predicting exact collisional linewidth, LIFBASE [114] calculates the collisional broadening effect by the following empirical formula:

$$\Delta v_{FWHM} = a \times P \times \left(\frac{300}{T}\right)^b$$

where $T$ and $P$ is temperature and pressure of environment. The $a$ and $b$ is collisional broadening coefficient. The appropriate values of coefficient $a$ and $b$ alter with composition of interest and the rotational quantum number. The coefficient $a$ and $b$ is of interest in this study. Also, in order to simulate the spectral profile, the instrumental function must be set appropriately. In the LIFBASE [114], the spectral linewidth and Lorentzian of incident laser are prepared as the instrumental function setting parameter.

3.2.1.3 Thermometry

In the present study, three types of OH LIF thermometry are applied to air and CO$_2$ diluted combustion: spectral fitting, two-line and two-region techniques. The theory and procedure of each technique is summarised briefly in the following.

(a) Spectral Fitting Techniques

The spectral fitting method is based on an excitation scan of laser wavelength over a number of lines and thus the spectral profile at probed volume can be obtained as a result of measurements. The spectral profile is dependent on temperature as is
understood from equation (40). To obtain the temperature at probed volume, the experimental spectral profile is overlayed on theoretical profiles and seeks the temperature that provides the best agreement. For reference, a portion of the theoretical spectral profile in the rotational manifold of the OH $X^2\Pi - A^2\Sigma^+$ (1, 0) transition is shown at 2,000 K in Fig.23. The theoretical profile was obtained by LIFBASE.

![Theoretical spectral profile](image)

**Fig.23.** Theoretical spectral profile in the rotational manifold of the OH $X^2\Pi - A^2\Sigma^+$ (1, 0) transition at 2,000 K.

In the fitting process, special care must be taken to determine the scaling factor, wavelength adjustment and baseline correction. The scaling factor here is a multiplier to multiply the signal obtained by simulation in the fitting process. The quantity obtained through cameras in the experiment itself, does not represent any physical meanings although the relative intensity of the signal at each wavelength is substantial. Hence, the scaling factor is required and one of the key parameters to seek the best spectral profile. The line position displacement, the wavelength adjustment, is a gap between the wavelength of each signal peak obtained by actual measurement and by simulation. Even if absolute calibration of wavelength of dye laser is conducted with a wavemeter, there is generally still gap in line position between experimental results and simulated datasets. Hence, correct line position must be established by translating the obtained profile before fitting processes for seeking appropriate temperature.
The baseline correction is a zero adjustment between theoretical and experimental data. Even if the background signal is subtracted from the signal, there can be still some signal intensity at wavelength that does not possess any OH LIF lines. This baseline disturbance arises from elastic scattering processes from surface or soot and LIF interference from other species. The baseline correction modifies this baseline difference and makes the measurement system robust. In successfully extracting strong signals from environments of interest, the baseline correction does not affect the result significantly. However, when the signal is relatively weak the baseline correction can affect the consequent result and then is required. The deviation of experimental data from the simulated dataset was evaluated using the following term, and equivalently the best-fitting profile represents the temperature at which the following term hits a minimum (least square method):

$$\text{Dev} = \sum_{i=1}^{N} (\text{Pro}_{th}(\lambda_i) - (\text{LIF signal at } \lambda_i))^2$$

where $\text{Pro}_{th}$ is a theoretical profile and LIF signal at $\lambda_i$ is an experimental result after multiplication by scaling factor, wavelength translation, and baseline correction. The $N$ is the number of wavelengths monitored in the experiment and $\lambda_i$ is $i$-th wavelength monitored in the experiment.

(b) Two-line Peak Techniques
In two-line techniques, OH LIF signals are obtained at two-line positions and take a ratio between the two signals. Since the ratio is dependent only on temperature, the temperature at probed volume can be obtained. Using equation (40), the ratio of OH signals with two different excitation wavelengths, $R$, is represented in the form:

$$R \equiv \frac{S_{FL1}}{S_{FL2}} = \frac{\int_{\omega} I_1(\omega)g_1(\omega)d\omega \cdot f_{B1}(T)}{\int_{\omega} I_2(\omega)g_2(\omega)d\omega \cdot f_{B2}(T)}$$

Assuming the spectral line width of incident laser is the same as each other:
where \( E \) is laser energy per unit area. The Boltzmann distribution function of OH at rotational energy level, \( J \), is represented by:

\[
f_B(T) = \frac{2J'' + 1}{Z_p} \exp(-\frac{E_J}{kT})
\]

where \( Z_p \) is partition function, \( J'' \) is rotational quantum number at ground level and \( E_J \) is rotational energy. Substituting the (45) to (44):

\[
R = \frac{E_1B_1f_{B1}(T)}{E_2B_2f_{B2}(T)} \cdot \frac{2J_1'' + 1}{2J_2'' + 1} \cdot \exp(\frac{\Delta \epsilon}{kT})
\]

where \( \Delta \epsilon \) is the difference in energy between two absorbing states. When excitation wavelengths are chosen, the \( B \) and \( J \) can be obtained. From the equation, it can be understood that the ratio is dependent only on temperature and then it is possible to obtain temperature by taking the ratio of experimental results and comparing it with theoretical values.

(c) Two-line Area Techniques
The two-line area technique is one developed from the two-line peak techniques. In two-line area techniques, the excitation scans of laser wavelength are implemented over two regions of interest, and each signal is spectrally integrated over the individual region. The ratio of the integrated values at each region is dependent on temperature due to the same reason as two-line techniques. One of the most significant advantages of this method is to enable one to ignore the effect of the broadening phenomenon. The phenomenon of collisional broadening in oxy-fuel combustion environments is unclear thus far. Hence, this technique is of significant assistance to extract the thermal structure of oxy-fuel combustion with high precision. The conceptual idea of the two-region techniques is summarised in Fig.24.
3.2.2 Hardware Setup

**Fig. 25** illustrates the experimental arrangement used for OH LIF thermometry. In this measurement, a planar sheet of the pulsed laser beam from a dye laser was formed to induce fluorescence from OH in flames. The flames employed in this experiment are Bunsen flame and opposed-flow diffusion flame. The resulting fluorescence from the plane of illumination was recorded with CCD image array attached with an intensifier, filtering flame luminescence with two filters. The intensifier was used for improvement of S/N and the conversion of UV signal to visible light, since the camera cannot detect UV signals. The signal obtained by CCD camera was sent to the computer and the data process was conducted with software, DaVis.7.2 and MATLAB 2011. The laser was tuned to different OH transitions and fires sequentially to separate the fluorescent signals temporally. The synchronisation of hardware was conducted by two pulse generators.

The dye laser was pumped by laser light of 532 nm produced by frequency-doubled Nd:YAG laser, and the output light from the dye laser was frequency-doubled by a frequency conversion unit (FCU) to produce UV light. The pulse energy of the pumping Nd:YAG laser was controlled via Q-switch delay time so that the laser energy of single
pulse at probed volume was 0.74 mJ for Bunsen air flame and 0.29 mJ for counter-flow diffusion flame with CO\(_2\) dilution. The excitation wavelength was 281.9114 – 281.9291 (Q\(_1\)(1)), 283.3694 nm – 283.3956 nm (Q\(_2\)(6)) and 284.7715 nm – 284.7880 nm (Q\(_1\)(11)) in the experiment. The output beam diameter from the dye laser was approximately 10 mm. The laser sheet was formed by focusing down the laser beam from dye laser horizontally, using a plano-convex cylindrical lens with focal length of 750 mm. The consequent width and thickness of the formed laser sheet was 11.2 and 0.53 mm at probed volume respectively. The collection lens used in the experiment is one with the f\(_g\) of 4.5 and focal length of 105 mm.

To correct shot-to-shot variations of laser power, a small fraction (17%) of laser beam was split by a beam splitter and monitored by a CCD camera. In addition, LED was placed between the collection lens and intensifier in order to correct intensifier gain fluctuation shot-to-shot. For reference, an averaged image monitored by a CCD camera is shown in Fig.26.

Fig.25. Schematic of OH LIF thermometry. FCU: Frequency Conversion Unit (the output beam from dye laser is frequency-doubled here).
3.2.2.1 Dye Laser

A Sirah dye laser was used to produce laser pulses with the desired wavelength. The desired wavelength scope in the present paper is 281.9114 – 281.9291 (Q₁(1)), 283.3694nm – 283.3956 nm (Q₂(6)) and 284.7715nm – 284.7880 nm (Q₁(11)). To realise these wavelengths, the dye laser was pumped by 532 nm laser pulse, the output light from the dye laser was frequency-doubled by a FCU and Rhodamine was employed as a laser medium.

The used dye laser possesses capacity to scan. That is, to tune the output wavelength in a well-defined way from an initial to a final value sequentially. The Sirah dye laser has two types of scan modes: constant speed scan and triggered scan. In the experiment, the triggered scan mode was applied. In the triggered scan mode, the system of the laser waits at a fixed spectral position, until a certain number of trigger events have been
counted, before proceeding to next wavelength. The user must set four parameters to use the scan mode: initial wavelength, end wavelength, increment of wavelength, and the number of trigger counts to wait. A more detailed procedure is the following. The laser is initially moved to the specified initial wavelength. When this position is reached, the laser sets the ‘Trigger Out’ signal to high and begins to count signals arriving at ‘Trigger In’ port. When the specified number of triggers at the ‘Trigger In’ port are measured, the ‘Trigger Out’ signal is set to low and the laser is moved to the next wavelength with specified increment.

3.2.2.2 Nd:YAG Laser

To pump dye laser, ‘Quanta-Ray Pro Series Pulsed Nd:YAG Lasers (Model 350)’ was used. This Nd:YAG laser was operated with second harmonic generation to produce a 532 nm laser beam. Also, Q-switching was also employed for high quality laser pulse. The specifications are shown in Table 1. The values of the maximum output energy and temporal pulse width at 532 nm were measured in the laboratory. The power control of the Nd:YAG laser was conducted via Q-switching delay time variation. The calibration curve is shown in Appendix 2.

Table 1: Specification of Nd:YAG Laser.

<table>
<thead>
<tr>
<th>Repetition Rate Hz</th>
<th>Maximum Energy at 532 nm J</th>
<th>Temporal Pulse Width at 532 nm ns</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.27</td>
<td>10</td>
</tr>
</tbody>
</table>

3.2.2.3 Cameras

Two ‘image intense’ from DaVis were used as image arrays in the present study. The photo transfer curve of image intense employed in this study was measured and the result is shown in Appendix 3. The frame size of the image intense is 1376 × 1040, with the pixel size of 6.45 μm × 6.45 μm. Both cameras for LIF signal and laser power monitoring were employed with 2 × 2 hardware binning through the experiment. The
exposure time for the cameras for OH LIF signal was set to be 1 ms, since the
intensification process by the intensifier used in this study is completed for 1 ms. The
camera for laser energy monitoring was also set to 1 ms, confirming the exposure time
long enough to monitor the total energy of single pulse temporally.

3.2.2.4 Intensifier

Intensifier used in the present study was characterised in terms of linearity to the input
signal and fluctuation. The characterisation results are shown in Appendix 5. In the
entire experiment, the gain voltage was set to be 7.25 V.

3.2.2.5 Synchronisation

To synchronise the optical system, two Berkeley Nucleonics Corporation BNC Pulse
Generators (Model 500) and one AND gate were used. The synchronisation starts with
the output signal of the flash-lamp from the Nd:YAG laser, and the flash-lamp signal is
sent to one pulse generator (pulse generator A). The pulse generator A sends a pulse to
the ‘Trigger In’ of the dye laser and the AND gate without any delay time. The AND
gate receives the pulse from ‘Trigger Out’ port and thus the AND gate creates a pulse
and sends it to the other pulse generator (pulse generator B) only when the dye laser
emits light. That is, while the dye laser changes wavelength to the next wavelength, the
AND gate does not send signals. Using this synchronisation system, the two cameras,
LED and intensifier were triggered via the pulse generator B only when the dye laser
was fired. In terms of the Q-switch delay, the delay time was simply controlled by pulse
generator A (the Nd:YAG laser emitted light all the time). The frequency of the flash-
lamp flashing was 10 Hz and then data sampling was operated at 10 Hz as well. The
schematic of the system is shown in Fig.27 and detailed time sequence and delay time
is shown in Fig.28.
Fig. 27. Schematic of the synchronisation system.
3.2.2.6 Filters

Two filters were employed prior to collection lenses to separate visible light from flame, (luminescence). One is CG-UG-295 and the other is CG-UG-1 from CVI Laser optics. The detailed specification provided by the company is shown in Fig.29 and Fig.30 for reference.

![Diagram](image_url)
3.2.2.7 Bunsen Burner

In Fig. 31, the Bunsen burner used in this study is shown. The inner diameter of main tube is 13.5 mm and the thickness is 0.5 mm. The diameter of the co-flow tube is 77 mm. The actual cross section of co-flow is $1.38 \times 10^{-3} \text{ m}^2$.

3.2.2.8 Design of Counter-Flow Burner and Laser Pulse Stretcher

Laser pulse stretchers and counter-flow burners were designed for an advanced future study of the application of Raman-Rayleigh spectroscopy to oxy-fuel combustion. The Raman-Rayleigh spectroscopy enables one to monitor temperature and major species in flame and then grasp temperature structure in mixture fraction space. Equivalently, this future measurement allows for validation of the one-dimensional off-stoichiometric
temperature peaking (1D OTP) characteristics obtained from the simulations in this study. For successful implementation of the Raman spectroscopy, a laser pulse stretcher is needed, since the cross section of Raman scattering is generally small and optical breakdown must be avoided. The designed laser pulse stretcher possesses new geometry, which leads to the better spatial efficiency. That is, it saves more space that the pulse stretcher occupies than the conventional ring cavity developed by Kojima et al. [108]. Besides, the designed counter-flow burner has superiority to the conventional burner, while the burner was employed in the present experiment in common fashion. The one developed in the present study allows for laser beam entry perpendicular to flame between opposed nozzles. This vertical laser entry can realise application of the line measurement axially with counter-flow geometry. In obtaining temperature structure of opposed-flow flame by Raman-Rayleigh spectroscopy, the following steps are generally repeated, putting laser beam parallel with flame [34, 117, 118].

(i) Conduct point measurement at a certain point
(ii) Traverse burner
(ii) Conduct point measurement at another position

The problem of this method is that the spatial resolution is limited by beam waist at probed volume. In general terms, the flame width is sub-millimetre, and thus the detailed evaluation of temperature measurements is not possible by this repetition of point measurements. Due to this, and the fact that the planar imaging of Raman spectroscopy is not possible due to its signal weakness, the vertical laser input is required. The line measurement realised by the vertical laser entry is expected to have much higher resolution, albeit its resolution still being limited by a pixel size of camera and the resolving limit of the collection lens. The conceptual idea of this pixel-by-pixel measurement is shown in Fig.32.
Fig. 32. Conceptual sketch of the conventional system and new system (pixel-by-pixel measurement). In the both systems, the collection system is arranged laterally to the counter-flow burners.

3.2.2.8.1 Counter-Flow Burner

A counter-flow burner was uniquely designed. There were two design requirements: realisation of top-hat profile at the nozzle without use of perforated plate, and window attachment at the bottom of the burner. The removal of the perforated plate, which is commonly used in counter-flow burners to enable a near uniform plug flow at the nozzle exit planes, and the window attachment are necessary to enable vertical laser beam entry for future high spatial resolution Raman-Rayleigh spectroscopy. In addition, it is also needed to confirm that the Reynolds’s number is sufficiently small at the strain rate of interest, as with usual counter-flow burner.

To realise top-hat profile without any perforated plates, the following contracted geometry was utilised as a burner shape. For better velocity profile at nozzle end, sensitivity analysis was conducted using CFD (ANSYS CFX) [119]. The parameters are shown in Fig. 33. The best geometry obtained from the sensitivity analysis is also shown in Fig. 33, and the resultant velocity profiles at jet nozzle are shown in Fig. 34. As is shown in Fig. 34, the flat-top profile was realised in the designed burner. The outer flow pass is for shield gas, which prevents external air entrainment. Note that the boundary condition was determined in the sensitivity analysis so that the mass flux of oxidiser
and fuel stream are identical, considering the flame would be set at the centre between the nozzles in the experiment.

Fig.33. The left picture shows the parameters used in sensitivity analysis ($d$, $l$, $L$ and $\theta$). The right picture is the best geometry determined by the sensitivity analysis. The outer path is for shield gas.
Fig. 34. Velocity profile at nozzle end at various strain rates.

The designed opposed-flow burner possesses window attachment at the bottom. Also, to set the lens at the bottom, the gas supply tubes are placed on the lateral surface of burners. The supply tubes are arranged diagonally from four positions, which prevents flow disturbance in the main tube as much as possible. Further, a set of plates shaping a grid is also situated for stratifying the flow in the main tube. The conceptual sketch and actual fabricated burner is shown in Fig. 35.
Fig. 35. Conceptual sketch of the counter-flow burner (a) and the picture of actual fabricated burner (b).
Since the flame of interest in this study is laminar, the oxidiser and fuel stream must be laminar. The Reynolds number at the nozzle ends was calculated in the following manner:

$$Re = \frac{\rho v L}{\mu}$$ (47)

where $\rho$, $v$, $L$ and $\mu$ are density, velocity, representative length and viscosity respectively. The inner diameter of the nozzle of 14 mm end was employed as the representative length in the current case. The calculated results are summarised in Table 2. Since $Re<2,300$ is laminar region, $2,300<Re<4,000$ is transition region and $Re>4,000$ is turbulent region, the strain rate near extinction of air flame with 20 mm separation distance resides in transition region. As necessary, the separation distance must be reduced at the strain rate. However, since fuel stream in the experiments was diluted by $N_2$ for soot suppression, which reduces strain rate, the inner diameter of 14 mm is fine with the flow condition in the present study.

<table>
<thead>
<tr>
<th>Dilution Mode</th>
<th>Strain Rate</th>
<th>Re (Oxidizer Stream)</th>
<th>Re (Fuel Stream)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>470 s$^{-1}$ (Near Extinction)</td>
<td>1,700</td>
<td>2,800</td>
</tr>
<tr>
<td>CO2 dilution (Y_{O2_exd} : 23%)</td>
<td>350 s$^{-1}$ (Near Extinction)</td>
<td>1,800</td>
<td>2,600</td>
</tr>
</tbody>
</table>

### 3.2.2.8.2 Laser Pulse Stretcher Design

The laser pulse stretcher was also designed for future measurements of Rayleigh-Raman spectroscopy. The basic geometry of a cavity designed in this study is one developed from a ring cavity, which is mentioned in the background chapter. The schematic diagram of the designed cavity is shown in Fig.36. The cavity possesses two beam splitters (the reflectivity $R_{d1}$ and $R_{d2}$ respectively) and several mirrors. This stretcher with the geometry is called double-ring cavity here. For clarification, the ring cavity mentioned in the background chapter is called a single-ring cavity in the
following. The double-ring cavity is superior to the single-ring cavity in spatial efficiency, defined as best reduction ratio per unit optical length in cavities, while inferior in beam splitter efficiency, defined as best reduction ratio per a beam splitter. The detailed definition of spatial efficiency and beam splitter efficiency is as follows respectively:

\[
\text{Spatial Efficiency} = \frac{1 - \text{Best total Reduction Ratio}}{\text{Total Optical length of Cavities}} \tag{48}
\]

\[
\text{Beam Splitter Efficiency} = \frac{1 - \text{Best total Reduction Ratio}}{\text{The Number of Used BeamSplitters}} \tag{49}
\]

The evaluation of these two efficiencies is of considerable assistance for design of laser pulse stretcher. The laser pulse stretcher for Raman spectroscopy generally requires three or four cavities in a pulse stretcher to reduce the laser pulse intensity sufficiently with reasonable total laser energy, which necessitate large space in the laboratory. This space limitation in the laboratory is one of the biggest issues of laser pulse stretchers consisting of beam splitters and mirror. Hence, the better configuration of basic cavity geometry is sought based on this spatial efficiency. In addition, beam splitters are not cheap and thus it is necessary to reduce the number of beam splitters used from a financial perspective. From this standpoint, the beam splitter efficiency is also evaluated.

The output signal, \(D(t)\), of a double-ring cavity is mathematically represented as:

\[
D(t) = (1 - R_{d1})(1 - R_{d2})Q(t - \tau_{d2}) + R_{d1}R_{d2}Q(t - \tau_{d3}) + \sum_{n=1}^{\infty} \sum_{k=0}^{n} f_{nk} \tag{50}
\]
where

\[
f_{nk} = n C_k \left[ (1 - R_{d1})R_{d2} \left[ R_{d1}(1 - R_{d2})Q(t - n\tau_{d1} - (2 + k)\tau_{d2} \right. \right.
\]
\[
- (n - k)\tau_{d3} \left. \right] + (1 - R_{d1})R_{d2}Q(t - n\tau_{d1} - (1 + k)\tau_{d2} \right.
\]
\[
- (n - k + 1)\tau_{d3} \left. \right] + R_{d1}(1 - R_{d2}) Q(t - n\tau_{d1} - (1 + k)\tau_{d2} \right.
\]
\[
- (n - k + 1)\tau_{d3} \left. \right] + (1 - R_{d1})R_{d2}Q(t - n\tau_{d1} - k\tau_{d2} - (n - k \right.
\]
\[
+ 2)\tau_{d3} \left. \right] (R_{d1}R_{d2})^{k-1}(1 - R_{d2})^{n-k-1}(1 - R_{d2})^{n-k-1}
\]

where \(t\) is time evolution after an entry of laser pulse to the cavity and \(Q(t)\) is the original laser pulse from laser unit. The \(\tau_{d1}, \tau_{d2}\), and \(\tau_{d3}\) refer to a period of time over which the light passes through route 1, 2 and 3 respectively. The definition of route 1, 2 and 3 is in Fig. 36. The \(n\) and \(k\) represent the number of circulations before leaking and the number of times the leaking signal of interest pass the route 2 during \(n\) times circulation. Note that the \(k\) is independent of the route of initial and final route, since the \(k\) refers to the number of times only during \(n\) times circulations (the total number of times the signal pass the beam splitter two is \(n+2\)). As with the conventional ring cavity laser pulse stretcher, the reduction ratio limits are determined in the earlier stage of circulation. Therefore, the signal intensities of the following three terms are scrutinised for seeing the reduction limit of the double-ring cavity system, varying combinations of \(R_{d1}\) and \(R_{d2}\) values:

\[
(1 - R_{d1})(1 - R_{d2})Q(t - \tau_{d2}), \quad R_{d1}R_{d2}Q(t - \tau_{d3}),
\]
\[
\left\{(1 - R_{d1})^{2}R_{d2}^{2} + R_{d1}^{2}(1 - R_{d2})^{2}\right\}Q(t - \tau_{d1} - \tau_{d2} - \tau_{d3})
\]

Consequently, it is found that the combination of \(R_{d1}\) and \(R_{d2}\) makes the maximum value of the above three smallest 0.33 and 0.67. The reduction ratio limit with the combination is 0.221. As with a single-ring cavity, the multiple pulses created by each circulation must avoid overlapping as much as possible. Due to this, it was suggested and assumed in this thesis that the individual time delay of \(\tau_{d1}, \tau_{d2}\) and \(\tau_{d3}\) was set such that \(\tau_{1} = \tau_{3} = dt\) and \(\tau_{2}\) as small as possible where \(dt\) is a temporal FWHM of original laser pulse. Using this assumption, the spatial efficiency of double-ring cavity is:
\[
\frac{1 - 0.221}{c (\tau_1 + \tau_2 + \tau_3)} = \frac{1 - 0.221}{c (2dt + \tau_2)} \approx \frac{1 - 0.221}{2cdt} = \frac{0.3895}{cdt}
\]

assuming that \(\tau_d\) is sufficiently small. At the other extreme, the spatial efficiency of two single-ring cavities is:

\[
\frac{1 - 0.38^2}{c (\tau_1 + \tau_2)} = \frac{1 - 0.144}{c (3dt + \tau_{d12})} \approx \frac{1 - 0.144}{3cdt} = \frac{0.2853}{cdt}
\]

assuming \(\tau_{d12}\) is sufficiently small, where \(\tau_{d12}\) is the delay time by the connecting pass from cavity one to cavity two. Due to above results, it can be understood that the double-ring cavity is more efficient in spatial efficiency. However, the beam splitter efficiency becomes smaller in double-ring cavity than in single-ring cavity. The reduction ratio limit of individual ring cavity is 0.38 (the beam splitter efficiency is 0.62). On the other hand, the reduction ratio limit by double-ring cavity is 0.39.

![Fig.36. Schematic of double-ring cavity.](image)

To determine the value of each parameter and required cavity number, the information relating to laser intensity inducing significant optical breakdown is necessary. To speculate the value, the experimental results obtained by Cleon et al. [120] were used as a reference. The results are shown in Fig.37. From the results, the target maximum intensity was set to be 160 TJ/m^2-s.
Fig. 37. Estimated threshold of optical breakdown obtained by Clemon et al. [120]. The blue line is at 160 TJ/m²-s.

Considering the above facts, such as the spatial and beam splitter efficiency of single and double-ring cavity, the present laser plus stretcher was designed with a combination of two single-ring cavities and one double-ring cavity. The resultant parameters are summarised in Table 3. The $\tau_1$ and $\tau_2$ represent duration for the first single-ring cavity and the second single-ring cavity respectively. The $\tau_{d1}$ and $\tau_{d2}$ indicate duration for route 1 and route 2 in the double-ring cavity. The $R_1$ and $R_2$ is the reflectivity of the beam splitter in the first and second single-ring cavity. The $R_{d1}$ and $R_{d2}$ is the reflectivity of the beam splitter in the double-ring cavity. The simulated output pulse profile is shown in Fig. 38. In the simulation, the original laser pulse profile was set to be Gaussian distribution of 10 nm FWHM and 1.3 J.

Table 3: The Parameters Used in the Designed Laser Pulse Stretcher

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$</td>
<td>10 ns</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>20 ns</td>
</tr>
<tr>
<td>$\tau_{d1}$</td>
<td>40 ns</td>
</tr>
<tr>
<td>$\tau_{d2}$</td>
<td>40 ns</td>
</tr>
<tr>
<td>$R_1$</td>
<td>0.38</td>
</tr>
<tr>
<td>$R_2$</td>
<td>0.38</td>
</tr>
<tr>
<td>$R_{d1}$</td>
<td>0.68</td>
</tr>
<tr>
<td>$R_{d2}$</td>
<td>0.32</td>
</tr>
</tbody>
</table>
Fig. 38. The output signal of the designed laser pulse stretcher. The blue line represents the speculated threshold of optical breakdown of 160 TJ/m²-s.
Chapter 4

Thermo-Chemical Analysis of Oxy-fuel Combustion

This chapter explores the thermo-chemical structure of oxy-fuel combustion in zero and one-dimensional reactors that do not involve species thermal or mass diffusion. Features such as the maximum adiabatic flame temperature, the degree of zero dimensional off-stoichiometric peaking (0D OTP) and CO emissions are discussed for oxy-fuel conditions and referenced to the results for the conventional air-fuel case. In-depth analysis of the mechanism of 0D OTP in oxy-fuel combustion is conducted and the parametric influence of reactivity, dissociation, heat release and specific heat capacity is ascertained. For all simulations in this chapter, CANTERA was utilised with GRI 3.0 [32] unless otherwise specified.

4.1 Adiabatic Flame Temperature

The constant pressure adiabatic flame temperature for oxy-fuel and conventional N₂ diluted combustion is explored in this section. Specifically, the maximum temperature and off-stoichiometric peaking is evaluated at atmospheric pressure and initial temperature of 300 K. Also, the dominant factor that alters the structure of Tad by the diluting species substitution is identified and the 0D OTP theory developed by Law, et al. is extended by exploring the effect of diluting species replacement in detail. It is noted that in all later analysing processes, flames with the same O₂ mass fraction in the oxidiser, $Y_{O_2,oxi}$, are compared unless otherwise specified. This is because the same O₂ mass fraction with the same equivalence ratio makes the CH₄ consumption mass amount per unit mass of mixture independent of diluting species. It is of considerable importance to fix it in comparison and evaluation in thermal characteristics among flames with dilution of different species, like the present analysis. The CH₄ is a source of thermal energy, retaining energy as chemical energy, and thus it is quite natural and not interested information here to get more heat and higher temperature by more consumption of CH₄ in mixture.
**4.1.1 Maximum $T_{ad}$**

Maximum $T_{ad}$ of N$_2$, CO$_2$, and H$_2$O diluted flames are plotted in Fig.39, varying the diluting degrees. Maximum $T_{ad}$ of all three combustion modes monotonically increased with $Y_{O_2,oxi}$ and the maximum $T_{ad}$ of the three were the most sensitive to dilution degree in the intermediate diluting degree (from 20% to 80%). Also, both CO$_2$ and H$_2$O substitution for N$_2$ led to temperature reduction at a fixed $Y_{O_2,oxi}$. Further, the $T_{ad}$ difference between CO$_2$ and N$_2$ was not large, by less than 150 K all over $Y_{O_2,oxi}$ while the gap between H$_2$O and N$_2$ was as much as approximately 500 K at 35% $Y_{O_2,oxi}$.

![Fig.39. The responses of maximum adiabatic flame temperature to replacement of diluting species and variation of diluting degree. The solid lines represent N$_2$, CO$_2$ and H$_2$O diluted combustion, respectively. The dashed lines are the results with imaginary species dilution (IS$_{CO2}$ and IS$_{H2O}$). The maximum T$_{ad}$ with pure O$_2$ combustion was 3,056 K.](image)

The two main differences in properties, between the use of N$_2$, CO$_2$ and H$_2$O as diluents, that influence the constant pressure adiabatic flame temperature are the constant pressure specific heat and the reactivity. The term reactivity here is used to describe the degree and significance of dissociation for the respective diluent. It is noted that although there is a significant difference in the molecular weights of the different
diluents examined here, the molecular weight of the diluent and mixture does not influence the constant pressure adiabatic flame temperature. The molecular weights of the diluents certainly do play an important role in the determination of the constant volume flame temperature, which is not examined here. Where relevant, the constant pressure specific heat is expressed on a per mass basis, making it independent of the molecular weight when comparing diluents and mixtures on a unit mass approach. In Fig.40 the $C_p$ of pure $\text{H}_2\text{O}$, $\text{CO}_2$ and $\text{N}_2$ are shown as a function of temperature. From Fig.40, it can be seen that there is a significant difference in both magnitude and variation with temperature of $C_p$ for the three diluents, which will influence the adiabatic flame temperature. In addition to this variation of $C_p$ with temperature, the diluent cannot be considered completely inert, as their reactivity causes different amounts of dissociation. Some of the example dissociation paths are $\text{N}_2$ dissociating to $\text{N}$ and $\text{NO}$, $\text{CO}_2$ dissociating to $\text{CO}$ and $\text{O}$, as well as $\text{H}_2\text{O}$ dissociating to $\text{H}_2$, $\text{H}$, $\text{OH}$, $\text{O}$ and $\text{O}_2$. Clearly, these dissociation pathways will contribute further towards the variation in the adiabatic flame temperature between diluents.

![Fig.40](image)

Fig.40. The relation of $C_p$ of $\text{N}_2$, $\text{H}_2\text{O}$ and $\text{CO}_2$ with temperature.

As an initial step to identify the most significant mechanism that drives the difference of maximum $T_{\text{ad}}$ among $\text{N}_2$, $\text{CO}_2$ and $\text{H}_2\text{O}$ diluted flames, the reactivity, or more
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precisely the assumption that N\textsubscript{2} can be considered as an inert in the determination of \( T_{ad} \) in air-fuel flames, is assessed. By removing all of the nitrogen-containing molecules from the GRI 3.0 mechanism, with the exception of N\textsubscript{2}, as well as removing all of the nitrogen-containing reactions that permit dissociation of N\textsubscript{2}, a new mechanism termed an N\textsubscript{2} reaction prohibition mechanism (NPM) was utilised in the equilibrium calculations. The results using this revised NPM and the full GRI 3.0 mechanism with nitrogen chemistry are shown in Fig.41, which shows that for the full range of oxygen mass fractions in the oxidiser stream, the influence of nitrogen reactivity has very little impact on the resultant adiabatic flame temperature. For most conditions, the two curves representing the reactive and non-reactive nitrogen cases are indistinguishable and the maximum difference investigated at stoichiometry is found to be 0.41\% at the \( Y_{O2,oxi} \) of 0.4, which is sufficient for the analysis here to assume that in the determination of the adiabatic flame temperature, nitrogen is effectively inert.

In order to assess the influence of CO\textsubscript{2} and H\textsubscript{2}O reactivity on the adiabatic flame temperature, reaction constrained versions of CO\textsubscript{2} and H\textsubscript{2}O are utilised in the oxidiser streams, hence termed here as imaginary species, IS\textsubscript{CO2} and IS\textsubscript{H2O}. It is emphasised that conventional H\textsubscript{2}O and CO\textsubscript{2} formed by the oxidisation of the fuel with the oxygen in the oxidiser, is still allowed to react and hence dissociate. Only the CO\textsubscript{2} and H\textsubscript{2}O originating in the oxidiser stream is inhibited from reacting and dissociating, and has the same thermodynamics (specific heats) as the reacting version of the species. The results for the maximum adiabatic flame temperature utilising IS\textsubscript{CO2} and IS\textsubscript{H2O} in the oxidiser stream, as well as the conventional CO\textsubscript{2} and H\textsubscript{2}O, are shown in Fig.39.

It is shown in Fig.39 that the maximum temperature for the CO\textsubscript{2} diluted case is consistently lower than the IS\textsubscript{CO2} diluted case. This lower adiabatic flame temperature can be attributed exclusively to the predominantly endothermic reactions resulting from the dissociation of the reactive CO\textsubscript{2} in the oxidiser. It is noted that in Fig.39, there is only a small difference between the IS\textsubscript{CO2} case and the N\textsubscript{2} diluted case, which can be attributed to the similar specific heats of the oxidiser diluents IS\textsubscript{CO2} (CO\textsubscript{2}) and N\textsubscript{2}, as both IS\textsubscript{CO2} and N\textsubscript{2} can be regarded as non-reactive. Thus, it can be concluded that the difference in the maximum temperature between N\textsubscript{2} and CO\textsubscript{2} diluted oxidiser cases is driven by the higher reactivity of CO\textsubscript{2} and not the difference in specific heats.
For the case of utilising H$_2$O as the diluent, Fig.39 shows that the maximum flame temperature is consistently lower than when N$_2$ and CO$_2$ are used as the diluent in the oxidiser. The difference in the maximum adiabatic flame temperature between N$_2$ and the non-reactive IS$_{H2O}$ is relatively large, indicating that the larger specific heat value of H$_2$O relative to N$_2$ and CO$_2$ and not the reactivity of H$_2$O, drives the lower maximum adiabatic flame temperature. This conclusion is supported by the much larger specific heat of H$_2$O, relative to CO$_2$ and N$_2$ reported in Fig.40.

\[ T_{ad} \propto \frac{1}{Y_{O2,oxi}} \]

Fig.41. Confirmation of N$_2$ being inert in $T_{ad}$. Each curve has different O$_2$ mass fractions in oxidiser, $Y_{O2,oxi}$ (5, 7.5, 10, 15, 20, 30, 40, 50, 60, 70, 80, 90, 100%). The bottom curve is the result with $Y_{O2,oxi}$ of 5% and the top with $Y_{O2,oxi}$ of 100%. The diluting species used was N$_2$.

### 4.1.2 0D OTP

The 0D OTP of CO$_2$ and H$_2$O diluted oxy-fuel combustion is characterised here. In addition to that, since the theory of 0D OTP established by Law et al. does not contain the dependence of diluting species on the 0D OTP, the present 0D analysis seeks to extend the 0D OTP theory to the combustion diluted by some species other than N$_2$. Further, it is also evaluated which species is the most influential to 0D OTP property for further understanding.
4.1.2.1 0D OTP of CO\textsubscript{2} and H\textsubscript{2}O Diluted Combustion

The 0D OTP property for the individual dilution modes is shown in Fig.42 and 43. Fig.42 is as a function of O\textsubscript{2} mass fraction in oxidiser, \textit{Y}_{O2,oxi}, and Fig.43 is as a function of maximum \textit{T}_{ad}. The 0D OTP is evaluated via normalised equivalence ratio (\textit{\phi}_n) which was defined in chapter 3. It is observed from these graphs that there was no shift of maximum \textit{T}_{ad} from stoichiometry at less than approximately 1500 K for all diluents types. This is due to their too-low temperature for dissociation occurring. The 0D OTP of CO\textsubscript{2} diluted flame was much richer than N\textsubscript{2} diluted flame all over \textit{Y}_{O2,oxi} as well as temperature range. Also, the richest shifts of both CO\textsubscript{2} and N\textsubscript{2} dilution modes were at approximately 55% \textit{Y}_{O2,oxi}. The 0D OTP degree with H\textsubscript{2}O dilution was smaller, at less than 65% \textit{Y}_{O2,oxi}, than N\textsubscript{2} dilution, while the trend became opposite then onwards. Further, the off-peaking property of H\textsubscript{2}O dilution flame was more similar to N\textsubscript{2} diluted flame than CO\textsubscript{2} diluted flame at the same maximum \textit{T}_{ad}.

![Graph showing 0D OTP response to diluting species and variation of diluting degree. The degree of 0D OTP is represented by the normalised equivalence ratio, which was defined in chapter 3. For reference, the equivalence ratio is also shown in a right axis in the graph.](image)

Fig.42. The response of 0D OTP to replacement of diluting species and variation of diluting degree. The degree of 0D OTP is represented by the normalised equivalence ratio, which was defined in chapter 3. For reference, the equivalence ratio is also shown in a right axis in the graph.
Fig. 43. The relation of 0D OTP with Maximum $T_{ad}$. The degree of 0D OTP is represented by the normalised equivalence ratio, which was defined in chapter 3. For reference, the equivalence ratio is also shown in a right axis in the graph.

### 4.1.2.2 Extension of 0D OTP Theory

The differences of physical property among CO$_2$, H$_2$O and N$_2$ as diluents are $C_p$ and reactivity. The cause of the discrepancies in 0D OTP among each dilution mode is explored by the same procedure as the above maximum $T_{ad}$ analysis. It is first confirmed whether N$_2$ reaction affects the 0D OTP phenomenon or not, using the NPM. As is understood from Fig. 41, N$_2$ is completely inert in terms of 0D OTP. Second, the difference in $C_p$ among individual diluting species and reactivity of CO$_2$ and H$_2$O is examined, employing the imaginary species IS$_{CO2}$ and IS$_{H2O}$. Fig. 44 shows the 0D OTP property of IS$_{CO2}$ and IS$_{H2O}$ diluted combustion with CO$_2$, H$_2$O and N$_2$ diluted combustion. From the graph, it is found that the IS$_{CO2}$ dilution does not possess a large difference from N$_2$ dilution in 0D OTP and thus, the effect of $C_p$ difference between CO$_2$ and N$_2$ was not significant in discrepancy of 0D OTP property between CO$_2$ and
N\textsubscript{2} diluted combustion. In contrast, CO\textsubscript{2} diluting mode shows a huge deviation from IS\textsubscript{CO2} in Fig.44, due to which it can be understood that the reactivity difference of CO\textsubscript{2} from N\textsubscript{2} played dominant role in the discrepancy of 0D OTP. On the other hand, the imaginary species IS\textsubscript{H2O} diluting mode shows relatively a large difference from N\textsubscript{2}, while there is no significant gap between IS\textsubscript{H2O} and H\textsubscript{2}O. Consequently, it can be said that 0D OTP deviation of H\textsubscript{2}O from N\textsubscript{2} diluted combustion arose from \(C_p\) difference between the two.

![Graph showing response of 0D OTP to replacement of diluting species and variation of diluting degree.](image)

**Fig.44.** The response of 0D OTP to replacement of diluting species and variation of diluting degree. The solid lines represent N\textsubscript{2}, CO\textsubscript{2} and H\textsubscript{2}O diluted combustion, respectively. The dashed lines are the results with imaginary species dilution (IS\textsubscript{CO2} and IS\textsubscript{H2O}).

From Fig.44, it can be predicted that the \(C_p\) of diluting species primarily influences the peak position of 0D OTP curve in the \(Y_{O2,oxi}\) space and the reactivity of diluting species mainly affects overall 0D OTP degree. To confirm the first statement, 0D OTP with Ar and He dilution is also explored here. Fig.45 shows the 0D OTP properties of Ar and He diluted combustion with those of N2 and IS\textsubscript{H2O}. The Ar and He have different \(C_p\) quantities, while both are completely inert. Hence, the 0D OTP difference between the
two diluting modes reveals the effect of $C_p$ value of diluting species on 0D OTP. In Fig.45, the discrepancy of Ar and He diluted combustion is present only in the condition of $Y_{O_2,oxi}$, in which each 0D OTP curve peaks and then it is true that the $C_p$ of diluting species determines the peak position of 0D OTP curve in the $Y_{O_2,oxi}$ space. It is also worth noting that there are slight differences in the maximum 0D OTP degree among these completely inert gases except Ar and He in Fig.45. This can be due to the temperature dependence of $C_p$ in individual diluting species. The $C_p$ of Ar and He is independent of temperature since both are mono-atomic, although the $C_p$ of the others differs with temperature.

Fig.45. 0D OTP with dilution of other inert species. The degree of 0D OTP is represented by the normalised equivalence ratio, which was defined in chapter 3. For reference, the equivalence ratio is also shown in a right axis in the graph.

Several simplified reaction models are also applied to $T_{ad}$ calculation in order to scrutinise the 0D OTP phenomenon further. Although the significance of dissociation reactions in 0D OTP was reported in a previous 0D OTP study by Law et al., the dissociation reaction of what species is dominant is yet to be clarified. It is quite
arduous to clarify it directly since there is no way to distinguish species of interest produced via dissociation reaction and the species from other reaction paths, using the equilibrium calculation results. Therefore, the following analysis attempts to understand the influential species in 0D OTP degree by the simplified reaction models as preliminary analysis of identification of dominant dissociation reaction.

The used simplified reaction models here are SSM, Two Step Mechanism (TSM) and Diatomic Mechanism (DM). These mechanisms are applied to N₂, CO₂, and H₂O diluted combustion. The SSM permits a presence of CH₄, O₂, N₂, CO₂, and H₂O and equivalently the products created via combustion are considered to be only tri-atom (CH₄ + 2O₂ => CO₂ + 2H₂O). The effect of tri-atom (CO₂ and H₂O) formation on 0D OTP can be seen, using this SSM. In the TSM, CO and H₂ are further allowed to be present with CO₂ and H₂O as products, which enable one to see the effect of CO and H₂ presence. The DM allows presence of the other diatom (OH and NO) in the post-combustion composition, in addition to CO₂, H₂O, CO and H₂. The comparison between TSM and DM clarifies the impact of OH and NO, and comparison between DM and GRI evaluates the effect of mono-atom presence such as H and O.

The simulation results are shown in Fig.46 and Fig.47. As is mentioned in Law’s paper, there is no off-stoichiometric peaking with SSM in all dilution schemes (T_{ad} peaks at stoichiometry). The results of TSM show a rich side shift of the T_{ad} peak with all diluting species, and the maximum T_{ad} of CO₂ dilution mode resides in the richer side than that of N₂ and H₂O dilution. The peaking position with DM is leaner than TSM, and with GRI 3.0, is leaner than DM. From these results, it can be seen that CO and H₂ formations work as rich shifters, while OH and NO formations/mono-atomic formations function as lean shifters. Also, it is observed that the leaner side movement from TSM to DM is stronger for CO₂ than H₂O and N₂, while the leaner transition from DM to GRI with CO₂ is similar to H₂O and N₂. Therefore, it is found that the rich shift by CO and H₂ and leaner shift by OH and NO with CO₂ is stronger than N₂ and H₂O, while there is not much difference by mono-atomic formation in all three dilution modes. The results here are summarised in Table 4.
Fig. 46. 0D OTP response with various simplified reaction models. The black lines and red lines represent N\textsubscript{2} and CO\textsubscript{2} dilution, respectively.

Fig. 47. 0D OTP response with various simplified reaction models. The black lines and blue lines represent N\textsubscript{2} and H\textsubscript{2}O dilution, respectively.
Table 4: Summary of the Analysis with Simplified Reaction Models

<table>
<thead>
<tr>
<th>Species</th>
<th>OTP Motion</th>
<th>Trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO and H₂ presence</td>
<td>Rich Shift</td>
<td>CO₂ dilution &gt; H₂O dilution ≈ N₂ dilution</td>
</tr>
<tr>
<td>OH and NO presence</td>
<td>Lean Shift</td>
<td>CO₂ dilution &gt; H₂O dilution ≈ N₂ dilution</td>
</tr>
<tr>
<td>Mono-atom presence</td>
<td>Lean Shift</td>
<td>CO₂ dilution ≈ H₂O dilution ≈ N₂ dilution</td>
</tr>
</tbody>
</table>

Keeping the above results and the fact that methane combustion shows rich shift all the time with GRI 3.0 in mind, it can be said that CO and H₂ are the dominant species in 0D OTP for all H₂O, CO₂ and N₂ diluted combustion. Also, the differences among CO₂, H₂O and N₂ diluted flames mainly come from CO and H₂ presence according to Fig.46 and Fig.47. Further, it is of interest whether the lean shifting via OH and NO/mono-atom presence is caused by $C_p$ related terms or $q_p$ related terms. The $C_p$ and $q_p$ of 60% O₂ mass fraction flame is shown in Fig.48, with GRI 3.0, DM and TSM. The $C_p$ does not have much difference among the three kinetic mechanisms, while there is a relatively large difference in $q_p$. From the result, it can be understood that the main driver of lean shifting via OH and NO/ Mono-atom presence is due to the $q_p$ related term rather than $C_p$ related term.

Fig.48. The thermal structure with $Y_{O2_{oxi}}$ of 60%. The calculation was conducted with N₂ dilution.
4.2 CO Emission

To grasp the general trend of CO emission, the mass fraction of CO in post-combustion mixture, $Y_{CO}$, is shown with 23.3% $Y_{O2,oxi}$ in each dilution mode as a function of $\phi_n$ in Fig.49. All curves in Fig.49 hold monotonic increases with $\phi_n$, while the magnitudes of $Y_{CO}$ are different from each other. The CO$_2$ diluted combustion produced the most CO of three, followed by N$_2$ and H$_2$O diluted flame. In the next, in order to see the response of CO formation to $Y_{O2,oxi}$ variations, the $Y_{CO}$ at stoichiometry are shown as a function of $Y_{O2,oxi}$ in Fig.50. From this result, it can be seen that the CO$_2$ diluted flame produces the most CO, and H$_2$O diluted flame forms the least CO formation of three all over the $Y_{O2,oxi}$.

![Fig.49. CO emission with distribution with 23.3% $Y_{O2,oxi}$. The black, red and blue curves represent N$_2$, CO$_2$ and H$_2$O dilution, respectively.](imageurl)
In the next part, another evaluation of CO is implemented, using an emission index of CO, $EI_{CO}$, defined by the mass of CO in product per unit mass of CH$_4$ in reactant. The application of this index to CO$_2$ diluted flame indicates an interesting result, as is shown in Fig.51. While the $EI_{CO}$ of N$_2$ and H$_2$O diluted combustion increased monotonically with the $Y_{O2,oxi}$, as with the above $Y_{CO}$ assessment, that of the CO$_2$ diluted combustion peaked at $Y_{O2,oxi}$ of 0.64, falling off on the either side. This can be due to the competition between CO dissociation encouragement via an increase of $T_{ad}$ and that of discouragement via a decrease of potential CO$_2$ in mixture for dissociation. As the $Y_{O2,oxi}$ is increased, the more main forward reaction. That is, the breakdown from CH$_4$ to product, takes place per unit mass of reactant concomitantly with an increase of $T_{ad}$, and then the more CO$_2$ are dissociated. At the other extreme, as the $Y_{O2,oxi}$ increases, the CO$_2$ in reactants (potential CO$_2$ for dissociation and consequent CO$_2$ dissociation), are decreased. Since the dissociation encouragement by the $Y_{O2,oxi}$ increase is dominant in low $Y_{O2,oxi}$, the CO emission index is increased with $Y_{O2,oxi}$. On the other hand, in sufficiently large $Y_{O2,oxi}$, the suppression of dissociation by a decrease of potential CO$_2$ for dissociation overwhelms. Further, the CO emission index is also evaluated with a few different high ambient pressures. The results are shown in Fig.52. From this graph, it is observed that although the curve is flattened more with the pressure increase, the
pressurised combustion system of CO₂ dilution still shows a convex upward parabolic shape.

Fig.51. Emission index of CO at stoichiometry with variation of O₂ mass fraction in oxidiser. The black, red and blue curves represent N₂, CO₂ and H₂O dilution, respectively.

Fig.52. The pressure dependence of EI₈O at stoichiometry with variation of O₂ mass fraction in oxidiser.
4.3 CO₂ v. H₂O Dilution

Here, CO₂ and H₂O are compared as diluents alternative to N₂ from practical perspective, using the above discussion of $T_{ad}$ and CO emission. In the above, it was found that the max $T_{ad}$ of CO₂ diluted combustion is comparable to N₂ diluted combustion, while the H₂O substitution of N₂ leads to significant $T_{ad}$ reduction per unit mass of fuel in reactants. Keeping this in mind, it can be understood that to get a given temperature, less fuel is required in CO₂ diluted flame than H₂O diluted mode. As mentioned in the background chapter, it is of considerable importance to fit the temperature of oxy-fuel combustion with that of conventional air mode. The post-combustion temperature with CO₂ dilution equivalent to that of air, can be realised with less fuel than with H₂O dilution. At the other extreme, there is more CO formation in CO₂ dilution cases given that the fuel fraction in reactant is fixed, which is shown in the above CO emission analysis. In Fig.53, the EL_CO at stoichiometry is plotted as a function of stoichiometric $T_{ad}$. In Fig.53, less CO formation is observed in the case of H₂O dilution than in the case of CO₂ dilution fixing $T_{ad}$. In conclusion, from the fuel consumption efficiency perspective, the CO₂ diluted flame is preferable, while the CO emission index becomes significantly worse than H₂O dilution mode.

![Fig.53. The relation of emission index of CO with temperature. The black, red and blue curves represent N₂, CO₂ and H₂O dilution, respectively.](image-url)
4.4 Availability of Imaginary Species in Oxy-fuel Combustion Studies

In order to show the capacity of analysis with imaginary species in fundamental oxy-fuel combustion research, the imaginary species is also introduced to auto-ignition calculations. As is mentioned in the background chapter, the CO$_2$ diluted combustion possesses a longer ignition delay time than that of air, fixing O$_2$ mole fraction in the oxidiser. Most of the paper expected the cause of the retardation of this ignition delay time to be $C_p$, difference between N$_2$ and CO$_2$. In this section, it is evaluated whether this expectation is true or not by imaginary species based analysis.

As criteria, the ambient temperature was set to be 1200 K and the O$_2$ mole fraction in the oxidiser was set to be 21% by volume for both CO$_2$ and N$_2$ diluted combustion. In contrast with the thermal property characterisation analysis, the O$_2$ mole fraction in the oxidiser was used for comparisons since the reaction rate is not affected significantly by the CH$_4$ consumption amount. Rather, the chemical reaction rates are influenced directly by molar concentration of each species (mole/m$^3$) and thus the mole balance among reactant components is more crucial. It is further noted that the difference between CO$_2$ and N$_2$ affecting chemical reaction rates are mole based specific heat capacity, $C_{pm}$, and reactivity. The results of CO$_2$ and N$_2$ diluted combustions are shown in Fig.54 and the retardation of ignition delay time in CO$_2$ diluted combustions can also be seen there.

To ensure that the difference between the CO$_2$ and N$_2$ diluted case is driven by discrepancy in reactivity or $C_{pm}$, NPM is first applied to auto-ignition calculation of air, and then auto-ignition calculation is conducted with IS$_{CO2}$ dilution. Both results are shown in Fig.54. The results of air combustion with GRI 3.0 and NPM do not show any difference with each other, and thus it can be found that the N$_2$ related reactions do not affect the ignition delay. Also, the IS$_{CO2}$ diluted flame does not have significant differences, due to which it can be understood that the effect of $C_{pm}$ difference is not substantial. On the other hand, there is a relatively large variation between IS$_{CO2}$ and CO$_2$ diluted cases. The CO$_2$ diluted mode shows the longer ignition delay from IS$_{CO2}$. From these facts, it is found that the replacement of one N$_2$ with one CO$_2$ leads to overall reaction delay primarily by reactivity of CO$_2$. For interested readers, reactions
significantly affected by CO₂ substitution to N₂ are identified. To do that, all of the reactions related to CO and CO₂ in GRI 3.0 are deactivated one by one, and each simulation result is compared with that of a normal GRI 3.0. Consequently, it can be clarified that the reactions inducing those ignition delay time differences are the following three reactions. As shown in Fig. 55, the ignition delay time of CO₂ dilution case with deactivating these three reactions is almost identical to that of IS₇CO₂ dilution case.

Reaction 1: \(H + CH_2O (+ M) \leftrightarrow CH_3O (+ M)\)

Reaction 2: \(2 CH_3 (+ M) \leftrightarrow C_2H_6 (+ M)\)

Reaction 3: \(HCO + M \rightarrow H + CO + M\)

Note that these reaction rates are dependent of the species that used as a third body.

![Fig.54. The ignition delay with N₂, CO₂ and IS₇CO₂. The black and solid red lines represent N₂ and CO₂ dilution respectively and the dashed red line is the result of IS₇CO₂.](image-url)
Fig.55. The results of auto-ignition with different dilution modes. The solid line represents N₂, CO₂ and ISCO₂ dilution. The dashed line is the result with the reaction model, which removes three reactions mentioned in the text from GRI 3.0.

List of Primary Findings in This Chapter

Finding 1: CO₂ and H₂O substitution of N₂ leads to maximum \( T_{ad} \) reduction, and the reduction degree of H₂O dilution mode is larger than that of CO₂, comparing fixed \( Y_{O2_{oxi}} \). The decrease of maximum \( T_{ad} \) by CO₂ is due to a discrepancy in reactivity between CO₂ and N₂, while that of H₂O is due to difference in \( C_p \) between H₂O and N₂ (section 4.1.1).

Finding 2: The 0D OTP of CO₂ diluted flame is much richer than that of N₂ diluted flame over all \( Y_{O2_{oxi}} \), as well as maximum \( T_{ad} \) range. Besides, the richest shifts of both CO₂ and N₂ dilution modes are observed at approximately 55% \( Y_{O2_{oxi}} \). The 0D OTP degree with H₂O dilution is smaller at less than 65% \( Y_{O2_{oxi}} \) than N₂ dilution, while the trend becomes opposite then onwards. Further, the off-peaking property of H₂O dilution flame is more similar to N₂ diluted flame than CO₂ diluted flame at the same maximum \( T_{ad} \) (section 4.1.2.1).
Finding 3: The deviation of CO$_2$ from N$_2$ diluted combustion in 0D OTP mentioned in finding 2 mainly arises from the reactivity difference between CO$_2$ and N$_2$, while that of H$_2$O from C$_p$ difference of H$_2$O from N$_2$ (section 4.1.2.2).

Finding 4: The most influential species in 0D OTP is CO and H$_2$ (section 4.1.2.2).

Finding 5: The fraction of CO emission is the largest in CO$_2$ diluted combustion, followed by N$_2$ and H$_2$O diluted modes. The distinctive feature of CO$_2$ diluted flame from the other modes is observed in response of $EI_{CO}$ to variation of $Y_{O2_{oxi}}$. The CO$_2$ dilution mode holds a peak, while the others increase monotonically with an increase of $Y_{O2_{oxi}}$. This can be due to the competition between CO dissociation encouragement via an increase of $T_{ad}$ and that of discouragement via a decrease of potential CO$_2$ in mixture for dissociation, by an increase of $Y_{O2_{oxi}}$ (section 4.2).

Finding 6: From a fuel consumption efficiency perspective, CO$_2$ diluted flames are preferable to H$_2$O diluted flames, while the CO emission index becomes significantly worse than H$_2$O dilution mode (section 4.3).

Finding 7: Analysis through imaginary species is a powerful tool in oxy-fuel combustion.

Finding 8: Ignition delay time of CO$_2$ diluted flame is larger than N$_2$ diluted flame at 21% O$_2$ fraction by volume in the oxidiser, primarily because of reactivity difference rather than the $C_{pm}$ difference between the two (section 4.4).
Chapter 5
Analysis of Oxy-fuel Laminar Diffusion Flames

This chapter explores the thermal structure of oxy-fuel laminar diffusion flames relative to N\(_2\) diluted flames in a counter-flow configuration. The special focus is on OTP in the flame geometry, that is, 1D OTP. The physics behind 1D OTP are clarified here since the mechanism of OTP in 1D flames has not been elucidated in detail thus far.

5.1 1D Off-peeking with N\(_2\) and CO\(_2\) Diluted Flame

This section clarifies the response of 1D OTP property to diluting species replacement and variation of diluting degree. As with 0D OTP, the structure of heat release and specific heat are also explored. There is little literature that focuses on the OTP in one-dimensional flames in depth, even for conventional air flame and thus the 1D OTP response to strain rate variation is explored in detail, using air flame.

5.1.1 Air Flame

The thermal structure obtained by counter-flow diffusion flame simulation is shown in Fig.56 in \(\zeta\) space with three different strain rates. The simulation was conducted with multi-component diffusion model and the Soret effect being activated. In Fig.56, the \(T_{ad}\) is also shown for reference. The graph shows that the 1D temperature peak is on the richer side at low strain rate (15 \(s^{-1}\)) than the \(T_{ad}\) peak, and is moved further towards the richer side at intermediate strain rate (200\(s^{-1}\)), while the 1D OTP degree at near extinction strain rate (470\(a^{-1}\)) is almost the same as intermediate strain rate. As with 0D simulation, it is important to evaluate the distribution of heat release amount, \(q_p\), and specific heat capacity per unit mass, \(C_p\), in the mixture fraction field. Fig.56 also contains the distribution of \(q_p\) and \(C_p\) respectively. The general trend of both curves is not different from \(T_{ad}\) results. The \(C_p\) was monotonically increased with mixture fraction and the \(q_p\) has parabolic curve with the peak being on the richer side of stoichiometry. From this fact, it can be understood that the temperature structure of counter-flow diffusion flame was skewed to the rich side of stoichiometry, since more heat release was undertaken in the rich region. In addition, the lean shifting of...
temperature peak from heat release peak condition arose from the monotonic increase of $C_p$ with mixture fraction. Mathematically, the 1D OTP is determined such that the following equation is established:

$$\frac{d}{d\xi} \frac{q_p(\xi)}{q_p(\xi)} = \frac{d}{d\xi} \frac{C_p(\xi)}{C_p(\xi)}.$$  \hspace{1cm} (51)

The discussion is next developed to a variation of the peak position of $q_p$ by strain rates and its relation between the peaks of $q_p$ and temperature. **Fig.56** shows that the $q_p$ peak position in counter-flow flame at lower strain rate ($15 \text{ s}^{-1}$) is on the richer side, comparing 0D simulation results and the further movement towards the rich side occurred as the strain rate is increased. **Fig.57** shows the $q_p$ related term, $(dq_p/d\xi)/q_p$, and $C_p$ related term, $(dC_p/d\xi)/C_p$, in equation (51) as a function of $\xi$. The gradient of $(dq_p/d\xi)/q_p$ where $(dq_p/d\xi)/q_p$ is zero (at the peak position of $q_p$), becomes smaller as the strain rate is increased. In particular, the gradient becomes much smaller from intermediate strain rate to high strain rate. In other words, the driving force for which the temperature peak moves away from the $q_p$ peak is enhanced with the increase of strain rate, especially in the transition from intermediate to high strain rate. This could be the exact reason why the peak position of temperature with higher strain rate was almost identical to that of the intermediate strain rate, while the $q_p$ peak at the high strain rate was distinguishingly in the richer region than at the intermediate strain rate.
Fig. 56. Thermal structure of air flame with various strain rates in counter-flow diffusion flames. The blue line represents stoichiometric mixture fraction of air-methane flame, 0.055.

Fig. 57. The dominance of $q_p$ and $C_p$ on 1D OTP with various strain rates. The vertical blue line represents stoichiometric mixture fraction of air-methane flame, 0.055. The crossing points of the horizontal blue line and $q_p$ lines with different strain rates means the mixture condition of the $q_p$ peaking.
5.1.2 Flame with Other Dilution Degree

To see the response of 1D OTP to variation of N\textsubscript{2} diluting degree, the counter-flow calculation was conducted with the various amounts of N\textsubscript{2} in the oxidiser. The result is shown in Fig.58. To evaluate the 1D OTP with different diluting degree, a normalised mixture fraction, $\xi_n$, is employed. The result of the low strain rate shows a monotonic movement towards the lean side, with an increase of $Y_{O_2\text{-oxi}}$ while there is an initial increase and a sequential decrease at the intermediate and high strain rate. It is worth noting that, with the high O\textsubscript{2} content in the oxidiser (O\textsubscript{2} enriched flame), the peak temperature position is present in the lean side of stoichiometry.

In the case of 0D OTP, hydrocarbon flames never peak at the lean side of stoichiometry. As with the previous air flame analysis, the position of $q_p$ peak is of interest. The $q_p$ peak position is shown in Fig.59 in $Y_{O_2\text{-oxi}}$ space. Contrary to the temperature structure, the $q_p$ peaks are present in the rich side of stoichiometry all over conditions and hold a further shift towards the rich side as the $Y_{O_2\text{-oxi}}$ increases. In addition, it can be seen that the gap between the mixing conditions of $q_p$ and temperature peak is larger with the increase of $Y_{O_2\text{-oxi}}$. To evaluate these phenomena, the $(dq_p/d\xi)/q_p$ and $(dC_p/d\xi)/C_p$ are explored again. Fig.60 and Fig.61 show the results with the different $Y_{O_2\text{-oxi}}$. The $(dC_p/d\xi)/C_p$ value becomes smaller with $Y_{O_2\text{-oxi}}$ (the role of $C_p$ term becomes smaller). However, the gradient of $(dq_p/d\xi)/q_p$ near $\xi$ of the $q_p$ peaking is decreased with the O\textsubscript{2} addition in the oxidiser. That is, the lean shift force by $C_p$ became more dominant with O\textsubscript{2} content. Considering this, it can be said that the cause of the lean 1D OTP shift is the decrease of $(dq_p/d\xi)/q_p$ gradient with $Y_{O_2\text{-oxi}}$ increase.
Fig. 58. The response of 1D OTP to variation of $N_2$ dilution degree with different strain rates. The blue line is the result of 0D simulation.

Fig. 59. The mixture condition of $q_p$ peaking with different strain rates. The blue line is the result of 0D simulation.
Fig. 60. The relation of the distribution of \((\frac{dC_p}{d\xi})/C_p\) with different \(Y_{O_2,oxi}\). The blue line represents the stoichiometric mixture condition. The top curve is the result of air flames and the bottom is the result of pure O\(_2\) flames.

Fig. 61. The relation of the distribution of \((\frac{dq_p}{d\xi})/q_p\) with different \(Y_{O_2,oxi}\). The blue line represents the stoichiometric mixture condition.
5.1.3 CO\textsubscript{2} Diluted Flame

The 1D OTP of CO\textsubscript{2} diluted oxy-fuel flame is characterised here. Fig.62 shows the structure of temperature, $q_p$ and $C_p$ with 23\% $Y_{O_2,oxi}$, which is equalled to $Y_{O_2,oxi}$ in air. As with air flame, the temperature peak position is present in the rich side of the stoichiometry and the degree is larger with increase of strain rate. The remark is also applicable to heat release peak. The $C_p$ value does not have significant difference to the strain rate variation. Fig.63 shows the 1D OTP properties of the CO\textsubscript{2} diluted flames with other $Y_{O_2,oxi}$. In the graph, while the CO\textsubscript{2} diluted flame also peaks in the lean region in temperature in O\textsubscript{2} enriched region, the peak is on the richer side than N\textsubscript{2} diluted flame all over the condition. The condition of $q_p$ peaking with various $Y_{O_2,oxi}$ is also shown in Fig.64. The peak of $q_p$ situates in the rich side of stoichiometry and is also in the richer side than N\textsubscript{2} diluted flame.

![Fig.62. Thermal structure of CO\textsubscript{2} diluted flame with different strain rates in counter-flow diffusion configuration. The $Y_{O2,oxi}$ is 23\%. The blue line represents stoichiometric mixture fraction of air-methane flame, 0.054.](image-url)
Fig. 63. The response of 1D OTP to variation of CO₂ dilution degree with different strain rates. The blue line is the result of 0D simulation.

Fig. 64. The mixture condition of \( q_p \) peaking with different strain rates. The blue line is the result of 0D simulation.
5.2 Clarification of 1D Off-peaking Theory

In the above, the rich and lean shift of temperature peak position in counter-flow flame was observed. In the following, the physics of the both rich and lean shift are explored respectively. For the analysis of rich shift, the air flame is applied and for lean shift, pure O₂ flame is employed at intermediate strain rate. After that, the other O₂ mass fraction with N₂ dilution is evaluated and then the extension of the theory to CO₂ diluted oxy-fuel mode is conducted.

5.2.1 1D Rich Shift Mechanism (Air Flame)

While a rich shift of air flame in 1D simulation was observed as with 0D simulation, it is not necessarily true that the physics are the same as for 0D OTP. This is because molecular transport, conduction and finite-rate chemistry are activated in opposed-flow flame. Hence, the primary cause of the rich 1D OTP may not be dissociation. These factors in the opposed-flow geometry, which is not included in the 0D case, can create three new effects on $q_p$ and $C_p$ distribution: the deviation from chemical equilibrium, the variation of chemical equilibrium state and thermal energy transfer. To clarify the physics of 1D rich off-stoichiometric peaking, each effect is explored in the following.

Before proceeding to each analysis, the $q_p$ distribution in $\xi$, obtained by equilibrium calculation with pressure and temperature fixed rather than constant pressure and enthalpy, is evaluated briefly. This helps readers to understand the following analysis better, since reactions occur at constant pressure and temperature at each position in space in the opposed-flow configuration, while the $T_{ad}$ calculation above fixed the pressure and enthalpy.

The equilibrium calculation with temperature and pressure constant is called TP equilibrium calculation (TPEC) and with enthalpy and pressure constant is called HP equilibrium calculation (HPEC) for simplicity. Fig.65 shows the result of TPEC, changing ambient temperature. In the graph, there is no shift of $q_p$ peak from stoichiometry at a temperature less than 1,500 K while the rich shift of the $q_p$ peak is observed above 1,500 K due to start of dissociation reaction in those temperature regimes, as with HPEC.
Fig.65. The structure of heat release by TPEC. Each curve has different ambient temperature.

In the counter-flow flame, the time scale of chemical reaction becomes finite and then some reactions may not complete, equivalently the suppression of reaction occurs. As a consequence, the deviation from chemical equilibrium can be observed at each point in the flame. This can affect the thermal structure in flame. Here, the effect of this deviation from chemical equilibrium on 1D OTP is explored at intermediate strain rate. To do that, the composition and temperature of the raw 1D simulation result at each mixture fraction is taken and then the TPEC is implemented using the composition and temperature as an initial condition. This process is referred to as post-equilibrium calculation process (PECP).

If the equilibrium reaches at a certain mixture fraction in flame, no heat release can be seen at the mixture fraction by the PECP. The results are shown in Fig.66. To understand the graph easily, the $q_p$ after PECP is shown, being added to the heat release via the raw counter-flow flame (the gap between $q_p$ curves of PECP) and raw counter-flow flame stands for the heat release via PECP. The two important features can be seen in Fig.66. First, the $q_p$ after PECP peaks at stoichiometry. Also, the heat release via PECP is greater at stoichiometry than in the slightly rich side of stoichiometry. From
these two facts, it can be said that discrepancy in the deviation from equilibrium state at each position significantly influenced the rich shifting of heat release curve in counter-flow flame. **Fig.66** also shows the structure of $C_p$ of the raw counter-flow flame results and results after PECP. The substantial gap cannot be observed in $C_p$ via PECP. In terms of the shape of the $q_p$, the heat release curve was flattened by the PECP. Hence, the effect of the $(dq_p/d\xi)/q_p$ becomes smaller relative to the $C_p$ term (the further the distance between the temperature peak and the heat release peak). **Fig.67** shows the structure of $(dq_p/d\xi)/q_p$ with the raw and PECP results for better understanding of the trend.

The molecular transport and the thermal conduction can alter states of chemical equilibrium at each point from that of 0D reactor, and they contribute to thermal energy transfer from one point to another in flame. These two can also affect the thermal structure in flame. To evaluate the combined effects of these on 1D OTP, the TPEC is conducted, taking the resultant temperature of counter-flow flame as initial condition. This process is called PECP only extracting temperature information (PECPT). Note that the composition of initial state in PECPT consists of CH$_4$ and air, while that of PECP is the resultant composition of counter-flow flame. By comparing the results after PECPT and PECP, the effect of variation of chemical equilibrium state as well as thermal energy transfer, can be revealed on the structure of $q_p$ and $C_p$. **Fig.66** shows the results of PECPT. As with the result of PECP, the PECPT peaks at stoichiometry. Thus, it can be understood that the mixing condition of heat release peaking was not affected by the thermal energy transfer and variation of chemical equilibrium state. However, there is a difference between the PECP and PECPT curves and the gap can affect the $(dq_p/d\xi)/q_p$, which is also relevant to temperature structure. **Fig.67** shows the structure of $(dq_p/d\xi)/q_p$. It can be understood that the $(dq_p/d\xi)/q_p$ effect becomes more dominant by the variation of chemical equilibrium state and thermal transfer relative to that of $C_p$. That is, the relatively small distance between temperature peak and heat release peak position, while the degree is not significant.

It is also worth noting that the $q_p$ curves after PECP and PECPT have a sharp gradient at stoichiometry and linear line, in both rich and lean side of stoichiometry, which is characteristic of no dissociation flame. To make sure that the dissociation did not occur substantially at this condition, PECPT is conducted with a dissociation suppressed
reaction model. Fig.66 shows the result. The curves of PECPT and PECPT with the dissociation suppressed reaction model are almost identical. Consequently, it can be understood that the dissociation did not occur significantly at the current condition.

Considering the above, the rich 1D OTP of air flame was observed mainly due to the discrepancy at each mixture fraction in the degree of the deviation from chemical equilibrium state (the finite-rate chemistry effect, rather than dissociation). Much more heat release was suppressed by finite-rate chemistry at stoichiometry than on the richer region.

Fig.66. Thermal structure of counter-flow air flames and the post-processed results. The vertical blue line represents stoichiometric mixture fraction of air flame.
Fig. 67. The dominance of $q_p$ and $C_p$ on 1D OTP with counter-flow flame and the results after some post-processing. The vertical blue line represents stoichiometric mixture fraction of air-methane flame, 0.055.

5.2.2 1D Lean Shift Mechanism (Pure O$_2$ Flame)

The physics of lean shifting of pure O$_2$ flame is explored here. The initial interest is in the peak position of the $q_p$. As with the analysis of 1D rich shifting, PECP is applied to evaluate the deviation from chemical equilibrium state at each position and the results are shown in Fig. 68 with the raw counter-flow flame result. The gap between two curves is relatively small and only a slight shift of $q_p$ peak is observed after PECP. In addition, the PECPT is also employed to explore the effect of heat transfer and the variation of chemical equilibrium state. The result is included in Fig. 68. Although the gap between the results after PECPT and PECP in $q_p$ is relatively large, the peak position of $q_p$ is not significantly different. Further, PECPT with Dissociation Frozen Mechanism is also conducted for evaluation of dissociation effect and the result is shown in Fig. 68. As is expected from flame temperature range, a significant amount of dissociation is observed. Also, it can be seen that the dissociation occurs more at stoichiometry than the rich side of stoichiometry as with the $T_{ad}$ structure. Consequently, the rich shifting of pure O$_2$ flame in $q_p$ was observed due to dissociation. In terms of the $C_p$, results after PECP and PECPT do not show much difference from the raw output.
results. **Fig.69** shows the structure of \((dq/d\xi)/q_p\) and \((dC_p/d\xi)/C_p\) terms with the raw, PECP and PECPT results. It is seen that the gradient of \((dq/d\xi)/q_p\) near \(q_p\) peak is much larger with PECP than the raw result, and thus it is found that the effect of deviation from chemical equilibrium moved the temperature peak significantly away from \(q_p\) peak position. The \((dq/d\xi)/q_p\) and \((dC_p/d\xi)/C_p\) after PECPT is also shown in the graph. The gradient of \((dq/d\xi)/q_p\) near \(q_p\) peak is similar to the PECP curve and then the heat transfer and variation of chemical equilibrium state at each position is not dominant in lean shifting.

![Graph showing thermal structure](image)

**Fig.68.** Thermal structure of counter-flow pure O\(_2\) flames and the post-processed results. The vertical blue line represents stoichiometric mixture fraction of pure O\(_2\) flame.
5.2.3 The Extension of Theory to CO₂ Diluted Oxy-fuel Flame

The effect of N₂ replacement with CO₂ on 1D OTP property is explored here. There are some differences between the N₂ and CO₂ in physical property as diluents: reactivity, \( C_p \), thermal conductivity and diffusivity. As with 0D OTP analysis, the dominant factor is identified here. As an initial step, it is confirmed whether the N₂ related reaction such as NO formation is important for 1D OTP or not. To do that, NPM is applied to counter-flow simulation with N₂ dilution. As a result, the 1D OTP properties of GRI and NPM are almost identical and thus the N₂ can be regarded as completely inert gas in the 1D OTP. Next, the imaginary special IS\(_{CO₂'}\) is employed as the diluting species. This IS\(_{CO₂'}\) has the same thermo-chemical data and transport data as CO₂, with the molecular weight being 45. Note that in contrast with the previously used IS\(_{CO₂}\), the IS\(_{CO₂'}\) has transport data. By this definition, the IS\(_{CO₂'}\) behaves in the same way as N₂ in reaction (inert species, while the same as CO₂ in other properties). **Fig.70** shows the 1D OTP properties with N₂, CO₂ and IS\(_{CO₂'}\) diluted flames. The IS\(_{CO₂'}\) diluted flame and N₂ diluted flame are quite similar to each other and thus it can be understood that...
the dominant factor of further rich shifting in oxy-fuel combustion relative to N$_2$ diluted flame is the reactivity difference between CO$_2$ and N$_2$.

Fig.70. The response of 1D OTP to replacement of diluting species and variation of diluting degree. The solid lines represent N$_2$ and CO$_2$ diluted flame respectively. The dashed lines are the results with imaginary species dilution (IS$_{CO2}$).

Primary Findings in This Chapter

Finding 9: As with 0D OTP, 1D OTP can be elucidated well by discussion based on $q_p$ and $C_p$ distribution (section 4.1.1).
Finding 10: The temperature peaks at lean side of stoichiometry in O$_2$ enriched regime of both CO$_2$ and N$_2$ diluted flame (section 4.1.2 and 4.1.3).
Finding 11: The primary factor of both rich and lean 1D OTP is finite-rate chemistry. The finite-rate chemistry suppresses the heat release more at stoichiometry than on the rich regime and thus the heat release peak position is moved towards richer side. At the other extreme, the finite-rate chemistry flattened the heat release curve and then the $C_p$ force of lean shifting becomes competitive. For rich shift condition, such as highly CO$_2$ contained flame, the former effect is more dominant than the latter, and rich shift can be
observed. For lean shift condition, such as highly O₂ enriched flame, the latter effect is dominant and then lean shift can be observed (section 4.2).

Finding 12: CO₂ diluted oxy-fuel flame possesses a richer shift of peak temperature than conventional N₂ diluted flame. This is primarily because of the reactivity difference between CO₂ and N₂ (section 4.1.3 and 4.2.3).
Chapter 6
Thermal Structure Measurement of Oxy-fuel Laminar Flames

This chapter provides the results and discussions of thermal structure measurements of oxy-fuel laminar flames. Prior to presenting the primary experiment applied to an oxy-fuel flame, the procedure in the determination of operation conditions and the validation of the used measurement system via a Bunsen air flame is also explored in detail.

6.1 Determination of Operating Condition
6.1.1 Flow Condition

A CNG-air Bunsen flame was utilised as attest case with a mixture and flow speed of the main nozzle set to be $\phi=0.78$ and 1.02 m/s respectively. The lean mixture was selected to suppress the diffusion halo around the premixed Bunsen cone, which can produce unnecessary emission for this study. The Reynolds number in the main tube was $8.96 \times 10^2$ ($<< 2.30 \times 10^3$) (laminar flow). The flow speed of co-flow was $6.11 \times 10^{-2}$ m/s. The co-flow flow speed was determined so that the premixed Bunsen cone was more stable and the diffusion halo was removed.

For the counter-flow diffusion flame with CO$_2$ dilution, the mixture of oxidiser and fuel stream was set to be 36% O$_2$ + 74% CO$_2$ and 40% CNG + 60% CO$_2$ by volume, respectively. The fuel stream was diluted by CO$_2$ to inhibit soot formation. The flow speed of the oxidiser stream and fuel stream was 0.50 m/s and 1.11 m/s and then the global strain rate was 137 s$^{-1}$ (separation distance: 22mm). The shield gas of CO$_2$ was employed at $8.65 \times 10^{-3}$ m/s (fuel side) and 0.256 m/s (oxidiser side) to prevent external air entrainment. The determination of the above operation condition was based on stability of the flat flame and appearance/disappearance of the outer flame around flat flame of interest. In addition, in order to reduce the effect of exhaust stream buoyancy induced fluctuations, the counter-flow burner was surrounded by a fine messing sheet of 1.5 mm $\times$ 1.5 mm, as is shown in Fig.71 (a). The resultant CO$_2$ diluted oxy-fuel, counter-flow diffusion flame is also shown in Fig.71 (b).
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Fig. 71. Pictures of experiments. (a): Schematic picture, (b) Counter-Flow Diffusion Flame with CO$_2$ dilution.
6.1.2 Input Laser Irradiance (Linearity Check of LIF Signal)

The procedure to determine the laser operational condition is explored here based on the linearity limit of OH LIF signal. The input laser irradiance per pulse used in the experiment must be set so that the consequent OH LIF signal is linear at probed volume, that is, that the OH LIF is in linear regime. The measurement beyond the linearity regime (such as in the saturated LIF regime), poses challenges for the quantification of the LIF signal that will not be explored in this thesis. To confirm the linearity, the response of OH LIF signal to various laser input energies was examined by changing the Q-switch delay time of Nd:YAG laser (320 μs to 250 μs). The Nd:YAG laser used in the present study realises the strongest signal at a Q-switch of approximately 200 μs, and thus the laser power is increased as Q-switch delay goes from 320 μs to 250 μs (Appendix.2). In this process, the wavelength emitted by dye laser was fixed to 283.3852 nm (Q2(6)) and the laser beam was applied to Bunsen air-CNG flame. The result is shown in Fig.72.

It was observed that the transition from linear to saturation regime was around 4.3 mJ. Note that when Q-switch delay time is varied, the spatial profile of laser beams also alters and thus it is not always true that the laser energy obtained by the laser energy monitoring camera represents the input laser intensity at volume of interest in flame. In order to compensate for the uncertainty of the result, a spectral profile was obtained with input laser energy and the spectral shape was compared with normalisation. If the result arises from linear regime, the curve shapes are similar to each other. For reference, theoretical spectral profiles in linear regime and partially saturated regime are shown in Fig.73. The experimentally obtained result is shown in Fig.74. It can be understood that the spectral profiles of 0.7, 2.6 and 4.3 mJ are similar, while the other has a more wide shape. Considering the above, the laser energy of less than 4.3 mJ is in linear regime and then employed in the following Bunsen air flame application.
Fig. 72. Linearity test results. The error bar represents the confidence interval of $2\sigma$ (95.45%). The used wavelength is 283.3852 nm ($Q_2(6)$). The 200 shots were averaged over. The blue line was obtained by least square method using the results of input laser energy less than 4.3 mJ.

Fig. 73. The comparison of theoretical spectral profile of Q1(8) with linear and partially saturated OH LIF.
Fig. 74. The comparison of spectral profiles of Q1(8) with various input laser energy. To compare the shape of each result, the wavelength at individual maximum signal intensity is set to be 0 and all the signals are normalised by individual maximum signal intensity. The wavelength increment and trigger count was 1.0 pm and 15 shots in this experiments.

In oxy-fuel combustion, the composition can be significantly different from air combustion. The linearity of LIF signal is relevant to collisional quenching, whose degree is affected by types of collisional partners. Hence, the linearity limit may vary even if the laser system is fixed. To this end, the linearity test with the CO₂ diluted flame was also evaluated. In the measurements, the flow condition was completely the same as the main experiment in the following (be 36% O₂ + 74% CO₂ and 40% CNG + 60% CO₂ by volume at 137 s⁻¹). The result is shown in Fig. 75. The linearity limit was around 0.6 mJ. Due to this result, the laser measurement in CO₂ diluted flame was operated at less than 0.6 mJ. It is worth emphasising that the linearity limit of the CO₂ diluted flame with present condition significantly differs from that of air case, which is approximately one seventh of the air flame limit. To this end, it can be said that special care needs to be taken in linearity limit in application of linear OH LIF techniques to CO₂ diluted oxy-fuel combustion.
Fig. 75. Linearity test results with CO$_2$ diluted flame. The error bar represents the confidence interval of $2\sigma$ (95.45%). The used wavelength is 283.3852 nm Q$_2$(6)). The 200 shots were averaged over. The blue line was obtained by least square method using the results of input laser energy less than 0.6 mJ.

6.1.3 Line Selection

The spectral lines scanned in the present study were selected to be Q$_1$(1), Q$_2$(6) and Q$_1$(11). The ratiometric thermometry, the two-line peak and two-line area method, were implemented with Q$_{21}$(1) and Q$_1$(11) and the spectral fitting method was conducted with all three branches. The sequence of choosing the three branches used in the study is as follows. For reference, the pair of Q$_1$(1) and Q$_1$(11) is also compared with the other combination used for two-line thermometry in other studies in the following.

In the two-line peak scheme, two peaks at least are necessary to take a ratio, and the spectral profile around the two peaks is required to implement two-line integration techniques. First, two spectral regions were chosen, which are suitable for those ratiometric thermometry. The two spectral bands were determined based on three criteria: sensitivity of temperature, strength of LIF signal and proximity to other potentially interfering peaks. The spectral lines sensitive to temperature are preferable
in this measurement technique compared to those that are insensitive to temperature since the accuracy of measurement is heightened by a greater temperature sensitivity even in the case of modest reductions in signals. Also, the signal must be sufficiently large to secure the reasonable SNR. Further, it was reported by Kostka et al. [101] that the two-line thermometry without sufficient isolation from the other signal can mistakenly obtain temperature by significant quantity. In the Kostka et al. study [101], more than a 4,000 K deviation from theoretical temperature was obtained by Q1(9)/Q2(8), which are interfered by each other with 3.4 pm proximity. To see the sensitivity of each transition to temperature, the theoretical spectral profile at 1,500 K and 2,000 K are shown in Fig.76, and the signal Intensity Difference is shown at individual wavelength in Fig.77. From the graph, it can be understood that the most sensitive transition is Q1(11). To make sure the Q1(11) is sensitive in all temperature regions of interest, the Q1(11) signal peak is shown as a function of temperature and then it can be seen that the Q1(11) is sensitive to temperature in all temperatures of interest in this study. Also, as can be seen in Fig.76, the signal intensity of Q1(11) is comparatively large. To this end, one of the scanned lines was chosen for Q1(11).

The root reason to choose a more sensitive transition is to get the ratio of two-line peak or area, which is sensitive to temperature. The Q1(11), which is chosen in the above, increases signal with temperature. Therefore, the ratio of interest would be more sensitive if the other transition decreases rather than increases with temperature. Considering this, Q1(3) appears to be the best candidature. However, the Q1(3) signal is close to Q21(3) signal with a proximity of 6 pm, and then Q1(1) was selected alternatively. While the Q1(1) is close to Q21(1) and R2(3), the resultant signal is observed as a single peak in actual measurement since the proximity of those branches is less than the order of line broadening by collisional broadening, Doppler broadening, pre-dissociation broadening and spectral line width of incident laser beam. In Fig.79, the spectral profiles of Q1(1), R2(3), and Q21(1), in absence and presence of those line broadening, are shown. Consequently, the Q1(1) is still applicable to the present experiment.

As mentioned in the methodology chapter, the scaling factor must be determined appropriately to conduct successful thermometry in the spectral fitting. In determining the scaling factor, the spectral region, which is insensitive to temperature, is expected to
be of considerable assistance since the signal intensity of $Q_1(1)$ and $Q_1(11)$ is varied substantially with temperature as well. Therefore, the presence of spectral region insensitive temperature can prevent the scaling factor from deviating significantly from true value. In this context, $Q_2(6)$ was also scanned in the present research. In addition, this $Q_2(6)$ branch is helpful to evaluate OH distribution in flame, since the $Q_2(6)$ is dependent almost entirely on OH concentration at probed volume.

In order to confirm whether the selection of a line pair for two-line thermometry conducted above is appropriate or not, the pair selected above was compared with the pairs employed in other two-line thermometry studies. In Fig.80, the response of the pairs of interest to temperature is shown. In Fig.80, the ratio is normalised by the ratio at 1,500 K. From this result, the pair of $Q_1(5)/Q_1(14)$ and $P_1(2)/R_2(13)$ appears to be better than the $Q_1(1)/Q_1(11)$. However, the signal intensity of $Q_1(14)$ and $R_2(13)$ is less than half of $Q_1(11)$ over the temperature range of interest in this study. Due to this, the $Q_1(1)/Q_1(11)$ was used in the present experiment.

Fig.76. Theoretical spectral profile at 2,000 K (blue line) and 1,500 K (black line) obtained by LIFBASE.
Fig. 77. Signal Intensity Difference, i.e., signal intensity at 2,000 K - signal intensity at 1,500 K.

Fig. 78. The response of signal intensities at peak of $Q_{21}(1)$ and $Q_{11}(11)$ to temperature.
Fig. 79. Spectral profile of $Q_1(1)$, $R_2(3)$ and $Q_{21}(1)$ with and without all line broadening, except the line broadening based on instrumental function. The blue line is a simulated result with Doppler broadening, pre-dissociation broadening and collisional broadening activated, using $2.4 \times 10^{-2}$ Å as resolution of instrumental function. The black line is the result without all line broadening phenomena, except the line broadening based on instrumental function, using $2.0 \times 10^{-3}$ Å as resolution of instrumental function.

Fig. 80. Sensitivity of each pair to temperature. $Q_1(14)/Q_1(5)$ [101], $P_1(7)/Q_2(11)$ and $R_2(8)/Q_2(11)$ [87], $Q_1(5)/Q_2(11)$ [88] and $P_1(2)/R_2(13)$ [121].
6.1.4 Trigger Count and Scan Increment

In the experiments, the trigger count and scan increment was set to be 100 shots and 0.1 pm respectively. The trigger count, which is the shot number per wavelength, must be reasonably large for successful thermometry while more time is needed for completion of the scan as the trigger count is increased. Also, the scan increment, (increment of excitation scan), must be reasonably fine. The spectral profile deviation among different temperatures resides in the peak position of the individual profile, and then the accuracy of thermometry is significantly affected by accurate capturing of spectral profile around the peak. At the other extreme, experimental time increases with the finer spectral resolution of scan. To this end, it is required to take good trade-off conditions in trigger count and scan increment. The sequence of selecting those trigger count and scan increment is as follows.

The trigger count was determined based on confidence interval to signal. In Fig.81, the spectral profile of $Q_1(1)$ is shown at 1,900 K, 1,800 K and 1,700 K. In Fig.81, the signal intensity is normalised by the maximum value of 1,800 K spectral profile. To separate the spectral profile between the two lines, the confidence interval of the experimental profile around the peak region must be ± 1.42% of signal and otherwise the error of measurement becomes more than 100 K. In this study, this confidence interval of ± 1.42% of signal was set to be target value. This can mathematically represented in the form:

$$\frac{k}{\sqrt{\text{Trigger Count}}} \times \frac{1}{\text{SNR}} < 1.42 \times 10^{-2}$$

where coefficient $k$ value depends on desired confidence. For example, $k=1$ with 68.27% confidence (1σ), $k=2$ with 95.45% (2σ). To obtain the trigger count satisfying the target confidence interval, the SNR of the experimental system in this study is necessary. Thus, the SNR was measured, applying laser beam of wavelength 281.9193 nm ($Q_1(1)$) to Bunsen flame and consequently the SNR was 7.233. Therefore, the trigger count for 68% confidence is more than 68 shots and the trigger count for 95% confidence is more than 365. For reference, the confidence interval is shown in Fig.82, as a function of trigger count, using SNR of 7.233.
Fig. 81. Theoretical spectral profile at 1,900, 1,800 and 1,900 K. (a) Broad Region, (b) Near Peak.
Fig. 82. Relation of confidence interval to signal and trigger count. The SNR was fixed to 7.233.

Scan increment must be determined so that the experimental plots capture the peak of spectral profiles, since the spectral difference among different temperatures are present only around the peak, as seen in Fig. 81. To confirm the operational scan increment, the $Q_1(11)$ profile was scanned with various scan increments. The consequent peak value with individual scan increments is shown in Fig. 83 (a), being normalised by the peak value of the 0.1 pm step excitation scan. Also, the actual profile with 0.1, 0.7, 1.1 pm scan increment is also shown in Fig. 83 (b). Note that the 0.1 pm wavelength resolution is the finest increment of dye laser used in the present study. It can be seen that even the 0.3 pm scan increment still possessed approximately 2% peak intensity deviation from 0.1 pm. As mentioned above, slight deviation can lead to substantial error from true value in the present thermometry. Therefore, the 0.1 pm scan increment, at least, appears to be required in this study. Also, according to the convergence of fluctuation of curve in Fig. 83 (a) with approach to 0.1 pm, the 0.1 pm can be considered as reasonably fine increment value.
Fig. 83. Confirmation of operational scan increment. (a) Maximum signal intensity v. Scan increment, (b) Spectral profile with scan increment of 0.1, 0.7, 1.1 pm.
Considering the above discussion and time limitation, the operational scan increment and trigger count was determined. Here, the priority was placed more on scan increment since the accurate data plot can be in vain without capturing peak profile. Thus, the scan increment was first decided to be 0.1 pm. In an ideal case, the trigger count must be set to more than 365, equivalent to $2\sigma$ confidence interval. However, once the excitation scan with 0.1 pm step and 365 trigger count applies to three spectral region of interest, it takes 368 minutes (six hours and eight minutes). To this end, the target confidence of this study was set to be 68% ($1\sigma$). That is, more than 95 shots per each wavelength. Since some synchronisation mistakes are expected to occur in scan process resulting in missed shots and thus acquiring less than the set number of shots, the 100 trigger count was set in the experiments.

### 6.2 Proof of Measurement System by Bunsen Air Flame

In order to prove the laser measurement system established in this study is reasonable, the OH thermometry was applied to Bunsen air flame. Bennet et al. [122] simulated the Bunsen flame at 0.78 and the maximum temperature was 1,864 K ($T_{ad} = 1,966$). The temperature was employed as criteria to explore the accuracy of the current experimental system. The obtained temperatures by individual techniques are summarised in Table 5. Considering the accuracy discussed in 6.1.4, it can be said that the measurement system established here is appropriate since the measurement accuracy was within expectations. The detailed procedure of image processing is as follows.

<table>
<thead>
<tr>
<th></th>
<th>Fitting</th>
<th>Two-line Peak</th>
<th>Two-line Area</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Temperature, K</strong></td>
<td>1,820</td>
<td>1,851</td>
<td>1,842</td>
</tr>
<tr>
<td><strong>Discrepancy, K</strong></td>
<td>44</td>
<td>13</td>
<td>22</td>
</tr>
<tr>
<td><strong>Discrepancy, %</strong></td>
<td>2.4</td>
<td>0.7</td>
<td>1.2</td>
</tr>
</tbody>
</table>
6.2.1 Image Corrections

To minimise errors obtained in the system, great care was taken in shot-to-shot variation of laser power and intensifier gain. For reference, the averaged image at 283.3805 nm without any correction is shown in Fig.84. The algorithm used to correct each instantaneous image of $i$ at $(j,k)$ pixel is:

\[
(Correction \ Image \ of \ i)_{j,k} = \left( S_{i,(j,k)} - B_{a_{(j,k)}} \right) \frac{L_a - L_{aBk}}{L_{a} - L_{aBk}} \frac{I_n - I_{nBk}}{I_n - I_{nBk}}
\]

where $S$ is an obtained LIF signal intensity, $B_{a}$ is an average background acquired with the LIF signal monitoring camera, $L_{a}$ is a signal of the laser power monitoring image array, $L_{aBk}$ is an averaged background signal of the laser power monitoring camera, $I_{n}$ is LED signal and $I_{nBk}$ is the background signal at LED monitoring pixels.

Fig.84. Mean Image at 283.3805 nm without any image correction. Laser beam entered from right to left.
6.2.2 Thermometry

In Fig.85, the temperature distribution in radial direction of y=144 pixel, obtained by each thermometry techniques, is shown. In the following, the procedure of obtaining each plot in Fig.85 is shown, the signal averaged over (364±2, 144±2) being taken as example.

![Fig.85. Spatial distribution of temperature in radial direction, obtained by three different techniques.](image)

6.2.2.1 Spectral Fitting Techniques

In spectra fitting techniques, there are several parameters necessary for techniques to be set appropriately: baseline correction, wavelength adjustment, scaling factor, line width of incident laser (instrumental function), Lorentzian of incident laser (instrumental function), collisional broadening coefficient $a$ and $b$, and temperature. Each parameter definition was included in the methodology chapter. First, the wavelength adjustment was determined so that the residual of the experimental profile from theoretical profile, was symmetry based on centre of line wavelength. Examples of the procedure are shown in Fig.86. After this process, the best combination of baseline correction, scaling factor, instrumental function was determined so that the residual became the smallest.
In the Bunsen air flame, the collisional coefficients $a$ and $b$ were set to be 0.41 and 0.8 respectively. The values were taken from [123, 124]. The consequent profiles are shown in Fig.87 with experimental results. The obtained temperature was 1,790 K. In the plots shown in Fig.85, the instrumental function was fixed all the time, while the other values were varied with each condition.

![Fig.86. Examples of wavelength correction. (a) Incorrect Adjustment, (b) Correct Adjustment.](image-url)
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(a)

(b)
Fig.87. The best spectral profile with experimental results. (a) $Q_2(6)$, (b) $Q_1(11)$ and (c) $Q_1(1)$.

6.2.2.2 Two-line Techniques

The ratio of the peak values of $Q_1(11)$ and $Q_1(1)$ was taken from experimental results and then the temperature was determined. To take relation of theoretical two-line peak ratio, the instrumental function, a baseline correction was taken from the above result of spectral fitting. The obtained result was 1,680 K.

6.2.2.3 Two-line Area Techniques

In two-line area techniques, the area, $S$, of each line was calculated by:

$$S = \int_{\lambda_0-\delta\lambda_i}^{\lambda_0+\delta\lambda_i} F(\lambda) d\lambda$$

(54)

where $F(\lambda)$ is the simulated fluorescence line shape function, $\lambda_0$ is the centre line position and $\delta\lambda_i$ represents a span for integration (Fig.88). To get trustworthy data from
the above integration, care must be taken to integrate wavelength. To confirm the integration span, the relation of integration span and integrated value (area), is shown in Fig.89. From this result, it can be seen that $0.5 \times 10^{-2}$ nm $\delta \lambda_i$ is at least necessary and then both $Q_1(1)$ and $Q_1(11)$ spectra was integrated over $\pm$ nm from the centre line position. As a result, 1,770 K was obtained.

![Figure 88](image1.png)

**Fig.88.** Conceptual idea of $\delta \lambda_i$.

![Figure 89](image2.png)

**Fig.89.** Sensitivity Analysis of Integrated value to $\delta \lambda_i$. 
6.3 Application to CO₂ Diluted Oxy-fuel Flame

The OH LIF thermometry validated above was applied to CO₂ diluted oxy-fuel opposed-flow, diffusion flame. The maximum temperature obtained by each technique was compared with theoretical value, calculated by CHEMKIN PRO, and the result is summarised in Table 6. The temperature listed on Table 6 is the result of spectral fitting only by $Q_1(1)$ and $Q_1(11)$ ($Q_2(6)$ spectral profile was ignored). This is because the relatively large discrepancy of $Q_2(6)$ between theoretical and experimental results was observed in the spectral fitting process. This is discussed in more detail later. In all thermometry methods, the deviation from theoretical temperature was less than 2.5%. From this result, it can be understood that the OH LIF thermometry employed in this study is applicable to oxy-fuel combustion at least to extract maximum temperature at current operational conditions.

In Table 7, the deviation of experimentally obtained thermal structure from the simulated thermal structure is also shown above 1,600 K. It can be understood from the graph that all techniques provided agreement with less than 14.9% deviation from theoretical curve, while the best fit of less than 2.4% was provided by the two-line area technique. In contrast with the great agreement at maximum temperature by 1.1% deviation, the relatively large discrepancy of the spectral fitting strategy can be seen in thermal structure.

In the following, the image process implemented here and the more detailed results obtained by each method are explored.

| Table 6: Maximum Temperature Obtained by Each Method |
|---------------------------------|---------|---------|---------|---------|
| Fitting ($Q_1(1)$ and $Q_1(11)$) | Two-line Peak | Two-line Area | Simulation |
| Temperature, K                | 1,880   | 1,853   | 1,866   | 1,900   |
| Discrepancy, K                | 20      | 47      | 34      | N/A     |
| Discrepancy, %                | 1.1     | 2.5     | 1.8     | N/A     |
Table 7: The Discrepancy of Thermal Structure from the Simulated Value Above 1,600 K

<table>
<thead>
<tr>
<th>Discrepancy, %</th>
<th>Fitting (Q1(1) and Q1(11))</th>
<th>Two-line Peak</th>
<th>Two-line Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 14.9%</td>
<td>Less than 14.9 %</td>
<td>Less than 2.4 %</td>
<td></td>
</tr>
</tbody>
</table>

6.3.1 Image Process

In Fig.90, an averaged image without any correction is shown. In counter-flow flame, axial temperature distribution at each radial position is the same as each other, and thus it would be possible to suppress the noise by averaging the signal over radial direction. However, flame flickering was observed to some extent during data collection. To this end, axial alignment was implemented before averaging, based on the peak signal position at individual radial pixel. The conceptual idea of this process is illustrated in Fig.91. In this process, the axial position of maximum signal intensity at individual radial point was fixed. After this process, the shot-to-shot variation of laser irradiance and intensifier gain was corrected as with the Bunsen air flame.

![Image of counter-flow diffusion flame with CO₂ dilution without any correction](image_url)

Fig.90. Mean image of counter-flow diffusion flame with CO₂ dilution without any correction. The laser beam entered from right to left. The oxidiser supplied from the top and the fuel stream from the bottom.
6.3.2 Thermometry

In Fig.93 (a), the thermal structure near temperature peak obtained by each technique is shown. For comparison of the shape among each curve, the temperature obtained by each technique was normalised by own maximum temperature, and the result is shown in Fig.93 (b). The processing conducted here is the same as that of Bunsen air flame. Additional care must be taken only to collisional broadening coefficient \(a\) and \(b\) since the collisional broadening phenomenon is affected significantly by collisional partners. Using the experimental spectral profile at the spatial position where the OH LIF signal hits maximum, the best combination of \(a\) and \(b\) values were sought. In the fitting process, the instrumental function parameters are fixed to the same values as those obtained by the Bunsen air flame experiment since the same laser system was employed. As a result, the application of coefficient \(a\) of 0.47 and \(b\) of 0.77 provided the best agreement. For reference, the result of spectral fit at the spatial position is shown in Fig.92. The temperature obtained by the spectral fitting method in Fig.93 was processed in absence of \(Q_2(6)\) since the \(Q_2(6)\) spectral profile in Fig.92 was relatively
large and can lead to larger deviation of temperature from true value. The cause of this large discrepancy observed in the Q_{2}(6) branch is discussed later.
Fig. 92. The best fit of theoretical profile with experimental results at a spatial position where OH signal hits maximum.
6.4 Discussion

6.4.1 Discrepancy in $Q_2(6)$ in Spectral Fitting

One of the possible causes for the discrepancy seen in $Q_2(6)$ spectral fitting is that the SNR in $Q_2(6)$ is lower than expected. For confirmation, the SNR of $Q_2(6)$ was calculated from experiment results and the SNR of $Q_2(6)$ at wavelength of peak signal was 5.036. Since the SNR expected in Section 6.1.4 is 7.233, the SNR in $Q_2(6)$ was lower than expected. Using this SNR of 5.036, the confidence interval of 68% and 95% and to signal was calculated by the formula:

$$ Confidence\ Interval\ to\ Signal = \frac{k}{\sqrt{\text{trigger\ count}}} \frac{1}{SNR} $$

(55)
Consequently, the confidence interval to signal of 68% and 95% was 1.9% and 4.0% respectively. Since the residual of Q₂(6) in spectral fitting was 27%, the confidence interval was sufficiently narrower, while the SNRs were smaller than expected values. Note that the saturation did not occur in the Q₂(6) scan in the present experiment. While the linearity limit varies, being dependent on rotational quantum number, the linearity limit was evaluated using Q₂(6) line as is mentioned in section 6.1.2. Also, the laser power was monitored during the experiments.

At the current stage, the cause of discrepancy in spectral fitting has yet to be identified. However, the cause may be related to CO₂ dilution because the Q₂(6) spectral fitting in the air Bunsen flame was successful. For reference, the thermal structure obtained by the spectral fitting with the Q₂(6) is shown in Fig.94.

![Graph](image)

Fig.94. The thermal structure obtained by the spectral fitting methods in presence and absence of the Q₂(6) branch. The axial coordinate of individual peak is set at 0.
6.4.2 The Effect of Baseline Correction

In the above processes, the temperature by the two-line peak technique was obtained using the spectral profile after baseline correction. In the present study, the excitation scan was implemented with the two-line peak method and thus it was possible to implement baseline correction. However, the two-line peak method is employed without excitation scan in most of the cases. As such, the temperature deviation between presence and absence of the correction was examined with the two-line peak method. As a result, the temperature deviation was 20 K at maximum temperature (1.1% deviation). Since the baseline correction represents the removal of the effect of elastic scattering process from surface or soot and LIF interference, it can also be said that those elastic process and LIF interference affected the experimental temperature by 1.1% at maximum temperature conditions.

6.4.3 Collisional Broadening Coefficient

The best combination of $a$ and $b$ found in the present study was 0.47 and 0.77 respectively. The spatial distribution of temperature with the $a$ and $b$ combination is compared from the combination used in Bunsen air flame ($a$ of 0.41 and $b$ of 0.80). The spatial distribution of temperature is shown with the two different sets of $a$ and $b$ in Fig.95. There was a relatively small difference between the two curves. The gap was less than 2.0% at individual temperature. Due to that, it can be said that the adjustment of the $a$ and $b$ coefficient is not substantial in the present oxy-fuel conditions, while the slightly smoother distribution was observed around temperature peak by the adjustment.
6.4.4 Actual Confidence Interval in Counter-flow Flame

The confidence interval of 68% and 95% to signal with $Q_2(6)$, $Q_1(11)$ and $Q_1(1)$ is summarised in Table 8. The SNR of each line was 5.036, 8.851 and 10.010 at centre of line. The better SNR of $Q_1(11)$ and $Q_1(1)$ than expected value can be due to the spatially averaging process in counter-flow flame. The worse SNR of $Q_2(6)$ than expected value was due to laser power fluctuation around wavelength of the centre line of $Q_2(6)$. The trend of SNR, $Q_1(1) > Q_1(11) > Q_2(6)$, in quantity was also observed in Bunsen air flame.

Using the table, the confidence interval of the temperature obtained by the two-line peak method was also calculated. As a result, the error of temperature was $\pm 25$ K ($\pm$...
1.3%) with 68% confidence and ± 65 K (± 3.4%) with 95% confidence. Considering the accuracy shown in Table 6, the errors calculated here appear to be reasonable.

Table 8: Actual Confidence Interval to Signal

<table>
<thead>
<tr>
<th>SNR</th>
<th>$Q_2(6)$</th>
<th>$Q_1(11)$</th>
<th>$Q_1(1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidence Interval to Signal (68%)</td>
<td>± 1.99%</td>
<td>± 1.13%</td>
<td>± 0.99%</td>
</tr>
<tr>
<td>Confidence Interval to Signal (95%)</td>
<td>± 3.97%</td>
<td>± 2.26%</td>
<td>± 2.00%</td>
</tr>
</tbody>
</table>

### 6.4.5 Spectral Fitting v. Two-line Peak v. Two-line Area

As shown in Fig.93 (a), the best agreement of thermal structure was provided by the two-line integration scheme. This is a reasonable result since the sampled points of the two-line area method is more than the two-line scheme, and also the two-line area method possesses fewer parameters to be set than spectral fitting. As the number of parameters to be set is increased, the possibility of error can also be enhanced. In addition, the two-line area method provided the great fitting with the simulated result in the shape of the temperature structure. The discrepancy from the simulated result in the full width of 90% of the maximum is as less as 6.8% in the two-line area method, and 50.0% and 51.0% for the spectral fitting and two-line peak techniques. In conclusion, it can be said that the two-line integration is the best strategy of three to extract thermal structure, at least in the present experimental conditions.

**Primary Findings in This Chapter**

Finding 13: The counter-flow diffusion flame can be stable with 74% CO$_2$ dilution in oxidiser and 60% CO$_2$ dilution in fuel stream.

Finding 14: Extra care must be taken to ensure linearity limit is verified in application of OH LIF to CO$_2$ diluted flames. The linearity limit of the CO$_2$ diluted flame with
present conditions significantly differs from that of air case, which is approximately one seventh of the air flame limit.

Finding 15: The best spectral profile was obtained with $a$ of 0.47 and $b$ of 0.77 in the current condition of CO$_2$ diluted opposed-flow diffusion flame. The correction of $a$ and $b$ coefficient from Bunsen air flame is not substantial in the present oxy-fuel condition (the gap was less than 2%) while the slightly smoother distribution was observed around temperature peak by the adjustment.

Finding 16: The two-line integration scheme provided the best agreement with the theoretical values in the thermal structure of the present counter-flow diffusion flame with CO$_2$ dilution. The discrepancy was less than 2.4% above 1,600 K.
Chapter 7
Conclusions and Recommendations

While there are many fundamental and interesting differences between conventional air-fuel combustion and oxy-fuel combustion, this thesis focuses both experimentally and numerically on the thermal structural differences in 0D reactors and 1D laminar flows. Numerical calculations focus on the OTP and experimental measurement focuses on the development and application of high precision temperature measurement techniques applicable to oxy-fuel combustion. Although there are many potential fuels that could be used in an oxy-fuel approach such as coal, this thesis focuses on the use of CH₄, which is particularly relevant to modern high efficiency CNG fuelled power generation systems. The key findings, contributions and recommendations from this investigation are summarised below.

(1) The 0D OTP of CO₂ diluted combustion is found to be significantly rich shifted compared to that of N₂ diluted flames for a given mass fraction of O₂ in oxidiser, Y_{O₂,oxi}. The 0D OTP degree for H₂O dilution for Y_{O₂,oxi} < 65% is smaller than that for N₂ dilution, while this trend reverses for oxygen concentrations greater than 65%. The larger degree of 0D OTP for CO₂ diluted combustion compared to that of N₂ is found to arise predominantly from the reactivity difference between CO₂ and N₂. However, the difference in specific heat capacity, Cₚ, between H₂O and N₂ is found to be the dominant mechanism in driving the 0D OTP deviation between H₂O and N₂ diluted combustion.

(2) It was found that CO₂ diluted oxy-fuel flames possess a greater degree of rich shifting of the temperature peak than conventional N₂ diluted flames in counter-flow diffusion flames. Intriguingly, temperature peaking of lean mixtures, which generally cannot be seen in 0D OTP with hydrocarbon combustion, is observed in O₂ enriched flames with both CO₂ and N₂ diluted oxidisers.

(3) The primary factor of both rich and lean 1D OTP is finite-rate chemistry for the fuel and diluent compositions examined. Finite-rate chemistry was shown to suppress the heat release to a greater degree at stoichiometry compared to the rich regime, and thus
the heat release peak position and consequent temperature peak position is shifted towards the rich side. As finite-rate chemistry causes the heat release curve near stoichiometry to be near constant rather than displaying a sharp peak, lean shifting of temperature peak driven by $C_p$ variation becomes competitive. For rich shifted conditions, such as highly CO$_2$ or N$_2$ diluted flames, finite-rate chemistry is more dominant compared to $C_p$ variations. For lean shifted conditions, such as highly O$_2$ enriched flames, the $C_p$ variations become dominant and lean shifting is observed. It is further shown that the 1D OTP discrepancy of CO$_2$ diluted oxy-fuel flames from the conventional N$_2$ diluted flame is primarily because of the reactivity difference between CO$_2$ and N$_2$ as with 0D OTP.

(4) The thermal structure of an oxy-fuel laminar diffusion flame in a counter-flow burner was successfully measured by the spectrally integrated two-line technique. The method was determined to have an error of less than 2.4% above 1,600 K and to be increasingly accurate at higher temperatures. The LIF linearity limit of the CO$_2$ diluted flame with the present condition significantly differed from that of the air case, which was approximately one seventh of the air flame limit. The optimal collisional broadening assuming an $a(T/300)^b$ model was $a= 0.47$ and $b= 0.77$ in the current condition of CO$_2$ diluted opposed-flow diffusion flame. Modification of the $a$ and $b$ coefficient from air flame versions, $a$ of 0.41 and $b$ of 0.80, did not affect the temperature structure obtained by the spectral fitting method significantly in the present oxy-fuel condition (the gap was less than 2%) above 1,600 K. A slightly smoother residual distribution was observed around temperature peak by this $a$ and $b$ coefficient adjustment.

(5) A counter-flow burner was designed, which features a near uniform exit velocity profile and allows for laser beam entry perpendicular to flame between opposed nozzles. The vertical entry capability of the laser is of considerable assistance for the future advanced experiments employing Raman-Rayleigh spectroscopy to evaluate the thermal structure of oxy-fuel flames in mixture fraction space in greater detail. An original topology laser pulse stretcher to allow Raman-Rayleigh spectroscopy is designed in the present study, referred to as double-ring cavity, and is shown to improve the spatial efficiency (saving space), from the conventional single-ring cavity by 36.5%.
In future studies, it is recommended to characterise the designed counter-flow burner at various strain rates other than the condition used in the present project by applying the OH LIF thermometry developed here. Validation of the nozzle exit profile predicted by CFD simulations would also be useful to be done using PIV. It would be of considerable interest if the thermal structure of a laminar opposed flow flame could be compared over all strain rates to laminar flame calculations. In addition, the realisation and validation of the laser pulse stretcher designed in the current project would be of great interest to allow Raman-Rayleigh spectroscopy to be applied to investigate the thermal structure of oxy-fuel flames in mixture fraction space.
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Appendix

Appendix 1: Temporal Profile of Nd:YAG laser

The temporal pulse shape of the excitation pulse was characterised by measuring the second harmonic of the Nd:YAG laser that was used to pump the dye laser. A 300 ps rise time photodiode connected to a 4GHz, 25 GS/s digital storage scope was utilised to record the temporal pulse shape of the pump laser. As shown in Fig. A-1, a resultant pulse with FWHM close to 10 ns was observed. It is noted the dye laser fundamental (~566nm) is expected to be 1-2 ns longer than the pump pulse, however, the doubled output from the dye (~283 nm in the UV) is expected to be 1-2 ns shorter than the dye laser fundamental, resulting in a UV output of pulse duration ~10±2 ns.

![Fig.A-1 Temporal Profile of Nd:YAG laser.](image-url)
Appendix 2: Relation of Nd:YAG Laser Power with Q-switch Delay

As the primary method to vary the OH LIF UV excitation beam energy, the energy of the Nd:YAG laser pumping the dye laser energy was too varied by changing the Q-switch to flash-lamp delay. The average output pulse energy of the second harmonic of Nd:YAG that pumps the dye laser as a function of Q-switch delay is shown in Fig. A-2. Pulse delays longer than 200 µs were utilised as it results in reduced inter-pulse fluctuations for a given energy, compared to Q-switch delays shorter than 200 µs.

![Fig.A-2 Relation of Nd:YAG laser power with Q-switch delay time.](image-url)
Appendix 3: Photo Transfer Curves of Used Camera

To characterise the CCD camera used in the experiments, the photo transfer curve of the camera was investigated. The setup using a homogeneous light source is shown in Fig. A-4 and the resultant transfer curve is shown in Fig. A-5. From Fig. A-5, the CCD gain was determined to be $3.85 \text{ e}^{-}/\text{ADU}$ when the count was obtained. The more detailed procedure and theory of the photo transfer method can be seen in [125, 126]. For reference, the dark noise of the camera used in the present study was 1.60 ADU.

![Fig.A-4 Schematic of imaging homogenous light source.](image1)

![Fig.A-5 Photo transfer curve of camera used in the experiments.](image2)
Appendix 4: Measurement of Thickness of Laser Sheet at Probed Volume

The laser sheet thickness at the probe volume was measured using the knife edge scanning technique [127] with the hardware setup shown in Fig. A-6. By traversing the micrometer (micro gage) position and recording the transmitted laser energy at each micrometer position, the cumulative distribution function of the laser energy shown in Fig. A-7 was obtained. Fitting an error function to the experimental data using a least square method, an error function parameterised by width of $\sigma=0.133$ mm was obtained as a best fit to the data. Hence, the FWHM of incident laser pulse was 0.31 mm and the full width at $1/e^2$ of the maximum value was 0.53 mm.

Fig.A-6 Schematic of the laser sheet thickness measurement.

Fig.A-7 Experimental results and the best error function
Appendix 5: Characterisation of Intensifier

Ensuring the linearity of the intensifier employed for the OH LIF is crucial to the accuracy of the LIF thermometry method employed in this thesis. Hence, the linearity of the OH LIF intensifier to input light was investigated for several intensifier gain voltages and incident light levels. The examples of the non-linear response to the incident irradiance level can be seen in [128, 129]. Crucially, this linearity check was conducted using pulsed light of a similar temporal duration as the experimental LIF signal so that any finite spatial charge depletion effects due to the intensifiers multi-channel plate finite capacitance is accounted for. In this measurement, a miniscule fraction of the second harmonic from an Nd:YAG laser illuminated a white card and then the intensified camera monitored the light on the white card. The irradiance level was varied by changing the Q-switch to flash-lamp delay of the laser. A CDD camera with linearity better than 99%, simultaneously monitored the laser pulse energy to give a relative intensity measurement of the incident light levels on the intensified camera. The measurements were implemented with four different intensifier gain voltages. The CCD exposure time on the intensified camera was fixed to 1 ms to ensure the full emission from intensifier rear screen phosphor was collected. The results for these tests are shown in Fig. A-7, with the main finding that the intensifier was found to be linear as far as the intensified signal intensity monitored on the camera does not saturate the CCD.

The same setup used to determine the intensifier linearity was used to evaluate the SNR of the intensifier system over a range of irradiance levels for different gain voltages. It is shown in Fig. A-8 that the best operating condition in terms of SNR was 7.25 voltage.
Fig. A-6 Linearity Check of intensifier. The camera exposure time in this test was set to be 1 ms, which is the same value as in the main experiment.

Fig. A-7 SNR with various gain voltage as a function of input light energy.