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Abstract
Mao Shan Doctor of Philosophy
The University of Sydney August 2013

Cooperative Vehicle Tracking in
Large Environments

Vehicle position tracking and prediction over large areas is of significant importance
in many industrial applications, such as mining operations. In a small area, this
can be easily achieved by providing vehicles with a constant communication link
to a control centre and having the vehicles broadcast their position. The problem
changes dramatically when vehicles operate within a large environment of potentially
hundreds of square kilometres and in difficult terrain. This thesis presents algorithms
for cooperative tracking of vehicles based on a vehicle motion model that incorporates
the properties of the working environment, and information collected by infrastructure
collection points and other mobile agents.

The probabilistic motion prediction approach provides long-term estimates of vehicle
positions using acceleration, speed, and timing profiles built for the particular envi-
ronment and considering the probability that the vehicle will stop. A limited number
of data collection points distributed around the field are used to update the position
estimates, with negative (no communication) information also used to improve the
estimation.

The thesis introduces the concept of observation harvesting, a process in which peer-
to-peer (P2P) communication between vehicles allows egocentric position updates and
inter-vehicle measurements to be relayed among vehicles and finally conveyed to the
collection points for an improved position estimate. It uses a store-and-synchronise
concept to deal with intermittent communication and aims to disseminate data in an
opportunistic manner.

A nonparametric filtering algorithm for cooperative tracking is proposed to incor-
porate the information harvested, including the negative, relative, and time delayed
observations. An important contribution of this thesis is to enable the optimisation
of fleet scheduling when full coverage networks are not available or feasible. The pro-
posed approaches were validated with comprehensive experimental results using data
collected from a large-scale mining operation.
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Chapter 1

Introduction

1.1 Tracking Mobile Targets in Large Environments

The localisation and tracking of vehicles or personnel is a broad area of research with

applications in traffic management, autonomous systems, and safety to name a few.

The focus of this thesis is on the tracking of mobile agents in large areas in which

environmental uncertainties make it difficult to pinpoint an accurate and real-time

position.

Most existing tracking approaches concentrate on the tracking of vehicles and per-

sonnel in a small area, such as car parks, urban areas and indoor environments.

The complexity of the process changes dramatically when the mobile target position

tracking is required over a large environment of potentially hundreds of square kilome-

tres. This is further complicated in environments with difficult terrains. The mining

scenario is one of the examples of tracking applications with large operation areas

and high environmental uncertainties. As shown in Figure 1.1, the Bingham Canyon

Mine, is a typical large mining operation in a mountainous environment. Figure 1.1

only shows the dimensions of the pit. Some types of mines, in particular where the

resources to extract are not deep, e.g. bauxite mines, can extend for more than 100

kilometres in length.
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Figure 1.1 – The Bingham Canyon Mine, Salt Lake City, Utah, United States, the
deepest open-pit mine in the world. Over 1.21 km deep and 4 km wide, the pit is
reported as the world’s largest man-made excavation [170].

Usually, a mining operation involves various types of mobile agents that could be

mainly grouped into vehicles and personnel. The vehicles include haul trucks and

light vehicles. Personnel refer to vehicle drivers, operators, and so on. Additionally,

a mine also has infrastructures installed, such as a base station, data collection tow-

ers and mechanical equipments. Figure 1.2 illustrates some of the examples. The

tracking of these mobile agents (e.g., vehicles) in the large outdoor environment is of

great significance for the purposes of productivity optimisation, resource utilisation

improvement and so on.

The most straightforward solution to the tracking problem is to have the vehicles

transmit the position and state information obtained from their egocentric positioning

devices (e.g., GPS) to a central “control room” using a communication infrastructure

installed to give network coverage in the areas in which the vehicles operate. This
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Figure 1.2 – Resources in a mining operation.

also requires the installation of wireless communication hardware on the vehicle-side,

see Figure 1.3. In these mining scenarios, however, it is only feasible to install data

collection infrastructure in a small number of locations - because of power, network

and cost constraints - meaning that the vehicles will only be in communication with

the network infrastructure for a fraction of the operating time.

This thesis examines the tracking (predicting) of vehicles’ positions during a long-

term observation outage and proposes novel algorithms that make use of long-term

motion prediction, vehicle interactions and cooperative tracking. The following sec-

tion presents a motivating example with more details on tracking vehicles in a large

area.
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Figure 1.3 – Wireless communication devices mounted on a vehicle. The figure shows
the installation of radio transceivers and associated antennas on mining haul truck.

1.2 A Motivating Example and Problem Statement

In this section, a motivating tracking example is presented and analysed to assist in

the understanding of the practical constraints on tracking vehicles in large environ-

ments.

Figure 1.4 shows a multiple-vehicle tracking example in such a type of large envi-

ronment: three vehicle agents V1, V2 and V3 equipped with GPS are moving in a

large-scale area with two fixed data collection points, C1 and C2 installed, which are

connected to a central base station. The base station (not shown in the figure) tracks

these vehicles with information acquired from each data collection point, which has

communication with the vehicles but is limited by range.

The GPS has been widely used to provide egocentric positioning information to mobile

agents. With good visibility to many satellites, the positioning accuracy is sufficient

(on the order of 100 metres) to localise vehicles’ moving on roads. The communication

devices mounted on the vehicles and the infrastructure allow the position information

of a vehicle to be accurately known by the base station for the tracking purpose.

It requires that both the vehicle and the infrastructure are in the communication
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Figure 1.4 – The motivating example of tracking multiple vehicles in a large envi-
ronment. V1 started its journey from data collection point C2 at time tnow−m−n,
heading towards C1, and in the meanwhile V2 and V3 met somewhere far away
from both C1 and C2. At a later time tnow−n V1 met V2 on its way. Lastly V1
arrives at C1 at time tnow.

range of one another. The ideal solution to the tracking problem is to have complete

site-wide communication coverage.

However, full network coverage is not practically feasible because of a large area of

operation or geographical constraints of the terrain. The communication devices are of

limited communication range because of power constraints, while deploying sufficient

data collection points to provide complete site-wide communication becomes very

expensive. Consequently, it is only feasible to provide sparse coverage and the targets

may be out of the communication range of the infrastructure for a long period of

time. In Figure 1.4, V1 was found to be only under detection by C2 and C1 before

time point tnow−m−n and after tnow, respectively. The fundamental problem was that,

no information about the position of V1 was available while not in contact with the

infrastructure. The information outage could last for minutes in the example large
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environment. The problem is even more serious for V2 and V3, because they were

constantly out of detection by any data collection points in the example.

Furthermore, even when a vehicle establishes communication with the infrastructure,

the GPS information it provides may be useless because of the hardware malfunctions

or limited visibility to GPS satellites. Often, a reduction in the quantity of visible

GPS satellites, or a large geometric dilute of precision (GDOP) value, which indicates

poor accuracy of positioning, is caused due to nearby mountains or canyon walls, or

buildings in outdoor environments. Figure 1.5 demonstrates such an example, in

which a degraded condition of GPS reception happens when vehicles descend into the

pit of a mine. Under this circumstance, the base station also undergoes an outage of

useful observations to constrain the position estimates of the vehicles.

Figure 1.5 – The GPS reception in an open-pit mine [173]. Though the majority
part of the site has good satellite coverage, the number of available satellites for
positioning is reduced when vehicles descend into the pit. The degraded reception
condition tends to deteriorate in a deeper pit.

During the observation outage period, the tracking system has to rely on motion

prediction only. Generally, the uncertainty of the target position grows substantially

in the absence of position observations and the target position estimate becomes
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unusable after a short period of time. The lack of informative tracking observations

about the target(s) for a considerable length of time, is defined as an “observation

outage problem” in this thesis. A preliminary study on how the observation outage

duration could be possibly reduced is presented in Appendix A.

The observation outage problem has not garnered much attention in the literature.

Most of the existing work focuses on tracking mobile targets in small areas in which

the targets tracked are constantly within the detection range of the sensors. In con-

ventional vehicle tracking systems, frequent measurements are required to reduce the

uncertainty of vehicles’ positions. When the tracking is required in a large environ-

ment, the observation outage problem inevitably occurs, and new approaches should

be developed to address this particular problem. This is the primary motivation for

the research in this thesis. The next section presents an overview of the approaches

proposed in this thesis to address the vehicle tracking problem in large environments.

1.3 Contributions of the Thesis

1.3.1 Overview

In the motivating example the observation outage period is between tnow−m−n and

tnow for V1, i.e., a time duration of m+ n seconds. And the base station accessed no

information about V2 and V3 throughout the motivating example. When a standard

vehicle motion model is used, which is ineffective for long-term motion prediction,

the uncertainty of the position estimate grows dramatically with time. Therefore,

the first component required for the tracking problem in large environments is a

reliable and comparatively more accurate motion prediction model that is able to

produce consistent position predictions of agents over a long-term time period. This

is realised in the thesis by incorporating the environment properties and historical

vehicle motion data into the motion model. The motion model also considers the

probability that a vehicle may stop on a road anywhere, at any time. In addition,
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(a) Overview (b) Details

Figure 1.6 – Features in a mining operation. a) The environment can be represented
by a road network based on context areas (loading areas, parking lots, etc.) con-
nected by winding road segments and intersections formed by crossing roads. b)
Several intersections and a loading area as well as roads connecting them are clearly
demonstrated in a detailed picture.

the road map information that is illustrated in Figure 1.6 could also be considered

as a priori knowledge to assess the vehicle motion. The review on motion prediction

models is elaborated upon in Section 2.4.

In the motivating example, vehicles were equipped with communication devices,

though only to communicate with the data collection points. The tracking in the

example is then improved when we enable a peer-to-peer (P2P) communication ca-

pability for the vehicles, see Figure 1.7. During the period when vehicles were out

of the detection range of data collection points, they were able to communicate with

each other and exchange information. As respectively shown in Figures 1.7(a) and

1.7(b), the inter-vehicle information exchange happened twice in the example, at times

tnow−m−n and tnow−n, and the position information of V2 and V3 is lastly brought to

C1 (and the base station in the meanwhile) by V1 at time tnow, see Figure 1.7(c). Fig-

ure 1.8 clearly shows the vehicle-to-infrastructure (V2I) and vehicle-to-vehicle (V2V)

interactions, along with time. The information, though time delayed, is used as obser-

vation updates to the position filter, and the estimation updates for all three vehicles

are achieved at time tnow.

The V2V and V2I interactions described above, which allow the position information
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Figure 1.7 – The benefit of the observation harvesting comes from the interactions
between vehicles within the communication range, and bringing information to the
base station for the filter update stage. In (a), the position information of vehicle V3
was known to V2 when they met. The information was then forwarded to V1 when
V1 and V2 moved close, as shown in (b). Lastly, in (c), through data collection
point C1 the base station received the information, though delayed for V2 and V3,
from returning V1 and estimation updates for all three can be evaluated.

of vehicles to be relayed and eventually collected by the infrastructure, are defined

as “observation harvesting mechanism” proposed in the thesis. With the observation

harvesting, a direct connection between a vehicle and a fixed data collection point

is not required to update the position estimate. Each vehicle that returns to a fixed

data collector acts as an information carrier for those vehicles not in contact with

the infrastructure. In the example, even though no direct connection was established

between the infrastructure and the two vehicles, V2 and V3, their information was

able to be disseminated via V1. This is also illustrated in the form of an information

flow in Figure 1.8. To give readers a better understanding of the related background,

data dissemination techniques are reviewed in Section 2.5.

The information of interest in the research not only includes GPS updates, but also
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C1

C2

V3

V2

V1

Base Station

Observation Outage Position Update

V2V Comm. V2I Comm.Information Flow

tnow-m-n tnow-n tnow

Figure 1.8 – Event time line in the motivating example.

comprises other types of observations, such as positive and negative detection of

vehicles by a data collector, relative ranging measurements between vehicles and so

forth. The observations received from the returning V1 are time delayed, but still

useful to determine the positions of V2 and V3. These complimentary observations

assist in constraining the possible vehicle locations in the absence of real-time GPS

updates. In general, information collected about vehicles in the field is classified in

this thesis, according to the information source, usage, method of transmission and

reception. A detailed description on this part could be found in Section 3.2.

Every observation is collected and fused in the fusion centre to give estimation up-

dates of every vehicle that is being tracked in the field. While most of the existing

approaches deal with real-time and positive observations only, the fusion stage in

the proposed approaches is capable of taking into account all kinds of information

collected, including the negative, relative and time delayed. The tracking method

that makes use of inter-node collaboration is also known as cooperative tracking in

the literature. A key difference between the cooperative localisation/tracking and

the non-cooperative counterpart is that the former considers relative measurements

between these nodes without location awareness in its fusion stage, in addition to
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measurements between position-unknown nodes and position-known/reference nodes.

This allows for higher system robustness and tracking accuracy, particularly in sce-

narios with degraded GPS readings or even GPS outages. A comprehensive review

of the data fusion approaches is presented in Section 2.6.

In summary, this thesis is concerned with long-term motion prediction and cooper-

ative tracking in large environments. The tracking approaches presented include a

motion prediction algorithm that incorporates parameters obtained from the environ-

ment and the vehicle history to obtain consistent long-term vehicle motion prediction.

It uses a limited number of data collection points distributed around the field to up-

date vehicle position estimates when in range and then predict vehicle positions at

points in between. In addition, the thesis introduces the concept of observation har-

vesting, a process in which P2P communication between vehicles allows egocentric

position updates and inter-vehicle measurements to be relayed among vehicles, and

finally conveyed to the base station. The approaches also comprise a nonparametric

algorithm for cooperative tracking using all kinds of information harvested, includ-

ing negative and time delayed observations. Figure 1.9 illustratively summarises the

challenges that emerge in tracking in large environments, and the corresponding ap-

proaches proposed in the thesis. The remainder of this section further introduces the

proposed approaches with respect to three different categories.

1.3.2 Probabilistic Motion Prediction

The long-term motion prediction model (A1 in Figure 1.9) proposed is based on the

fact that the base station is likely to lose connection to vehicles for a significant period

of time when working in large environments. Because of the lack of full coverage of

sensing network (C1 in the figure), the tracking has to rely on sporadic observations

(C2) from V2I and V2V interactions; for the rest of time it depends on the prediction

of vehicle positions over a long-term period (C3). Using a vehicle model that does

not incorporate external environment properties, such as possible vehicle behaviour,

interactions between individuals, weather conditions and traffic networks, will gen-
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Figure 1.9 – An overview of the proposed approaches.

erally result in a very uncertain position estimation after a short period. As will be

demonstrated in Section 2.3, the uncertainty of the vehicle position grows quickly in

the absence of position observations when a standard vehicle dynamic model is used.

The algorithm proposed for long-term vehicle prediction and tracking is based on a

model of the vehicle that incorporates the learnt properties of an environment, such as
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roads and intersections and estimated probabilistic vehicle kinematics (D1). Motion

profiles are built up for each position slot on each road segment, with historical motion

data collected from vehicles in operation. It introduces acceleration speed profiles

(ASPs) into the motion model and describes vehicle movement characteristics given

a particular position on a road. The model has the correlation of vehicle motion

parameters, i.e., acceleration, speed, and position, implicitly built into ASPs. It

further considers the stopping probability of a vehicle on a road due to unpredictable

factors, which is more representative of the real world situation than conventional

models. In addition, road network information (D2) is also integrated into the model

as prior knowledge. The experiment results show that by incorporating acceleration

and speed probability density functions built for the particular environment, it is

possible to constrain the potential trajectory of vehicles and provide an improved

prediction of the position.

1.3.3 Observation Related

The work then extends the probabilistic motion prediction approach by introducing

the concept of observation harvesting (A2), in which a delay/disruption tolerant

network (DTN) is formed by resources in the field. P2P communication between

vehicles allows position updates to be exchanged and brought forward to the base

station. The degraded accuracy of the position estimates is caused when only discrete

observations are available, compared to conventional scenarios in which continuous

information is received for targets. To overcome this limitation, the observation

harvesting concept is proposed for effective and robust data dissemination among

agents and the infrastructure without a global network established in the field (C4).

It collects all sorts of useful information about every vehicle running around the field

and uses a store-and-synchronise concept to deal with intermittent communication.

Under this configuration, data is disseminated in an opportunistic P2P manner.

The observations to harvest include absolute ones from on-board GPS devices, relative

range measurements, and positive and negative types (C5). The positive information
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is given by the detection of a vehicle in the detection range of a data collector or

another vehicle indicating its presence, while the non-detection of the vehicle by a

data collection point or another vehicle is considered negative information and can

be used to exclude a vehicle in a particular area. If a vehicle is not seen for a period

of time, the inference from this negative information is that the vehicle is likely to be

somewhere outside the detection area.

Furthermore, the proposed approaches consider time delayed information (C5) in the

fusion stage along with real-time observations. The observations from the fixed data

collection points are instantly used to update position estimates when a vehicle is in

the communication range. However, because vehicles are likely to be out of detection

for varying periods of time, some of the information gathered in the harvesting stage

would be known to the base station with some time delays. This kind of time delayed

information is incorporated into the global position estimate when a vehicle brings it

back to a data collection point or the base station. Every piece of the information

mentioned above helps constrain the position estimate of the vehicle from the point

of view of the base station, even in the absence of GPS information.

Information is interpreted in the tracking approaches using probabilistic observa-

tion/sensor models (A3). These models were built based on historical V2I and V2V

observations collected during operation (D3), and aim at reliable close proximity de-

tection between resources depending on received signal strength intensity (RSSI) and

wireless connectivity measurements.

1.3.4 Cooperative Tracking

In many operations, not all mobile nodes will have continual access to GPS. This is

dependent on GPS satellite availability, malfunctions of hardware, failure of antennas,

and other issues. Even when the GPS provides position information, there can be

significant errors due to signal interference, multipath, atmospheric effects, or poor

satellite configuration. Cooperative tracking is able to improve position estimates

when there is degraded GPS accuracy or even a GPS outage (C6) by fusing relative
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measurements between mobile nodes. This method requires a mesh network for P2P

communication and the distances between adjacent mobile nodes. Generally, coop-

erative tracking is beneficial for improving the overall estimate accuracy of mobile

nodes, as more information is fused into the inference process.

This thesis proposes a novel nonparametric cooperative tracking algorithm that makes

use of a P2P ad-hoc network. Those parametric cooperative tracking methods are not

appropriate due to the non-Gaussian and non-linear properties of the tracking problem

concerned in this work. A Gibbs sampler based cooperative particle filter (GSCPF),

particularly for nonparametric cooperative tracking (A4), is proposed to estimate

the state of every mobile node. The filter maintains the marginal state of every

node, instead of a joint state of the group, and updates the estimates using a Gibbs

sampler, which is known as a Markov chain Monte Carlo (MCMC) method. The Gibbs

sampler is able to sample from each low-dimensional target space conditionally on

others rather than directly from the high-dimensional joint state. Instead of keeping

the joint state of all target nodes, the proposed approach works with the marginal

distribution of each mobile node and fuses all available egocentric observations and

relative measurements between nodes. The results demonstrate that the algorithm

can improve the position estimates of the mobile nodes with or without egocentric

position information available.

The proposed particle filter is then extended toward a cooperative tracking method

that is able to use time delayed information. A delayed-state cooperative particle filter

(DSCPF) (A5) is proposed to estimate the positions of every mobile agent in the field,

with positions predicted by the proposed long-term motion model and information

collected via observation harvesting. This filter is able to deal with time delayed

observations regardless of the sequence of their arrivals. It jumps to a historical time

point and performs a re-propagation of the filtering process when a vehicle brings back

information to any data collection points. This approach also has been validated in

both simulations and experiments.
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Probabilistic Long-Term
Vehicle Motion Prediction

Using Delayed Observations

Delayed-State Cooperative Tracking

Stage III

Stage II
Stage I

Figure 1.10 – Stages of the research.

1.3.5 Summary of Main Contributions

This thesis provides four main contributions from the three stages of the research

clearly shown in Figure 1.10. The first stage focuses on the long-term vehicle motion

prediction. The tracking of vehicles depends on the motion model and real-time ab-

solute observations, which is the first main contribution. The second stage introduces

the observation harvesting mechanism into the vehicle tracking, and delayed observa-

tions are considered in the tracking algorithm. This is the second main contribution.

Up to this stage, vehicles have been tracked individually. The third, which is the final

one of the research stages in this thesis, extends the work in the first two stages by

proposing a nonparametric cooperative tracking approach followed by its extension

with delayed-state filtering, which become the third and forth main contributions,

respectively. The cooperative tracking approaches further consider the V2V relative

ranging measurements between vehicles so that better tracking accuracy is achievable.

Details on the four main contributions are given as follows.

I The thesis proposes a probabilistic long-term vehicle motion prediction and

tracking approach that can be applied in large areas to track vehicle positions

in the use of very sparse vehicle-to-infrastructure (V2I) communication. The

vehicle model has the environment properties built into acceleration, speed and

timing profiles using real historical data collected. The approach enables a con-
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sistent prediction of vehicle motion over a long observation outage period, and

update vehicle position when it is in the communication range of an infras-

tructure. Without the requirement of full network coverage, it only employs

a limited number of data collection points distributed around the field to pro-

vide positive and negative information that can be used to improve position

estimates. In addition, the approach is capable of coping with anomalies in

a vehicle’s true movement by incorporating a stopping probability within the

vehicle model. Experiments were conducted to validate the proposed approach.

This part of work has been published as a journal paper in the IEEE Transac-

tions on Intelligent Transportation Systems, see [150].

II The thesis then proposes a prediction and tracking approach for multiple ve-

hicles by extending the first main contribution. This is accomplished by ad-

ditionally introducing the concept of observation harvesting, an effective and

robust data dissemination process in which peer-to-peer (P2P) communication

between vehicles allows egocentric position updates to be forwarded to the base

station for an improved position estimate, again, without the requirement of

an established global network. Every vehicle keeps the latest information for

as many vehicles as possible in its local observation pool, so that the tempo-

rary failure of some vehicles, or even the majority of vehicles in the network,

will not result in the failure of the entire network. This is an especially attrac-

tive characteristic for applications in which safety is primary. To fuse delayed

information collected during vehicles’ interactions, a particle filter capable of

dealing with delayed observations is also proposed. The experimental results

have clearly shown the improvements in position estimate when observation

harvesting is enabled compared with individual tracking results. This part of

work has been published as another journal paper in the IEEE Transactions on

Intelligent Transportation Systems, see [151].

III The thesis also proposes a Markov chain Monte Carlo (MCMC) based approach,

namely Gibbs sampler based cooperative particle filter (GSCPF), to coopera-

tively track positions of mobile agents. This part of the research is considered
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one of the main contributions, because it provides a more generalised approach

for cooperative tracking for cases in which the Gaussian assumption is not valid.

Specifically, the proposed nonparametric approach involves a Gibbs sampler

that replaces the importance sampling in traditional particle filters, and utilises

it for sequential Bayesian inference. The approach could be implemented in

a centralised or decentralised framework. In addition, some optimisations are

introduced to lower the computation cost. The approach has been preliminarily

tested in simulations of real-time cooperative tracking scenarios. The results

revealed not only the advantage of cooperative tracking, but also the superior

performance of the proposed GSCPF over parametric approaches when they

are tested in non-linear and/or non-Gaussian systems. In scenarios assumed to

be linear and Gaussian, the GSCPF presents a close performance to KF, which

gives optimal results under this circumstance.

IV The thesis further extends the GSCPF approach to the delayed-state coopera-

tive particle filter (DSCPF), which enables cooperative tracking of vehicles with

delayed observations. The approach could work with the previous long-term mo-

tion prediction and observation harvesting approaches to cooperatively track

vehicles in large environments without global communication. The DSCPF ap-

proach provides two versions, i.e., with or without backward smoothing. The

former one further reduces uncertainty because the estimate of a past state

could be improved by observations up to a later time. The experiment results

validated the improvement of estimation with the DSCPF approach compared

to the cases in which the DSCPF was not enabled. The experiment also demon-

strated the benefits of the cooperative tracking approach in a situation in which

a portion of the vehicles lose their location awareness, because they could be

tracked with relative information through their neighbours. Meanwhile, the es-

timates of those with egocentric information available could also be improved.

The last two main contributions have been written as a third journal paper to be

submitted for publication.
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1.4 Thesis Structure

The remainder of the thesis is organised as follows.

v Chapter 2: Tracking Multiple Agents in Large Environments provides

the necessary mathematical background information related to the tracking of

multiple agents. Approaches in the literature regarding motion prediction, data

dissemination and information fusion are reviewed, with their pros and cons

discussed when used for tracking in large environments.

v Chapter 3: From Information to Observations introduces observation

types used throughout this thesis.

v Chapter 4: Probabilistic Long-Term Vehicle Motion Prediction pro-

poses a probabilistic long-term vehicle motion prediction approach, in which

every vehicle is predicted and tracked individually. Experiment results are pre-

sented to validate the approach. This chapter presents the first main contribu-

tion.

v Chapter 5: Using Delayed Observations for Vehicle Tracking extends

the work in the previous chapter by introducing the observation harvesting

mechanism, making use of vehicle interactions to bring the delayed observations

into vehicle tracking. The improvement in tracking performance is validated by

the experiment results. Though vehicles communicate with each other, the

inter-vehicle measurements have not yet been considered up to the end of this

chapter. The chapter presents the second main contribution.

v Chapter 6: Nonparametric Cooperative Tracking proposes a novel non-

parametric cooperative tracking approach that takes into account not only ab-

solute observations from vehicles and the infrastructure, but also the relative

ranging measurements between vehicles into the filtering process to achieve

higher tracking accuracy. The superior performance of the novel approach is
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demonstrated in simulations. The third main contribution is presented in this

chapter.

v Chapter 7: Cooperative Tracking with Delayed Observations covers

the last main contribution. The work in this chapter extends the coopera-

tive tracking approach proposed in the previous chapter with the delayed-state

concept. Combined with the long-term vehicle motion prediction and the obser-

vation harvesting, the tracking approach is able to cooperatively track vehicles

with time delayed observations.

v Chapter 8: Conclusions presents conclusions and future work for the exten-

sion of this research.



Chapter 2

Tracking Multiple Agents in Large En-

vironments

2.1 Introduction

This chapter examines the fundamental concepts about tracking multiple agents in

large environments. It enables us to build up a concrete and comprehensive under-

standing of the challenges and techniques related to resource tracking over large scale

areas from fundamental perspectives, prior to the original research work presented in

subsequent chapters. After a brief introduction to the background of a standard track-

ing system in Section 2.2, the observation outage problem in tracking mobile agents

in large environments is mathematically formulated in Section 2.3. A preliminary

investigation on reducing the observation outage duration is elaborated in Appendix

A, mostly from a theoretical point of view. This chapter also presents comprehensive

reviews on mainly three topics: motion prediction approaches in Section 2.4, data

dissemination methods in Section 2.5, and lastly information fusion in Section 2.6.
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2.2 Background of Mobile Target Tracking

A typical tracking system consists of the following components, as also illustrated in

Figure 2.1(a).
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Figure 2.1 – Components in a typical tracking system.

1○ Sensing: There are various existing sensors that can measure the state of people

or vehicles being tracked, such as position, velocity, heading, relative range/bear-

ing, etc. Existing sensing techniques include GPS based, vision based, radar

based, ultrasonic based, laser based, received signal strength (RSS) based, ultra-

wide band (UWB) based, radio frequency identification (RFID) based, magnetic

field based and so on. As the sensing process contains noise, the observation

made could be considered a random realisation of the true state of the target

at time k from the probabilistic point of view.

P (Zk|Xk)

2○ Transmission: The raw or pre-processed measurements are then transmitted to

a fusion centre via a type of communication medium. The information trans-

mission could be realised by a networking technique, such as wireless sensor

network (WSN), mobile ad-hoc network (MANET), vehicular ad-hoc network
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(VANET), delay/disruption tolerant network (DTN), cellular network to name

a few.

3○ Sensor model: Upon the arrival of measurements generated by sensors, the fu-

sion centre interprets the sensed information using sensor models built before-

hand for each type of sensors. The joint observation model is mathematically

written as the product of Ns independent sensor models.

P (Z|Xk) =
Ns∏
i=1

P
(
zi|Xk

)
Lastly the information is represented in the form of likelihood functions, which

could be used in the following data fusion stage. Given Ns independent obser-

vations, the likelihood functions are:

P (Z = Zk|Xk) =
Ns∏
i=1

P
(
zi = zik|Xk

)
4○ Motion model: The state of the target at the next time step is predicted at

the fusion centre using a motion model which well describes the dynamics of

the target. The model could be linear, for example a simple position-velocity-

acceleration (PVA) kinematic model, or a non-linear one. The latter includes

neural network (NN), hidden Markov model (HMM), pattern recognition and

more. Generally, the motion prediction process is written as:

P (Xk|Z1:k−1) =

∫
P (Xk|Xk−1)P (Xk−1|Z1:k−1) dXk−1

where P (Xk−1|Z1:k−1) is the estimate of the previous target state, a.k.a, the

prior state. P (Xk|Xk−1) is the motion model, which is to predict the state of

the target given the knowledge of the previous state.

5○ Data fusion: The likelihood information and prediction are fused in the data

fusion stage, which is generally categorised to parametric and nonparametric
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approaches. At the end of this stage, an estimate of the target’s state is ob-

tained. Using the Bayes rule, we have the posterior state computed as:

P (Xk|Z1:k) ∝ P (Z = Zk|Xk)P (Xk|Z1:k−1)

2.3 The Observation Outage Problem

The transmission of the sensed data is not a concern when the target is doing self-

tracking. In this case the target itself is where the data fusion takes place. However, in

some applications where a central base station is attempting to track distant target(s),

as what happens in large environments, it brings difficulties in transmitting data

reliably and instantly over a long distance. The base station is likely to experience

observation outages, and the tracking system, as a result, only has to depend on

predictions, as shown in Figure 2.1(b). This is fundamentally because without the

availability of likelihoods, the posterior comes from the prediction directly.

P (Xk|Z1:k)← P (Xk|Z1:k−1)

Suppose the motion prediction is required over m seconds, the resultant predicted

state is written as:

P (Xk|Z1:k−m) =

∫ k∏
t=k−m+1

P (Xt|Xt−1)P (Xk−1|Z1:k−m) dXk−m:k−1

The motion models used in conventional tracking problems are not required to perform

a long-term motion prediction. Instead, they predict target movements only a few

seconds into the future. Generally, the uncertainty of the target position grows quickly

in the lack of position observations. An observation outage example in Figure 2.2

illustrates this situation using EKF with a linear motion model and range-bearing
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Figure 2.2 – Tracking object with outage in observation. The target is accurately
tracked when it is under detection of a sensor. Once it moves out of the detection
circle from time 64s, uncertainty grows substantially along with time in the absence
observations, until it is recaptured by the other sensor at time 173 s. Quantita-
tively (b) shows the growth of error and uncertainty during the near-two-minutes
observation outage period (from time 64 s to 172 s).

measurements. The outage duration is nearly two minutes in the example. Besides,

the update stage in most of the existing systems does not have to consider observations

received with a large time delay.

The observation outage problem could be eased by adding more sensors and/or tar-

gets, increasing the sensor detection range, enabling the pair-wise collaboration be-

tween nodes and so forth. Interested readers could refer to Appendix A for a prelim-

inary study on how this outage duration could be reduced.
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2.4 Motion Prediction

2.4.1 Parametric and Nonparametric Models

The future kinematic states (e.g. positions, velocities) of an object could be predicted

by motion models. They are usually presented in the form of dynamic/kinematic

equations. Kalman filter techniques [92] are widely used to deal with linear systems,

leaving non-linear cases to Extended Kalman filter (EKF) and Unscented Kalman

filter (UKF) approaches.

The position and velocity of an object at time k are represented in the form of linear

state space.

xk =

xk
ẋk


where ẋk is velocity, i.e., the derivation of position with respect to time.

They are easily calculated by using the Newton’s law of motion, given the states at

a previous time step.

xk = xk−1 + ẋk−1∆t+
1

2
ẍk∆t

2

ẋk = ẋk−1 + ẍk∆t

where ẍk is acceleration, i.e. the derivation of velocity with respect to time.

The prediction model for the Kalman filter approach can be written as follows:

xk = Fxk−1 + Gak

where ak is the acceleration, which is assumed to be a normally distributed random

value with zero mean in the Kalman filter.
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F =

1 ∆t

0 1

 is the state transition function.

G =

∆t2

2

∆t

.
Examples of this type of application are demonstrated in [77] [138] [95] and [134].

Nevertheless, in many situations, high non-linearity of system variables and noise

existing in process and measurement make the formulation non-trivial. Due to a

complex interrelationship between vehicular and environmental variables, it is not

feasible to explicitly parametrise them into a vehicle kinematic model. This could

be addressed with nonparametric methods such as a particle filter and its variants.

However, vehicle models based on dynamic equations can be affected by changes

in the vehicle conditions or operating contexts. Probabilistic approaches have been

widely used for motion prediction making use of motion pattern techniques. These

approaches are based on the assumption that the vehicle motion has typical patterns

which can be learnt, and used to predict future states of the vehicle.

Generally speaking, the process of probabilistic motion prediction could be decom-

posed into two parts.

1. Learning: construct a set of representations describing motion behaviour of an

object based on observations about it.

2. Prediction: estimate the future motion of the object on the basis of learnt

knowledge about the present and past states of the object.

An off-line learning approach uses a “learn-then-predict” scheme, meaning that the

system does not switch to the prediction stage until the learning process is accom-

plished. The method has to make the assumption that the model is well generalised

by including enough datasets in the learning stage. This limitation is not found in on-

line approaches, where a “learn-and-predict” concept is used. In this kind of system,

an extra stage is introduced to improve the model in an incremental fashion.
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3. Refining: continuously refine the learnt motion model by incorporating new

observations.

To date, literature on vehicle tracking and motion prediction based on historical

patterns mainly relies on an efficient pattern learning and recognition technique. More

specifically, the strongly related research areas are trajectory matching and trajectory

classifiers. As defined in [165], a trajectory is a sequence of successive locations in a 2D

or 3D Euclidean space that is recorded along with its corresponding timestamps. That

means the historical trajectories provide essential information to derive the future

states of the object. [100] predicts target’s future behaviour in the use of a clustering

algorithm, which learns typical motion patterns of the target from trajectory data in

a given environment. In [79], a visual tracker to predict behaviour of vehicles using

learnt motion patterns from hierarchically clustered trajectories is applied. An on-

line technique named Echo State Networks in [71] is adopted to predict movements

of persons merely relying on historical trajectory data.

Different representations of trajectories have been studied in literature. As an early

proposed method, cubic spline interpolation [42] is known to be sensitive to initial

conditions and require re-computation for different operating conditions. Other exam-

ples include cubic Bézier curves [83], non-linear attractor dynamics [87], polynomial

descriptors [93], linear dynamical system (LDS) [46] and trajectory shape signatures

[43]. Given a sequence of location measurements, the observed trajectory is then

compared to learnt knowledge in the use of a trajectory matching technique. Exam-

ples are dynamic time warping [63], longest common subsequence (LCSS) [166] and

Levenshtein distance on trajectories (LTD) [66] to name a few. The LCSS is further

extended in [73], which introduces the quaternion-based rotationally invariant longest

common subsequence (QRLCS) metric. [43] proposes a trajectory matching method

based on a pose normalisation process, which is invariant to translation, rotation and

scale in 3D space. Apart from that, 3D trajectory matching is also adopted in [66]

for long-term human motion predictions.

Hidden Markov model (HMM) based approaches have also attracted significant inter-

est in recent years. Fraile and Maybank, [57], use HMM for classification of vehicle
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motion given short segments of trajectories together with estimated speeds and steer-

ing angles in a known 2D area. Another example implementing HMM is given in

[24] for people tracking applications. An extension of HMM is given in [163] that

describes an approach named growing HMM (GHMM) that incrementally learns mo-

tion patterns on-line to predict vehicle motion. More works related to learning-driven

approaches are surveyed in [182].

One of the interesting motion prediction examples is PRIDE, [109], which utilises

an hybrid framework combining EKF and situation recognition for short-term and

long-term predictions respectively. A different approach utilizing Neural Networks

(NNs) is presented in [78] and [125]. In these cases the NNs were trained with actual

vehicle measurements to predict the next stage of the vehicle given steering angle and

velocity inputs.

2.4.2 Standard and Long-Term Prediction

In a general form of prediction formulations, we assume that a motion model is able

to statistically predict the state of an object m seconds into the future, given the

estimate at present P (Xk|Z1:k).

P (Xk+m|Z1:k) =
k+m∏
t=k+1

P (Xt|Xt−1)P (Xk|Z1:k) (2.1)

Usually m = 1 is seen in a standard Kalman filtering formulation. Most of the

existing approaches are suitable for very a short-term prediction and are only capable

of predicting motion for no more than a few seconds. These approaches become less

effective when they are used for prediction over a longer time. In [73] [109] and [72],

long-term is defined to be on the order of only several seconds, which is far from the

requirement of several minutes prediction (i.e. m ∼ 102s) dealt with in this thesis.

The long-term motion prediction defined in this work has not yet been addressed by

many researchers. The main challenge comes from the high diversity of road shapes

and driver behaviour over time. The problem is further aggravated when turning
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at a(n) crossing/intersection is taken into consideration. To simplify, it is therefore

assumed in [52] and [108] that the mobile object will travel on the shortest/quickest

paths.

In many circumstances, additional information is desirable for predictions in a long-

term manner. Tracking of mobile users with a low-sampling-rate (one sample per 2

minutes) of GPS trajectories is achieved in [108], relying on a map-matching approach

named ST-Matching. The map data is as well adopted as a priori knowledge in

our approach, which is elaborated in the next section. In some approaches, high

rate observations of internal states, such as steering angles and velocities are needed

to assist predictions, see [125] [57] [163]. This is defined as dead reckoning in the

literature, refer to Figure 2.3 as an example. However, this kind of information is

not available in the tracking problem concerned in this thesis. Since the prediction

is carried out at a central location, usually for a long period of time it lacks any

observations about the vehicles to track.

Figure 2.3 – Dead reckoning in a GPS outage. During the outage period of GPS signal
(red dots in the figure), the vehicle is still capable of keeping self-localised using the
on-board sensors (e.g. compass, accelerometer, speedometer, gyrometer) and route
information on the map.

2.4.3 Incorporating Environment Properties

Continuing the discussion in the previous subsection, the environment information

helps physically constrain the potential trajectory of the mobile object. In other
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Figure 2.4 – Probabilistic map [159]. The height of each point corresponds to the
probability that it is occupied.

words, the kinematic model is improved with the introduction of context awareness,

with which each mobile object is considered as a part residing in a comprehensive

system rather than as an individual. The first factor to include is the road map

data, while other environmental information includes weather condition, traffic flow,

interaction with others and more. By matching the observed trajectory to a route in

the road network, a fast off-line map-matching approach is proposed in [52]. Another

map-matching based approach is presented in [31], to compare GPS-observed vehi-

cle trajectory to candidate paths in the digital map. The road network information

could also be incorporated in the form of enhanced map (Emap) models [26] [161]

to provide lane-level positioning for vehicles. With other environmental information

(e.g. layout and geometry of surrounding buildings) additionally considered, 3D en-

vironment models are built up and used in [22] and [124] to detect multipath effects

of GPS signal in urban areas, thereby improving the positioning accuracy.

In the statistical context, the geographical map information can be incorporated as

a probabilistic map [159] [55] [158] [160], see Figure 2.4 for an example. It makes

the assumption that a vehicle tends to move on roads, and its position in 2D space

is bounded by the road network. Furthermore, the study in [108] incorporates tem-

poral/speed constraints of trajectories in addition to the geometric information of a

road network. This is taking into account further physical properties of environment
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when modelling vehicle’s movements. The most related work to the motion model

proposed in this thesis is [175] and [174], in which road properties such as gradient

and curvature are built into the velocity model for a vehicle on a particular road. A

histogram of vehicle speed measurements is constructed for each section of the road,

which is then used to predict the speed of a vehicle as a function of the location in the

environment. The base station in [174] evaluates a long-term prediction for the fleet of

vehicles. Nonparametric filters and delayed observations relayed through multi-hops

in a mesh network are then fused to update estimates. Both papers utilised speed

profiles, assuming that vehicles are moving all the time, and no differentiation is made

between haul roads or intersections, making prediction sometimes not consistent due

to un-expected vehicle behaviour.

The proposed model in the thesis, taking a step further, considers stopping cases

and properties of the environment, such as roads, intersections, and special areas.

The model has the properties built into acceleration, speed, and timing profiles. It

is based on the fact that a vehicle has a certain probability to stop anywhere and

any time due to operator requirements, machinery malfunctions or an accident. After

a stopping event, the time taken before resuming is also included as a probabilistic

value. The incorporation of these improvements has proven essential to be able to

provide consistent predictions as will be shown in the experimental results section.

2.5 Data Dissemination

This section presents an overview of the current research issues on wireless networks,

through which data of interest is able to disseminate out.

2.5.1 Infrastructure and Non-Infrastructure Networks

Networks could be classified according to topologies they employ. Widely used topolo-

gies for wireless networks are star, cellular and ad-hoc. Others such as ring and tree,

usually used for wired networks, are not discussed in this section. Both star and
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cellular are considered typical infrastructure networks, where nodes do not communi-

cate with each other directly, but via a service provider, a.k.a “infrastructure”. Every

node in this kind of network connects to a central infrastructure, and all information

flows from and to it. The central point plays the most significant role in the network.

It acts as a master establishing and maintaining the whole network, while all other

nodes are slaves. Bluetooth (IEEE 802.15) is a typical star network in which a mas-

ter hub can connect to a maximum of 7 slaves. Cellular networks physically provide

multiple base stations, which are connected from a higher level by either a wired or

wireless way.

Despite easy implementation, infrastructure networks have limitations in terms of

network scalability and robustness. The scale of infrastructure networks is limited

to the signal coverage of the central hub(s). The robustness also becomes an issue

as the whole network fails once the infrastructure malfunctions. Furthermore, the

bandwidth and processing capability of the central point(s) would become a bottle-

neck with increasing quantities of nodes, when communicating and processing a large

amount of data are required. Although cellular networks have comparatively better

scalability and robustness owing to multiple base stations, they per se do not differ-

entiate much from the star networks. As investigated in Appendix A, a fair large

number of collection points, or long-range communication is needed when an infras-

tructure network is employed in an application with a large operation area. This is

not feasible in practice due to concerns such as physical deployment, power, cost, etc.

These limitations could be overcome with a non-infrastructure ad-hoc network, in

which no central node is required and nodes are their own service providers. An ad-

hoc network is a collection of wireless mobile nodes dynamically forming a temporary

network without the use of any existing network infrastructure or centralised admin-

istration [144]. Nodes are free to move randomly to form arbitrary network despite

node positions, and capable of communicating with each other in an ad-hoc network.

Therefore it is known to have the ability of self-organisation, self-discovering, self-

healing and self-configuration. The basic communication in an ad-hoc network is

forwarding. When a node receives a packet, it will forward the data to neighbours if
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it is not the intended end-recipient. Multi-hop and P2P communication are of signif-

icance when a node is going to send data to those which are unable to communicate

with directly. By removing the installation of the infrastructure, the ad-hoc network

brings advantages such as a low setup cost, easy setup and excellent scalability. The

ad-hoc network has been developed into many applications. For example, the well-

known IEEE 802.11 or WiFi protocol also supports an ad-hoc configuration in the

absence of a wireless access point.

In summary, the comparison of characteristics of star/cellular and ad-hoc networks

is given in Table 2.1.

Table 2.1 – Comparison of star/cellular and ad-hoc networks

Topology Star and Cellular Ad-Hoc
Basic Type Infrastructure Network Non-Infrastructure

Network
Central Point Re-
quirement

Fixed and Pre-Located
Central Point

No Central Point

Network Structure Fixed Dynamic Multi-Hop
Scalability Poor, Limited by Central

Node
Excellent

Mobility Poor Good
Setup Cost High Cost-Effective
Setup Speed Low High
Design Complexity Low High

2.5.2 Vehicular Ad-Hoc Networks

Generally, there are five primary categories of wireless mobile ad-hoc networks (MANETs)

widely used in the literature. They are listed as below.

1. Pure Mobile Ad-Hoc Networks (Pure MANETs)

2. Wireless Mesh Networks (WMNs)

3. Wireless Sensor Networks (WSNs)
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4. Vehicular Ad-Hoc Networks (VANETs)

5. Delay/Disruption Tolerant Networks (DTNs)

Among these, VANETs and DTNs are more related to the vehicle tracking problem

this thesis is tackling. Respectively the two types of networks are reviewed in this sec-

tion and Section 2.5.4, while the topic on the rest three MANETs would be expanded

in Appendix B.

The development of vehicular ad-hoc networks (VANETs), a special kind of MANETs,

has been stimulated mainly for applications in the area of intelligent transportation

systems (ITS) and considered an important component therein [10]. In a VANET,

those vehicles equipped with communication means are able to exchange information

with each other through V2V communication, and also with an roadside infrastruc-

ture via V2I communication (also defined as vehicle-to-roadside, i.e., V2R in some

literature). This kind of network is particularly attractive to autonomous and safety

related applications, as the knowledge of real-time vehicle positions is assumed to be

known by every node over the network.

Plenty of related work in this field focuses on communication and routing issues in

VANETs. [54] studies the effect of communication parameters (e.g., transmission

rates, ranges) of the data dissemination performance of a VANET. In terms of rout-

ing algorithms, topology-based and geographic routing protocols are two primary

categories in VANETs. The choice depends on the requirements of applications, bal-

ancing pros and cons of the two. This section is not going to look into details on

these protocols, interested readers could refer to [168] and [104] for reviews of routing

protocols in VANETs.

The VANETs are different with pure MANETs basically in three aspects. (1) Power

capacity of mobile nodes: the energy limitation no longer becomes a serious issue in

a VANET as huge batteries are carried by vehicles. (2) Mobility of nodes: vehicles

usually have higher mobility than nodes in traditional MANETs. (3) Motion pattern:

vehicles are likely to move in a relatively more organised and predicable pattern rather

than a purely random manner in a MANET.
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In addition, there are two obvious concerns among many challenges existing in VANETs.

1. Location-Awareness [29]: the localisation requirement is essential in most of

VANETs applications, please refer to Section 2.6.1 for an elaboration on this

topic.

2. Disconnected Network [133]: the high mobility of vehicles tends to break con-

nections in the network, which leads to an “isolated agent issue” defined in this

thesis. Please refer to Section 2.5.3 for a discussion.

The IEEE P1609 standards family for Wireless Access in Vehicular Environments

(WAVE) [1] is under further development and full use standards of IEEE 1609.2,

1609.3, and 1609.4 were released in April 2013 [84]. It consists of definitions of the

architecture, communication model, networking service, MAC layer, etc. in vehicular

networks. The ASTM E2213-03(2010) standard [13] describes the specifications of

physical layer and MAC of wireless connectivity using 5 GHz band dedicated short-

range communications (DSRC) services, which is based on IEEE Standards 802.11,

for information exchange between roadside and vehicle systems.

2.5.3 Isolated Agent Issue

In a traditional network, it makes an assumption that real-time information of a

node could be immediately transmitted to others using multi-hopping communication

through the mesh network [174]. However, an isolated agent issue occurs when the

connection gets interrupted to an agent without any neighbours around, illustrated

in Figure 2.5(a).

More specifically for a vehicular case, the issue arises when VANETs are implemented

in scenarios where the network is sparsely connected. A typical example case is rural

areas, where a data packet is likely to be lost due to a low density of vehicles. The issue

also occurs due to the lack of presence of neighbours within a vehicle’s communication

range to relay the message when the VANET is used in a large environment. One of
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?

(a) The isolated agent issue in cooperative lo-
calisation

(b) Delayed information brought back from the
isolated agent

Figure 2.5 – Cooperative localisation and the isolated agent issue. a) demonstrates a
typical cooperative localisation application where every agent (but one) is connected
with others nearby to form a mesh network. An isolated agent issue occurs when
an agent does not have any neighbour around and loses connection to the rest. In
b), another mobile agent passes and brings the information of the isolated agent,
though delayed, back to the main group.

the solutions to this issue is by introducing another mobile agent to close pass the

isolated agent and bring its information to the rest, though with some time delay. It

requires a networking means allowing time delays in data transmission as well as a

filtering method capable of fusing delayed information received.

The work in [172] studies the network disconnection phenomenon based on empir-

ical data, and concludes that typical conventional routing protocols are unable to

deal with the issue. To overcome the frequent disconnections of VANETs under

circumstances discussed above, DTN based routing strategies under the category of

geographic routing protocols have attracted the interest of researchers in recent years.

These approaches allow packets to be stored when neighbouring vehicles are not in

sight, and they are delivered when the carrier node meets with others. The following

section presents details on the topic of DTNs.

2.5.4 Delay/Disruption Tolerant Networks

Delay/disruption tolerant networks (DTNs) are appropriate candidates for applica-

tions where continuous network connectivity is unable to be achieved using traditional
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networks. As an overlay on top of regional networks including Internet, cellular net-

works and WSNs, a DTN provides content storage as a core network service across

applications to deal with intermittent communication. A store-and-forward (or carry-

and-forward) mechanism is used for routing asynchronous messages with various net-

work transport technologies. Thus messages flowing within DTNs are at content level,

rather than at packet level and focus on information dissemination rather than on

node delivery [180].

DTNs were firstly introduced in deep space communication in the late 1990s, dealing

with large round-trip propagation delays between spacecraft and ground base station.

As part of NASA’s efforts in extending Internet into outer space, a “Space Internet”

system is being developed and tested in International Space Station (ISS) through

implementation of the DTN-on-ISS [89]. At present the application of the new com-

munication paradigm has been extended to terrestrial environments, where the delays

could also be caused by communication disruptions and the data transmission is more

opportunistic. This was initiated by the fact that, network disconnections inevitably

occur due to variations in communication environments. [25] and [111] show exam-

ples of applications of DTNs in complicated underwater scenarios, where the acoustic

communication channel suffers from frequent connection disruptions.

A key difference between DTNs and traditional networks is that a traditional one

requires a reliable end-to-end route to be established and maintained until the com-

munication is completed. Sufficiently good connectivity thus must be guaranteed in

traditional networks. The communication between nodes is prone to frequent frag-

mentation otherwise. This is not a requirement for DTNs which use store-and-forward

type overlay functions for dealing with disconnected operations and aiming at oppor-

tunistic transmission [180]. The nodes in DTNs buffer data until connections are

available. This is shown in Haggle Project [156], where agents exchange messages

with nearby devices. Each agent carries a message until it is close to another de-

vice, constructing a global mesh network. The vehicle-assisted data delivery (VADD)

presented in [184] adopts the DTN concept and aims at reducing delivery delay in

a disconnected vehicular network by making use of the predicable vehicle movement
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constrained by traffic pattern and road network. [101] proposes GeOpps, a delay

tolerant geographical opportunistic routing approach, to efficiently select the mes-

sage forwarding path given the knowledge of vehicle routes suggested by on-board

navigation systems. Readers may refer to [167] for a review on applications of DTNs.

Nowadays, the DTN Research Group (DTNRG) formed in 2002 is concerned with

study on the architectural and protocol design of DTNs. DTN standards include RFC

4838 for architecture and RFC 5050 for the bundle protocol specification. Information

on an up-to-date list of RFC standards is available on-line [85].

2.5.5 Flat and Hierarchical Architectures

Networks can be classified to flat and hierarchical depending on the hierarchy prop-

erty. An infrastructure network is a typical example of physically hierarchical net-

works. The central node(s) take care of all communication and controls, so that

ordinary nodes do not have to handle issues introduced in an ad-hoc network, such

as network establishing, maintenance and control. However, as mentioned in Section

2.5.1, the central node(s) in a physically hierarchical network are constrained with

limited communication bandwidth and processing capacity. While in a flat network,

every node is not only physically equal in its capabilities with respect to power, perfor-

mance, communication bandwidth, etc., but also logically plays the same role in the

network. Nodes in a flat network connect to each other directly without forming clus-

ters. Hence the management and coordination via central node(s) (cluster-head(s))

do not exist in a flat network. Networking follows a self-organised fashion and data

is processed in a decentralised form. Because of this, scalability and communication

bandwidth are not concerns in a flat network. However, the drawback of flat net-

works is that, the networking is of high complexity in the absence of coordination of

central node(s). Apart from that, every node is also required to deal with network

organising, routing and maintaining issues which substantially increase the system

complexity and energy consumption.

MANETs are usually flat networks. Nevertheless when the scale is large in WSNs
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or VANETs, nodes may form clusters according to deployment and some nodes are

selected as cluster-heads acting as virtual central nodes [135]. This type of network

is known as a clustered network. Multiple nodes within a local region connect to

a local cluster-head to form a first-tier network. In the meanwhile all cluster-heads

may connect together to construct a second-tier network. Therefore in other words,

a clustered network is logically hierarchical. Nodes could use either single-hop or

multi-hop mode of communication to send their data to their respective cluster-heads

[115].

In some MANETs, the cluster-heads are static, which means that once selected, the

cluster-heads would not change. The selection of the cluster-heads could be pre-

determined or following some algorithms. In [105], a multi-cluster, multi-hop packet

radio network architecture for a wireless adaptive mobile information system is pre-

sented. It considers and compares two distributed clustering algorithms. The first

is the lowest-ID algorithm, where the lowest-ID node is elected as the cluster-head

in a region. The other is the highest-connectivity (degree) algorithm, in which the

node with the highest degree in a neighbourhood becomes the head. A novel clus-

tering algorithm named Distributed Score Based Clustering Algorithm (DSBCA) for

MANETs is proposed in [2]. In DSBCA each node calculates its score by a linear algo-

rithm taking into account the battery remaining, number of neighbours and stability.

Then each node independently chooses one with the highest score as the cluster-head

from its neighbours.

2.5.6 Consideration of Resource Constraints

The selected static cluster-heads in a clustered network are not competent as they are

physically identical to other nodes because of its physically flat hierarchy of MANETs.

As the same issues existing in a hierarchical network, the bandwidth and processing

capability of cluster-heads would become a bottleneck along with the increase of

node quantity [105]. The energy consumption of the cluster-heads is also higher than

ordinary nodes. In order to solve these problems of resource constraints, a dynamic
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selection of cluster-heads are adopted in the literature. They are dynamically elected

according to a kind of randomised rotation rule. [68] proposes the virtual base station

(VBS), with which a mobile node is elected from a set of nominees within its area. [19]

suggests a distributed, randomised clustering algorithm to organize the sensors into

clusters in a WSN for the purpose of energy-efficiency. Each sensor in the network

volunteers to become a cluster-head with a probability of p and advertises itself to

sensor nodes within its radio range. Other examples could be found in [70] [82].

Please note that in a WMN the limitation of energy capacity of cluster-heads (i.e.

MRs) does not exist as a concern as it does in other types of MANETs, as mentioned

before, thanks to its pre-configured hierarchical structure.

With the improvement in energy dissipation of cluster-nodes, the dynamic cluster-

head technique, however, still could not properly sort out the inadequacies of com-

munication bandwidth and processing capability in MANETs. Combining the advan-

tages of flat and hierarchical networks, a hybrid scheme is preferred with the capability

(e.g. power, computation performance, communication bandwidth) of cluster-heads

increased. Under this circumstance, the cluster-heads are pre-determined and kept

static rather than dynamic. The network is both flat and physically hierarchical, as

nodes are flat and capable of communicating with each other while cluster-heads are

equipped with more computational and communication resources. This kind of hy-

brid network is adopted in the thesis in the form of cooperative localisation, in which

mobile nodes could communicate with both other mobile nodes and stationary data

collection points (reference nodes in the localisation context, and static cluster-heads

with respect to the network hierarchy). For details on cooperative localisation, please

refer to Section 2.6.2.

Although infrastructures such as data collection points and a base station are used

in this thesis, the network is considered ad-hoc or non-infrastructure, because the

infrastructures are only to collect information and perform estimation. They are not

involved in establishing and coordinating the network, which is whereas maintained by

every node. Data is shared directly amongst vehicles in a P2P manner and ultimately

gathered by the infrastructures.
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2.6 Information Fusion

2.6.1 Improving Location-Awareness

Localising and tracking mobile nodes in an industrial environment is necessary for

many autonomous and manned system applications. GPS receiver has been ubiq-

uitously introduced as one of vehicle’s on-board equipments, and various forms of

GPS-based tracking algorithms are widely used for the localisation/tracking purpose.

Unfortunately in a practical scenario, not all mobile nodes will have continual access

to GPS position information as GPS-based systems might have difficulties in provid-

ing an accurate position, due to GPS degradation or even outages in some certain

situations. The robustness of GPS-only systems therefore arises to be a critical issue

in tracking applications.

An alternate approach is to use a number of beacons located at known positions to

estimate the agent location. Using this approach, the mobile agent is fitted with

a range/bearing sensor capable of detecting and identifying the beacons. Trilatera-

tion/triangulation algorithms, often involving filters, such as the Kalman filter, are

used to estimate the position. This technique requires the working environment to be

covered by a sufficient number of beacons to ensure that sufficient position accuracy

can be achieved. To eliminate the requirement of the infrastructure, a few of other

localisation techniques have been adopted in literature, by combining them with GPS

into a joint solution which improves robustness and localisation accuracy. These sup-

plementary localisation approaches include dead reckoning [56], map matching [52]

[158], vision based [155], radio frequency identification (RFID) based [75] [14], laser

based [120], radar based [141], [142] to name a few.

The localisation problem can also be addressed with cooperative localisation (CL).

The advent of efficient P2P communication technology has made the cooperative

tracking an active area of research.
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2.6.2 Non-Cooperative and Cooperative Localisation

Cooperative localisation has attracted a growing interest in the research community.

In a non-cooperative centralised localisation scenario, interaction is only found be-

tween agents and infrastructures. In a large environment, the infrastructure usually

fails to cover the whole area, which makes the global localisation ineffective. With

cooperative localisation, the communication between vehicles can reduce the need for

all vehicles to be constantly within the range of centralised infrastructure. [177] ap-

plies a cooperative approach in indoor localisation with benefits demonstrated from

the cooperation between agents. A similar work is presented in [176], where a de-

centralised cooperative approach is adopted aiming for self-tracking in large mobile

wireless networks. Interested readers may find more examples of cooperative local-

isation in [12], [15], [18], [131], [35], [110], and [3]. A comprehensive review of the

current work is presented in [177].

Measurements of relative range and bearing can be used to estimate the relative po-

sition of all mobile nodes. This approach can have significant advantages since it can

reduce or eliminate the requirement for fixed beacons, and the requirement for abso-

lute egocentric position information (i.e., GPS) from all mobile nodes. Furthermore,

cooperative localisation approaches also outperform non-cooperative ones in terms of

localisation accuracy. The improvement is quantitatively illustrated in [171] with the

concept of information ellipse from the geometric point of view.

A typical cooperative tracking example can be seen in Figure 2.6. In this case the

mobile nodes are moving in a given area of operation, and the absolute Euclidean

positions and pairwise measurements are shared between the nodes via a type of P2P

communication such as a WSN [36] [126], pure MANET [47] or VANET [54]. The

information can then be used to update the position estimates of each mobile node

at a central observation point, for example, a base station.

2.6.3 Centralised and Decentralised Approaches
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Personnel Agent

Vehicle Agent

(a) Non-cooperative

Personnel Agent

Vehicle Agent

(b) Cooperative

Figure 2.6 – Non-cooperative and cooperative tracking in a mobile ad-hoc network.
(a) Nodes without self-localisation capability (personnel agents in the figure) have
to be localised by a sufficient number of reference nodes (vehicle agents) in non-
cooperative tracking. (b) demonstrates a typical cooperative tracking application
where every mobile node (vehicle or personnel agent) is connected with others
nearby to form a mesh network. These position unknown nodes can communicate
and help localise each other in cooperative tracking.

In a centralised CL architecture [36] [131] the estimation is performed at a central

node. Each ordinary node in the framework broadcasts and forwards information to

the central node for processing, which requires a direct or multi-hopping communi-

cation link established between the node and the central. The fusion centre is the

network sink where measurements from all nodes are collected and the data fusion

process occurs. High communication bandwidth and data processing capability of the

central node are therefore in demand in the centralised network. The decentralised

architecture, on the other hand, does not involve any central fusion facility. Each

node is equipped with its own data processing capability and locally the data fusion

takes place on the basis of local measurements and information from neighbouring

nodes. An introduction to the fundamentals of decentralised data fusion (DDF) is

presented in [51].

The centralised and decentralised CLs generally differ in the following aspects.

1. In a centralised approach, the central node is in charge of all necessary network

coordination and data processing. The central node thus plays a pivotal role

for the successful operation of the centralised structure. At the same time,

the network is fragile at risk of the loss of the central node. The decentralised
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framework substantially improves the robustness as no single node in this kind

of approach acts as the fusion centre. Therefore it benefits from redundancy

against the failure of the central node.

2. The bandwidth and computation capabilities become bottlenecks along with the

increase of node quantity in the centralised framework, while the communication

in decentralised CL is limited to P2P. The distributed data fusion paradigm

and the removal of the requirement of the central node in the decentralised

architecture make the network more scalable.

3. In the centralised network, global knowledge of the network topology is required

by each node for the end-to-end transmission of data to the sink. The knowledge

is also required to be kept up-to-date along with any change of the topology.

These requirements are eliminated in the decentralised structure, where every

node is concerned with communicating with its own instant neighbours.

Though distributed and decentralised approaches [126] [110] [3] have advantages such

as higher network robustness and scalability, centralised approaches are attractive

to applications where monitoring or surveillance is required from a “control room”.

A typical example is given in [174] to track a fleet of vehicles in a mining safety

scenario. Furthermore, centralised algorithms usually offer more accurate position

estimates in comparison to decentralised approaches [53], though at the expense of

higher bandwidth, deployment and computation costs. A hybrid example is presented

in [18]. Each node fuses egocentric information locally. Only inter-node measurements

together with state estimates are sent to the central server for global localisation,

reducing bandwidth and computational burden of the central node.

The approach in the thesis is defined to be centralised from the perspective of infor-

mation processing. Measurements are shared among mobile vehicles and forwarded to

the base station ultimately for the purpose of cooperative state estimation. In tradi-

tional centralised frameworks, data transmission follows an end-to-end route linking

the transmitter and the determined recipient(s) (usually the central node), which
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is known as unicast or multicast in terms of routing scheme. Instead, the informa-

tion dissemination in the approach does not have an intentional recipient and thus

is broadcast. A vehicle only shares its knowledge with neighbours in the use of P2P

communication, and as time goes by the data is known by the rest of nodes in the

network, including the fusion centre. This is much similar to the communication in

decentralised approaches and brings benefits by eliminating the extra system overhead

spent on routing and network maintenance.

2.6.4 Inconsistency Issue

The over-confident (inconsistent) estimation issue [80] [56] (a.k.a, circular reasoning

[76], or cyclic update [102] [103]) is usually present in decentralised CL problems

when cross-correlation and dependency between nodes are not properly considered.

This is primarily due to the double counting of information. Two nodes are said to

become correlated since one of them uses the position estimate of the other to update

its own. The inconsistency issue occurs when a node uses the information from

another node that was previously correlated with, but without taking the inter-node

dependency into consideration. It also happens when a node uses the information

from multiple correlated nodes without properly considering the cross-correlation.

Figure 2.7 shows a few cases leading to inconsistent estimates. In every case in the

figure, a measurement is used more than once in updating a state estimate, causing

an overconfident estimate, which then diverges.

The issue is addressed in [15] by keeping a record of measurements sources, while a de-

pendency tree is introduced in [76] to trace the use of information. The work in [126]

[62] [162] removes common past information by introducing channel filtering before

the fusion stage. The channel filter records information that a pair of communicating

nodes have in common and thus ensures that only new information is propagated

between the two linking nodes. Nonetheless, it is subject to constraints in memory

resource and scalability as a separate channel filter is required for each communica-

tion link [126]. Furthermore, the use of channel filters is limited to tree-connected
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networks.

In centralised CL solutions, the most intuitive way to track every node cooperatively

is to maintain a joint state. The cross-correlation is then handled implicitly in the

filter, hence the potential inconsistency issue is no longer a concern. For this reason,

[102] [103] develop a CL approach that is mathematically centralised-equivalent but

realised in a decentralised fashion. However, the high-dimensional issue occurs when

a joint state is manipulated in filtering. Please refer to Section 2.6.7 for details.
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(b) Case 2
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(c) Case 3

Figure 2.7 – Inconsistency issue caused by double counting information. (a) and (b)
show cases when node i misuses the measurement of itself to update its estimate,
defined as “i to i dependency problem” [132]. (c) demonstrates a case where node
k double uses the information of i transmitted from j and l, which is also known
as “common i problem”. As the consequence of the inconsistency issue, an over-
confident estimate happens when the cross-correlation is not properly considered
and information is double counted.

2.6.5 Parametric and Nonparametric Approaches

Current CL approaches can be categorised into parametric and nonparametric ones.

The parametric include Kalman filter (KF) and extended Kalman filter (EKF) based

[47] [110] [15] [80] [102], maximum likelihood estimation (MLE) based [130], maximum
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a posteriori (MAP) based [121], least-squares (LS) based [39] [127] to name a few.

The nonparametric approaches are mostly particle filter (PF) based [126] [145] [3] [76]

[56], such as nonparametric belief propagation (NBP), sum-product algorithm over a

wireless network (SPAWN) and so forth.

In parametric filtering methods, the states to estimate are represented in the use of

simple parameters, such as mean vectors and covariance matrices. Compared with

nonparametric methods, the parametric approaches can produce more precise results

when assumptions made are correct. On the other hand, they are comparatively more

fragile against the violation of the assumptions. As examples of parametric filters, the

KF and EKF are often the most attractive because of a minimal computational cost.

Nevertheless, the application of KF and EKF based approaches is limited to problems

presenting Gaussian properties. The information-filter based scheme in [18] is similar

to the EKF based, except for a higher efficiency in communication and fusion stage

due to the sparseness of canonical-form representation of Gaussian variables. There

is some recent work in [6] [7] aiming to improve the robustness of parametric filters to

non-Gaussian and heavy-tailed noise. Nonparametric algorithms are considered the

ideal choice for the tracking of multiple objects in cluttered scenarios when the Gaus-

sian assumption is not valid, however at the expense of computational complexity.

Furthermore, it requires higher bandwidth in communication when a whole collection

of particles is required to transmit from one node to another. To address this concern,

in [126] a particle set in each node is converted to the form of continuous distribution

before it is transmitted to another node nearby and used in DDF.

An approach receiving increasing attention in CL area is the NBP, which was initially

proposed for localising in static networks [86]. Generally it is a distributed message-

passing method on a graphical model. The belief of a target node, i.e. posterior

marginal probability density function (PDF), is inferred by the product of its local

evidence and all of the incoming messages. A message in NBP represents the “opinion”

about the location of the target node from the viewpoint of a neighbouring node [146].

Then the target node broadcasts its updated belief to others in form of outgoing

messages. These two steps are iterated until sufficient convergence. Variants of the
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NBP have been developed to deal with the tracking of nodes in mobile networks, with

the targets’ dynamics models taken into consideration. One of the examples is the

SPAWN [177], also known as loopy belief propagation (loopy BP), which operates on

a factor graph and could be used in both static and dynamic networks. In summary

the NBP based approaches own several advantages:

• It naturally allows for a distributed inference and easy implementation in ad-hoc

networks.

• As a nonparametric algorithm, its applications are not limited to Gaussian

models.

• It is capable of providing not only position estimates, but also the uncertainties

associated.

Noteworthy is the last point, which is the main advantage of the NBP as a Bayesian

approach over other non-Bayesian algorithms such as LS. The non-Bayesian estima-

tors do not provide associated uncertainty information for all the target nodes, which

is however crucial for most localisation/tracking applications. In Bayesian inference,

all of the states and unknown parameters are treated as random variables [38], and

the target’s position is quantitatively and qualitatively inferred in the form of poste-

rior marginal PDF given priors and finite observations [146]. Among these parametric

CL approaches mentioned previously, besides the KF and EKF, the MAP also falls

in the Bayesian category, while the LS and MLE are non-Bayesian.

In spite of their advantages, the limitations of NBP algorithms are apparent as well.

They only produce exact estimates in non-loopy networks. That is to say, the NBP

based approaches are only guaranteed to converge to the correct beliefs in singly

connected networks (e.g. tree), where there exists a unique path between an arbitrary

pair of nodes. However, less accurate results are obtained for networks multiply

connected, or in other words networks with loops/cycles in terms of factor graphs [169]

[178]. The reason of this issue, according to [146], is double counting of information

as introduced in Section 2.6.4, which eventually results in overconfident beliefs. The
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same limitation is also found in the SPAWN, which inherits properties from the belief

propagation algorithms [177]. Only few solutions for networks with loops exist in the

literature and they are rarely used in localisation [147].

Another limitation comes from a high communication cost in these sample-based

message-passing algorithms, where a large number of packets is required, as during

every time step, nodes repeat sending and receiving messages until the estimates

converge.

2.6.6 Real-Time and Delayed-State Approaches

The real-time approaches are usually concerned with the present estimates of nodes

only, which is reasonable under an assumption that the information from a node is

known over the network instantly. However, measurement data from a node in many

situations may not be received by another node or the base station immediately due

to network communication delays or disruptions, as previously mentioned in Section

2.5.4. Information shared in the networks is hence often out of order, and this is

defined to be an out-of-sequence measurements (OOSM) problem [20] [37] [183] in

data fusion systems. It is possible to proceed with the estimation process to obtain

sub-optimal estimates by incorporating the latest measurements, whilst discarding all

out-of-date ones. The only way to achieve an optimal update under this situation is

to have all measurements, including the time delayed, properly incorporated.

Delayed-state filtering emerges from simultaneous localisation and mapping (SLAM)

domain to cope with time latency in landmark initialisation and communication.

Approaches based on a delayed-state concept differ from the conventional cooperative

localisation by maintaining a history of agents’ states to allow the fusion of past data

when received. [122] and [16] introduce the concept of delayed-state decentralised

data fusion (DS-DDF), with past estimates retained in the state space vector for

managing historical dependencies. Delayed-state information filter (DSIF) is adopted

in both [118] and [32] with a canonical-form representation of Gaussian states kept

in its sparse information matrix. These works demonstrated the advantages of the
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additivity property of the information filter in the update stage, and the ability to

cope with information loss due to network latencies. However, this approach requires

the Gaussian and linear assumptions to be satisfied.

The delayed-state filtering keeps a joint state spaceXk−m:k storing states starting from

the state m seconds ago until the present. Given that we have a good estimate of the

state m seconds before, i.e. P (Xk−m|Z1:k−m), the estimate at present is predicted

over time to yield P (Xk−m:k|Z1:k−m). Meanwhile it is updated by fusing available

“asequent” measurements [122] (i.e., information that arrives with time delays and

out of time sequence) received within the time window (k −m, k], regardless of their

arriving sequence. In short, the process is summarised in the equation below.

P (Xk−m:k|Z1:k) ∝
k∏

t=k−m+1

P (Z = Zt|Xt)︸ ︷︷ ︸
likelihoods

×
k∏

t=k−m+1

P (Xt|Xt−1)P (Xk−m|Z1:k−m)︸ ︷︷ ︸
prediction

The prediction portion in the equation appeared previously in Equation 2.1, which

is for the long-term prediction in Section 2.4.2. The estimation process could be

proceeded by running forward the time window.

Continuing the analysis given in Figure A.3, Figure 2.8 revealed that the percentage of

observations that could be included in the fusion stage, is substantially increased with

the delayed-state filtering introduced. A larger time window enables more delayed

observation to be incorporated, thereby improving the estimates, in the sense that a

better estimate could be yielded with more measurements. Nevertheless, it is at the

expense of higher memory and computational costs. The filtering results of a delayed-

state Kalman filter along with the arrival of delayed information are demonstrated in

Figure 2.9 as an example. Noteworthy is that, by comparing Figures 2.9(d) and 2.10,

the fully updated delayed-state filter outperforms the standard Kalman filter provided

with the same observation set but without time delays. This could be explained by a

native smoothing effect in delayed-state filtering, which uses “future” information to

further reason past state estimates.
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Figure 2.8 – Analysis on delayed observations. (a) and (b) respectively show distri-
butions of observation outage duration and time delayed observations in the case
of 9 nodes and 9 sensors illustrated in Figure A.1 in Appendix A. (b) is processed
under an assumption that each node generates one set of observations per second.
Interestingly the distribution in (a) is Rayleigh-like while (b) seems a halved Gaus-
sian distribution. The cumulated percentage of observations (real-time and time
delayed) is illustrated in (c). According to (c), particularly for the case under study,
less than 30% percent of observations are real-time and can be considered by a con-
ventional real-time filtering algorithm. This is improved when the delayed-state
concept is introduced to the filtering. A delayed-state filter with a time window
of 38 seconds will have half of all observations fused. The number will increase to
95% if the time window size is expanded to 343 seconds.
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(b) Updated with 5 delayed observations
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(d) Updated with all historical observations

Figure 2.9 – A Kalman filter with the delayed-state concept introduced is able to
fuse delayed and out of order observations, while in a standard Kalman filter only
real-time observations are accepted.

2.6.7 High-Dimensional State Space Issue

In centralised CL, the dimensional curse brought by high dimensionality of state

space remains a challenge particularly when parametric filtering methods are not

applicable. Generally speaking, the ensemble size and computations required in PF

grows exponentially with the dimension of state space [154]. The high dimensional

nature of cooperative tracking accounts for inefficiency of importance sampling [116].

Undeniably the use of PF for multiple target tracking is confronted with the well-

known “curse of dimensionality” [44] [60]. According to the results presented in [23]
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Figure 2.10 – Standard Kalman filter result assuming that all observations arrive in
real time. The result is produced with lower accuracy, when compared to that of
delayed-state Kalman filter in Figure 2.9(d). The standard filter uses observations
up to time t to estimate the state xt, which means P (xt|Z0:t). In the delayed-state
one, estimate of a historical state xt is updated using information up to a later time
k > t, i.e., P (xt|Z0:k). It is known as “smoothing process” when observations after
time t are used to update state at time t.

and [27], the PF update suffers from a weight degeneracy (or weight collapse) problem

in which a vast majority of the weights are placed on a single particle, unless the

ensemble increases super-exponentially with the system dimension.

The remedies to the degeneracy issue include a form of resampling process [106], a

proper choice of proposal distribution [38], diversifying the sample [59] and so on.

The issue is however not addressed fundamentally for high-dimensional systems if

the requirement of an enormous ensemble size is not met. By marginalising some

variables, a Rao-Blackwellised Particle Filter (RBPF) [50] [38] [107] can outperform

a standard PF with a reduced state space size. The prerequisite of using RBPF is

that a subset of the state space can be handled by a parametric filtering approach.

2.6.8 Markov Chain Monte Carlo Approaches

Markov chain Monte Carlo (MCMC) approaches are generally used to sample from

a complicated distribution of interest by using a Markov chain. A Markov chain

refers to a sequence of random samples generated by a Markov process, a “memory-
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less” stochastic process where the probability of a state is solely conditional on the

immediately preceding state and independent on all history states by the preceding,

i.e.,

P (xt = θt|xt−1 = θt−1,xt−2 = θt−2, · · · ,x0 = θ0) = P (xt = θt|xt−1 = θt−1)

A simple whilst effective example of MCMC methods is the Metropolis algorithm

[112] [113]. It is particularly useful to draw samples to approximate a target distri-

bution P (θ) that is difficult to sample from directly. Suppose a function f (θ) that

is proportional to the desired distribution P (θ), briefly the Metropolis algorithm is

described as:

• Start with any value θ0 that satisfies f(θ0 > 0).

• For each iteration j = 1 to k:

1. Generate a candidate θ∗ for the sample at j according to a proposal density

q (θ∗|θj−1), which must be symmetric, i.e. q (θ∗|θj−1) = q (θj−1|θ∗).

2. Accept the candidate θj = θ∗ with an acceptance probability of α =

min
(

f(θ∗)
f(θj−1)

, 1
)
, otherwise reject and θj = θj−1.

Iterative running of the algorithm produces a Markov chain (θ0, θ1, · · · , θk), with the

newer sample θt sometimes moving to a new random point otherwise staying at the

previous point. Following a sufficient length of burn-in iterations Nbi, only every

(Nsi)
th sample in the generated Markov chain is saved to reduce autocorrelation and

such a thinned output approaches the desired target distribution.

The Metropolis algorithm was generalised to Metropolis-Hastings by Hastings in [69]

by adopting an arbitrary proposal density q (θ∗|xj−1), and the acceptance ratio func-

tion becomes α = min
(

f(θ∗)q(θ∗|θj−1)

f(θj−1)q(θj−1|θ∗) , 1
)
. A detailed review of this method is pro-

vided in [41].
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From the previous subsection, clearly we have learnt the limitation of the importance

sampling strategy in PF to high-dimensional state space. The problem of low effi-

ciency of sampling is that a traditional importance sampling based algorithm tries

to sample all components of the state space simultaneously but with an inadequate

ensemble size. As one of the most effective approaches to complex probabilistic sys-

tems, a Gibbs sampler breaks the high dimensional state space in CL by sampling

from each target state conditionally to others instead of from the joint, thereby scal-

ing well with the dimensionality. The fundamental idea is that drawing samples from

a low-dimensional conditional distribution is usually much easier than drawing from

the joint. The Gibbs sampler is a special case of the Metropolis-Hastings algorithm

where the proposal densities are the conditionals and the acceptance rate of a ran-

dom move is constantly one. Though having its origin from image processing in [58],

the Gibbs sampler [33] has been extensively used for dynamic state space models in

Bayesian statistics, see examples in [48] [81] [45] [139] [128].

Consider a joint distribution of N random variables P
(
θ1:N

)
= P

(
θ1, · · · , θN

)
that

is to sample from, each Gibbs sampling iteration after the initialisation step involves

the updating of one of the variables by a new value drawn from the distribution of

that variable conditional on the values of the rest variables. That is to say,

• Start with deterministically or randomly θ1 = θ1
0, · · · , θN = θN0 .

• For each iteration j = 1 to k and each variable i = 1 to N , draw θij ∼
P
(
θi|θ1

j , · · · , θi−1
j , θi+1

j−1, · · · , θNj−1

)
.

Note that instead of sampling from the state space of total N dimensions directly

using the conventional importance sampling method, the Gibbs sampler samples N

times in one-dimensional state spaces. The samples of the joint distribution is then

obtained after removing the burn-in period and thinning the chain, as the same

processes that are used in the Metropolis algorithm.

The performance of the MCMC algorithms, however, tends to be unreliable when

the proposal densities are poorly chosen, or high correlations exist between some
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variables [48]. In these situations, it becomes more difficult to have the state space

well explored by the Markov chain and produce accurate results. Furthermore, it

lacks an effective diagnostic method for convergence of the Markov chain [38], with

which the sampling process could be monitored, and stopped when stationary of the

sampler has been reached for a determined period of time. Another essential problem

related to an MCMC method is its high computational demand, which makes it

less feasible in on-line state estimation applications [59] [38]. Nonetheless, because

of its attractive capability in addressing high-dimensional problems, there is some

recent work towards the application of the MCMC algorithms for real-time multi-

target tracking and analyses, by considering proper optimisations. For instance, [94]

reduces the computational cost by adopting the concepts of auxiliary variable PF and

Rao-Blackwellising, while [139] takes advantage of a hybrid structure of MCMC and

importance sampling algorithms. The issues and applicable optimisations of MCMC

algorithms for a real-time analysis of dynamic systems are discussed in [107].

2.7 Summary

In this chapter, we provided fundamental reviews on the background of mobile target

tracking and considerations relevant to the tracking problem in large environments.

The long observation outage duration problem in a sparsely-connected network leads

us to the conclusion that a consistent vehicle model for long-term motion prediction

is in demand during the outage period. The nonparametric motion model is able to

deal with the non-linear and non-Gaussian properties present in vehicle dynamics, and

essentially to have environment properties incorporated to help constrain potential

trajectories of vehicles.

Conventional MANETs are known to suffer from the isolated agent issue in geograph-

ically segmented networks in scenarios with large areas. From this emerges the use of

DTNs to cope with the delays in data transmission and network disruptions. It does

not require a reliable and real-time end-to-end route to be established for commu-

nication. The store-and-forward and opportunistic transmission properties of DTNs
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have made it an appropriate candidate for data dissemination problems in large en-

vironments.

As one of the findings in the preliminary investigation in Appendix A, collaboration

between nodes is beneficial in shortening the measurements outage length, thereby

improving estimates. Cooperative tracking is able to eliminate the requirement of an

infrastructure, and reduce the requirement of accessibility to absolute position infor-

mation by introducing relative observations between two ordinary nodes. Further-

more, improved estimates are achievable in the use of delayed-state filtering, which is

capable of fusing measurements that arrive with time delays in DTNs. The inefficient

importance sampling from a high-dimensional state vector is yet an obstacle towards

cooperative tracking using a traditional particle filter. It motivates the incorporation

of MCMC methods into cooperative tracking, which is a sequential Bayesian inference

problem with a high-dimensional state space.

In the upcoming chapter, we will define the information types and the observation

models used throughout the thesis.



Chapter 3

From Information to Observations

3.1 Introduction

This section will present and define all types of information that could assist to

constrain the possible position of a mobile agent in large environments. These types

include absolute, relative, positive, negative, real-time, time delayed, which are used

throughout this thesis. The definitions of the observation types are given in Section

3.2. We also make use of the motivating example in the first chapter to facilitate the

understanding of each type. This part is included in Section 3.3. Section 3.4 explains

observation types that are considered in different main contributions of the research.

The vehicle proximity detection approach is introduced in Section 3.5, and details

about it could be found in Appendix C. It is then followed by Section 3.6, which defines

representations of the observations in the form of likelihood functions. The current

arrangement of this chapter is for the convenience that the observation definition and

observation models are discussed before their uses in subsequent chapters.
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3.2 Definitions

3.2.1 Absolute or Relative Observations

As mentioned, GPS has been widely used in tracking applications to provide absolute

position information of the target(s), see Figure 3.1(a). Egocentric observations of the

absolute position for each vehicle could be obtained from an on-board GPS sensor.

This state is dependent only on the vehicle itself. Conventionally, the likelihood

function of an absolute egocentric observation for a vehicle vp is represented by:

P
(
zvp = zvpt |x

vp
t

)
A solution to the accuracy degradation or the signal outage issue of GPS with a

low cost and good scalability is to utilise the relative information between targets,

as shown in 3.1(b). Some examples of the types of relative observations used in

existing localisation/tracking approaches are time of arrival (TOA) [177], angle of

arrival (AOA) [53], phase measurements, RSSI [36], amongst others. Trilateration,

see Figure 3.2, or triangulation is then used to find the position of an unknown

node. The TDOA and AOA data fusion methods, corresponding to trilateration and

triangulation respectively, are investigated in [148]. Interesting analyses about the

quality of the different types of relative observations are presented in [131] and [65].

In this thesis, the filter considers two types of relative information: V2V and V2I.

The V2V relative measurement between vehicles vp and vq is dependent on the states

of the two vehicles involved. Hence the likelihood function of it is represented by:

P
(
zvp→vq = z

vp→vq
t |xvpt ,x

vq
t

)
Those V2I relative observations are about the relative measurements between vehi-

cles and fixed data collection points. More specifically, observations generated by the

data collection infrastructure are considered either as positive (vehicle is detected) or
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(a) GPS (b) Pairwise measurement

Figure 3.1 – Absolute and relative observations. (a) a GPS device mounted on vehicles
is a typical source of absolute referenced information. (b) the pairwise measure-
ments between vehicles are considered relative observations.
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Figure 3.2 – Trilateration. The unknown node is localised with relative ranges to at
least 3 reference nodes, which have their global position known.

negative (vehicle not detected). As the data collection point is fixed at a predeter-

mined position, the relative information of a vehicle in proximity is converted into an

absolute referenced observation. Given that the position of a stationary data collec-

tion point cq is predetermined to be a Dirac delta function at
(
xcq , ycq

)
, the likelihood
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function of the absolute referenced observation, that whether or not a vehicle vp is in

proximity of the data collector, is denoted by:

P
(
zvp→cq = z

vp→cq
t |xvpt , rcq =

[
xcq ycq

]T)
In the remainder of the thesis, we also adopt the term “absolute referenced observa-

tions” to represent the V2I relative observations, which are generated by fixed data

collection points. This is because every V2I relative observation is converted in the

first place.

3.2.2 Positive or Negative Observations

The absolute referenced observation from a data collector contains either positive

or negative detection of a vehicle. The relative information that whether or not a

vehicle is nearby can be converted into an absolute referenced observation since the

communication range and the location of the collection point are deterministic. When

a vehicle establishes V2I communication with a data collection point, it is considered

positive detection, which indicates the presence of the vehicle within the detection

area of the collection point. The detection area around the data collection point

where V2I communication is possible is bounded and represented by a circle centred

at the collection point covering the potential communication range.

On the other hand, if the data collector does not communicate with a vehicle for

a period of time, it is considered negative, absolute referenced information. The

inference from this is that the vehicle is likely to be somewhere outside the detection

area. It is important to note that this allows some level of localisation if the base

station does not have available GPS information for the vehicle. There are two

examples demonstrated in Figure 3.3, one showing positive information and the other

negative.

Likewise, the V2V relative observation could also be either positive or negative. Such

a relative observation between two vehicles indicates positive or negative detection by
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a vehicle about another. In addition, positive detection of a vehicle is accompanied

by an RSSI measurement, which can be used to refine the range information.

Obs = {pos, neg}

C1

V1

C2

(a) Positive information

Obs = {neg, neg}

C1

V2

C2

(b) Negative information

Figure 3.3 – Positive and negative information scenarios with fixed data collection
points C1 and C2. (a) Vehicle V1 is detected near collector C1. The location of
V1 is constrained to the coverage area of C1, excluding the possibility that V1 is
outside the area of C1. (b) V2 is outside the coverage area of both C1 and C2,
reducing the probability that V2 is close to collectors C1 and C2.

3.2.3 Real-time or Time Delayed Observations

The absolute referenced observations from the infrastructure (i.e. data collection

points) are considered real-time information, which becomes available to the base

station as soon as it is generated. This includes positive (vehicle is detected) or neg-

ative (vehicle not detected) information about the likelihood of a vehicle being in the

area around the data collection points. On the other hand, observations produced

by vehicles running in the field are shared between vehicles via V2V interactions and

eventually flow to a data collection point or the base station through V2I communi-

cation. An example of the information flow was illustrated in Figure 1.8 in Section

1.3.

The relaying of the observations is defined in this thesis as observation harvesting,

which is the process where vehicles that are not in contact with the infrastructure

can still have its information transmitted back to the central base station. The ob-

servations of interest in the observation harvesting include vehicle egocentric position

updates and V2V relative measurements. They are shared amongst vehicles and

before they are eventually brought to a fixed data collector, it could have been a
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potentially significant time elapsed since they were generated. Suppose an observa-

tion generated at time t is received by the infrastructure at the present time k. It is

considered a time delayed observation with a latency of k − t seconds when t < k.

The latency can be on the order of minutes for large environments.

There is a special case where a harvested observation is considered real-time informa-

tion. When a vehicle is within the communication range of any data collection point,

its observations are immediately known by the base station through V2I communica-

tion, which means t = k. This is the best case in the observation harvesting process

as the time delay is zero.

Delayed observations are also useful in reducing the uncertainty of position estimates,

especially when real-time observations are not available. A filter must be able to utilise

both real-time and delayed observations in this scenario to achieve a higher tracking

accuracy. Figure 2.9 in Section 2.6.6 demonstrated how delayed observations help

constrain the estimate of the target position by using a delayed-state filter.

3.3 Continuing the Motivating Example

Recall the motivating example presented again in Figure 3.4. We will use this example

to show the different types of observations described above.

1. From the viewpoint of the base station, information at time tnow−m−n is sum-

marised as follows.

1.1. C1 did not detect V2 and V3.

1.2. C2 detected V1 in its detection range.

1.3. C2 acquired the position of V1 at the time provided from GPS reading

through a direct connection to it.

1.4. C2 acquired the information that V1 did not detect V2 and V3 at this

time.
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position to C2
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of V1 gets
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Detection Range

Data Collection Point

(a) tnow−m−n

C1 V1

V2

V3
V2 transmits
its current
position and
position of V3
m seconds ago
to V1

(b) tnow−n

C1

V1
V2

V3

V1 transmits its current position,
position of V2 n seconds ago,
and position of V3 m+n seconds ago to C1

Estimate of V3 gets updated

Estimate of V1 gets updated

Estimate of V2
gets updated

(c) tnow

Figure 3.4 – A duplicate of Figure 1.7. In (a), the position information of vehicle V3
was known to V2 when they met. The information was then forwarded to V1 when
V1 and V2 moved close, as shown in (b). Lastly in (c), through data collection
point C1, the base station received the information, though delayed for V2 and V3,
from returning V1 and estimation updates for all three are achieved.

1.5. C2 did not detect V2 and V3.

2. Information at time tnow−n from V1’s perspective is summarised as below.

2.1. V1 detected V2 in its detection range.

2.2. V1 got the position of V2 at this time through a P2P connection to it.

2.3. V1 acquired the position of V3 m seconds ago, which was carried by V2.

2.4. V1 acquired the relative information that V2 and V3 detected each other

m seconds ago.

2.5. V1 acquired the information that it was detected by V2.

2.6. V1 acquired the information that it was not detected by V2 and V3.

2.7. V1 acquired the information that V2 did not detect V3.
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2.8. V1 did not detect V3.

3. At time tnow, all information carried by V1 is known to the base station via a

direct connection to collection point C2. We summarise below the information

available at the base station end.

3.1. C1 detects V1 in its detection range.

3.2. C1 gets the position of V1 at this time through a direct connection to it.

3.3. C1 acquires the position of V2 n seconds ago through V1.

3.4. C1 acquires the position of V3 m+ n seconds ago through V1.

3.5. C1 acquires the information that V1 and V2 detected each other n sec ago.

3.6. C1 acquires the information that V1 and V2 did not detect V3 n sec ago.

3.7. C1 acquires the information that V2 and V3 used to detect each other

m+ n sec ago.

3.8. C1 gets the information that V2 and V3 did not detect V1 m+ n sec ago.

3.9. C1 acquires the information that V1 does not detect V2 and V3.

3.10. C1 does not detect V2 or V3.

3.11. C2 does not detect V1, V2 or V3.

The observations from the information listed above are grouped into different types,

as shown in Table 3.1. Please note that the “real-time” and “time delayed” are about

the time an observer received the observation, relative to the time the observation was

created. For example, in the information described above in 1.3, the absolute egocen-

tric observation of V1 obtained by C2 was considered real-time as it was transmitted

to the infrastructure as soon as it was created at time tnow−m−n. On the contrary, in

the information indexed as 3.3, the absolute egocentric observation of V2 was a time

delayed one because it was not known by C1 until n seconds later than the time it

was generated.



3.4 Observation Types Considered in Main Research Contributions 67

Table 3.1 – Observations types of information in Figure 3.4(a)

Observation Type Index of Information

real-time positive 1.2, 3.1

absolute referenced negative 1.1, 1.5, 3.10, 3.11

egocentric real-time 1.3, 2.2, 3.2
delayed 2.3, 3.3, 3.4

real-time positive 2.1, 2.5, 2.7
V2V negative 1.4, 2.8, 3.9

relative delayed positive 2.4, 2.6, 3.5, 3.7
negative 3.6, 3.8

Table 3.2 – Observations types considered in main research contribu-
tions

Observation Type Main Contribution

I II IV

real-time positive 3 3 3

absolute referenced negative 3 3 3

egocentric real-time 3 3 3

delayed 3 3

real-time positive 3

V2V negative 3

relative delayed positive 3

negative 3

3.4 Observation Types Considered in Main Research

Contributions

In the first main research contribution (Chapter 4) of this thesis, only real-time

absolute egocentric and referenced position observations from vehicles and data col-

lectors respectively are used in the fusion process. Comparing Main Contributions I

and II in Table 3.2, it can be seen that the second main contribution (Chapter 5) is

improved based on the first one with delayed absolute egocentric observations taken

into consideration in its filtering algorithm. In the first two main contributions of
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the research, the filters track vehicles individually, which means that V2V relative

observations are not considered in these stages. This is because the fusion of this

type of V2V information requires the consideration of cross-correlations between ve-

hicles. In Main Contribution IV (Chapter 7), the tracking approach has all kinds

of observations defined in this chapter considered in the filtering process. This can-

not be realised without the proposed nonparametric cooperative tracking algorithm,

which is able to deal with delayed and V2V relative observations. The cooperative

tracking approach proposed in Main Contribution IV is extended from that in Main

Contribution III (Chapter 6). Therefore the latter one is not listed in the table for

the discussion.

3.5 Vehicle Proximity Detection

The thesis proposes a vehicle proximity detection approach, to infer the approximate

position of a vehicle relative to another or to a fixed data collection point, given V2V

or V2I relative information, respectively. This approximate relative range information

is defined as “vehicle proximity” information in this thesis.

Specifically, the observation data required in the vehicle proximity detection approach

is simply wireless connectivity and RSSI measurements. The information is provided

by the wireless transceivers installed at each node (vehicle or infrastructure). The

connectivity measurement could be either Positive Connectivity (PC) or Negative

Connectivity (NC), respectively corresponding to the positive or negative detection

discussed previously.

However, geographical proximity of two nodes does not necessarily lead to positive

connectivity between them. Similarly, negative connectivity does not necessarily

mean two nodes are out of range, though positive connectivity certainly infers a

high probability that two nodes are in range. Instead of considering a deterministic

relationship between connectivity and proximity, the proposed vehicle proximity de-

tection approach incorporated historical V2V and V2I communication data to build

up probabilistic observation models. A detailed description of the approach could be
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(d) Joint likelihood of proximity

Figure 3.5 – Examples of likelihood of proximity between a vehicle and an infrastruc-
ture. (a) demonstrates the likelihood of distance given a negative V2I connectivity,
while the likelihood given positive connectivity and a RSSI measurement of -105
dBm is presented in (b). (c) illustrates the joint likelihood given two observations
(one positive and the other negative) from two data collection points. Another
example of the joint likelihood (two NCs) is given in (d).

found in Appendix C. For an absolute referenced observation, it is a V2I observation

z
vp→cq
t generated by a data collector cq about a vehicle vp. A PC event is observed,

along with an RSSI measurement, when the data collection point receives a packet

from the vehicle, otherwise an NC event occurs. Several likelihood examples given

V2I relative observations are presented in Figure 3.5. A V2V relative observation

z
vp→vq
t also contains RSSI information in the case of a positive connectivity event.

Figure 3.6 demonstrates some examples of likelihood functions given V2V relative

observations.



70 From Information to Observations

x (m)

y
 (

m
)

0.40

0.36

0.24

−500 −250 0 250 500
−500

−250

0

250

500

(a) Likelihood of proximity given
negative connectivity

x (m)

y
 (

m
)

0.04

0.23

0.73

−500 −250 0 250 500
−500

−250

0

250

500

(b) Likelihood of proximity given
positive connectivity and an RSSI
measurement

x (m)

y
 (

m
)

 

 

−500 −250 0 250 500
−500

−250

0

250

500

0

0.2

0.4

0.6

0.8

1
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Figure 3.6 – Examples of likelihood of proximity between vehicles. (a) demonstrates
the likelihood of distance given negative connectivity. The likelihood given positive
V2V connectivity observation and an RSSI of -85 dBm is presented in (b). (c) shows
the joint likelihood given multiple observations (two positive and one negative) from
three observer vehicles.

3.6 Notation of Likelihood Functions

The likelihood function given an absolute egocentric observation of a vehicle vp at

time t from an on-board egocentric localisation device is denoted as:

Ψ̃
vp
t , P

(
zvp = zvpt |x

vp
t

)
(3.1)

Though an absolute egocentric observation could be either real-time or time delayed,
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Table 3.3 – Likelihood from information in Figure 3.4(c) in Main Contribution I

Observer (at t = tnow)
Target V1 V2 V3 C1 C2

V1 N/A N/A N/A ΨV 1→C1
t ΨV 1→C2

t

V2 N/A N/A N/A ΨV 2→C1
t ΨV 2→C2

t

V3 N/A N/A Ψ̃V 3
t ΨV 3→C1

t ΨV 3→C2
t

Table 3.4 – Likelihood from information in Figure 3.4(c) in Main Contribution II

Observer (at t = tnow)
Target V1 V2 V3 C1 C2

V1 Ψ̃V 1
t N/A N/A ΨV 1→C1

t ΨV 1→C2
t

V2 N/A Ψ̃V 2
t N/A ΨV 2→C1

t ΨV 2→C2
t

V3 N/A N/A Ψ̃V 3
t ΨV 3→C1

t ΨV 3→C2
t

Table 3.5 – Likelihood from information in Figure 3.4(c) in Main Contribution IV

Observer (at t = tnow)
Target V1 V2 V3 C1 C2

V1 Ψ̃V 1
t Λ̃V 1→V 2

t Λ̃V 1→V 3
t ΨV 1→C1

t ΨV 1→C2
t

V2 Λ̃V 2→V 1
t Ψ̃V 2

t Λ̃V 2→V 3
t ΨV 2→C1

t ΨV 2→C2
t

V3 Λ̃V 3→V 1
t Λ̃V 3→V 2

t Ψ̃V 3
t ΨV 3→C1

t ΨV 3→C2
t

we do not differentiate these two types in terms of likelihood functions for the conve-

nience of formulations. The real-time one is considered as a special case of the time

delayed absolute egocentric observation with zero delay.

The likelihood function for the relative V2V observation between two vehicle nodes

vp and vq at time t is denoted by:

Λ̃
vp→vq
t , P

(
zvp→vq = z

vp→vq
t |xvpt ,x

vq
t

)
(3.2)

Again the real-time and delayed V2V relative observations are of the same notation

of the likelihood function.

Provided that the position of a data collector cq is a Dirac delta function at
(
xcq , ycq

)
,
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the likelihood function given an absolute referenced observation between a vehicle vp
and the data collector at time t is represented by:

Ψ
vp→cq
t , P

(
zvp→cq = z

vp→cq
t |xvpt , rcq =

[
xcq ycq

]T) (3.3)

Continuing the example shown in Figure 3.4(c), Table 3.3 interprets observations

gathered by the base station at time tnow and can be considered in the first main

contribution of the research in the form of likelihood functions defined above. More

observations are able to be fused in Main Contributions II and IV, see Tables 3.4

and 3.5, and naturally lead to improved tracking accuracy. In the last main contri-

bution, V2V relative observations are considered as complimentary information to

absolute ones in the fusion stage. The relative information is particularly useful to

constrain vehicle positions in cases of degraded GPS and GPS outage, in the use of

the cooperative tracking framework.

3.7 Summary

This chapter examines the information/observation aspect of the proposed approach.

It defines observations according to various types of information that could be used to

constrain positions of vehicles. It is important to note that the proposed vehicle prox-

imity detection model is not aiming at accurate ranging, which requires consideration

of complicated signal propagation models. Instead, an approximate distance between

a pair of vehicles could be probabilistically determined by combining communication

connectivity and RSSI measurements. This is easily achieved at no additional band-

width cost, as nodes necessarily communicate when they meet. The next chapter

will present the approach for the long-term vehicle motion prediction, in which the

real-time absolute egocentric and referenced observations are used.



Chapter 4

Probabilistic Long-Term Vehicle Mo-

tion Prediction

4.1 Introduction

This chapter presents an innovative algorithm that incorporates parameters obtained

from the environment and the vehicle history to obtain consistent long-term vehicle

prediction. It introduces ASPs and timing profiles into the motion model, and to

describe correlation of motion parameters for vehicle movement. The proposed ap-

proach is to install V2I communication capabilities in the fleet of vehicles and use a

number of fixed data collection points to receive position updates when the vehicles

are in range. The remainder of the chapter is organised as follows. Section 4.2 in-

troduces the modelling of the environment including roads, intersections and areas,

followed by a probabilistic formulation of a long-term motion prediction algorithm

in Section 4.3. Experiment results are presented in Section 4.4. Lastly the work

presented in this chapter is summarised in Section 4.5.
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4.2 Modelling Environment Properties

One of the fundamental requirements to model the behaviour of the vehicle is to

obtain an accurate description of the areas of operation. The operating environment of

mining vehicles usually covers very large areas. This environment can be represented

by a road network based on context areas (loading areas, parking lots, etc.) connected

by winding road segments and intersections formed by crossing roads. As an example,

Figure 1.6 in Section 1.3 illustrates this map representation for an actual mining

operation. This information is built based on [4] and [5] and is incorporated as prior

knowledge. The dynamics of a vehicle in such an environment is dictated by the

physics of the possible vehicle motion. The motion of the vehicles in this context

is affected by many different environmental factors, such as condition and curvature

of the road, visibility, traffic stream variables [34], weather conditions and more.

Another important constraint is that the vehicle motion is ultimately bounded by the

road networks [67].

4.2.1 Behaviour of Vehicles

The constant velocity model is the most basic model to predict vehicle motion. In

practice however, the vehicle velocity is constrained by many factors. A vehicle

may run faster on a straight or downhill road. On the other hand, harsh weather

conditions (e.g. foggy, rainy, snowy), and terrain variations such as corners and upside

gradients, will generally result in lower velocity. In cargo handling applications, the

vehicle load could also affect the speed. In addition to the physical constraints, a

vehicle will always have certain probability to stop anywhere and at any time due to

operational reasons (taking a break), engine problems, queuing/traffic or in the event

of an accident.

A vehicle has a much higher probability to stop at an intersection, or in a “context

area” such as parking lot, loading area, etc. than on a road. A driver could cross

an intersection without deceleration when there are no other vehicles around. In
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Figure 4.1 – Acceleration and speed profiles of two parallel roads #108 and #109.
(b) and (c) illustrate distributions of acceleration and speed against distance along
roads #108 and #109 respectively. In spite of having almost the same road cur-
vature, the acceleration and speed profiles are quite different mainly due to the
differing road gradients.

other cases, the driver could wait for a short period until it is safe to continue, or

an extended period in the event of heavy traffic conditions. There could also be a

particular context area where the vehicles are known to stop for a period of time. For

example, a vehicle could spend 2 minutes picking up cargo at a loading area, then

wait 30 seconds at an intersection when moving to dumping area, and take 1 minute

to dump the load. There are many other possible stopping cases, such as the driver

taking a break, swapping drivers, refuelling the vehicle to name a few.

The next section presents a technique to incorporate these uncertainties into the

prediction models.

4.2.2 Modelling Road Segments

Determining the potential range of vehicle dynamics for each part of the road is neces-

sary to improve the long-term position estimate. In order to obtain this information,

a road segment connecting two intersections or areas can be divided into slots. For

each road segment in the road network, and each slot on the road segment, histograms
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Figure 4.2 – Speed PDF with and without stopping probability. (a) Speed PDF as-
suming the vehicle runs all the time. (b) Speed PDF with stopping probability.
This model has a non-zero value at speed zero. The position estimate after 100
iteration for the non-stopping speed PDF gives a belief of position with all prob-
ability mass distributed around its mode, see (c). On the other hand, (d) shows
that the prediction with a stopping probability has long tail behind to represent a
non-zero probability of a stopping vehicle.

of the vehicle acceleration and speed are generated with the historical motion data

collected from the vehicles in operation [175], [174]. An example obtained from ex-

perimental data is shown in Figure 4.1(a), showing two road segments connecting two

intersections. Each road segment represents a one directional lane, meaning that a

two-way road is made up of two road paths.

Predictions models generally assume that the vehicle is moving all the time, which

is not always a correct assumption. The vehicle could stop anywhere because of

unpredictable factors such as an engine fault or an accident. The kinematic model

used in this chapter is improved by incorporating the stopping probability. Figure

4.2 demonstrates the difference in the prediction outcome resulting from the inclusion
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Figure 4.3 – Timing profiles of intersection and area. (a) illustrates 2 paths that
can be chosen to cross the intersection #205. The timing profiles for these two
opposite paths are clearly different. (b) demonstrates a spread timing distribution
with roughly two modes, due to queuing time potentially spent in the loading area
#208.

of the stopping probability. It is clear that the model that includes the stopping

probability is more representative of the real world situation, where the probability

of a vehicle stopping at any position along its trajectory is non-zero.

4.2.3 Modelling Intersections and Areas

Vehicle behaviour at intersections and other important context areas is less struc-

tured, with more complex activities when compared to a road. For this reason, it is

not feasible to model the vehicle motion by considering a speed profile as the motion

is primarily determined by other factors such as movement of nearby vehicles. The

increased probability of the vehicle to stop for any amount of time can be represented

using a “timing profile”, which can empirically determine the probability of the time

taken for a vehicle to traverse a context area. Suppose an intersection has M entry

roads and N exit roads, generating M × N potential paths. For each path, a tim-

ing profile can be built with the statistical distribution of time taken to cross this

intersection or area. It is necessary to determine the timing profile for each potential

path as the timing is likely to be different depending on the entry and exit points of



78 Probabilistic Long-Term Vehicle Motion Prediction

−1200 −1000 −800 −600 −400 −200 0 200

1400

1600

1800

2000

2200

2400

2600

2800

3000

x (m)

y 
(m

)

Blurring
Straight

Corner
Straight

Road #116

r 26

r 58

r 90

r 100

r 124

r 72

(a) Road #116 on field map

P(a) (142576 samples)

a 
(m

/s
2 )

0 500 1000 1500

−0.2

0

0.2

P(v) (143386 samples)

distance (m)

v 
(m

/s
)

0 500 1000 1500
0

5

10

15

0 100 200 300 400 500 600
0

0.005

0.01

0.015
P(t) (74 samples)

time (s)

pr
ob

ab
ili

ty

r26 r58 r72 r90 r100 r124

(b) Road #116

Figure 4.4 – Acceleration, speed, and timing profiles of road #116. (a) shows segments
on road #116. Some example position slots are labelled in both (a) and (b) (rx
means position slot #x). The blurring segment in (a) is characterised with blurred
acceleration and speed distributions found in (b) (from distance about 250 to 500
m). It is followed by two straight segments, and a corner segment ranging approxi-
mately from 800 to 1000 m. The blurring effect reflects high motion diversity when
vehicles pass the segment. When getting into the corner segment, vehicles generally
have to slow down for safe pass, and accelerate when moving out. Furthermore,
vehicles are likely to keep a constant speed when running on straight segments of
road #116.

the context area. In Figure 4.3(a), the timing profile can be seen to be different for

each path crossing the intersection. According to a spreading distribution in Figure

4.3(b), the time taken for vehicles traversing area #208 is rather uncertain.

A timing profile can also be used to determine the probability of the length of time

a vehicle will stop on a particular road based on the empirical evidence. If a vehicle

was to stop on a road, the timing profile is used to determine when the vehicle is

likely to start moving again. Examples of timing profiles for road #116 can be seen

in Figure 4.4(b). Note that a small uniform distribution is added into timing profile

of a road during post-processing, to avoid empty bins caused by insufficient stopping

samples.
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4.2.4 Acceleration Speed Profiles

The kinematic model for moving vehicles was created using an acceleration speed

profile (ASP) for each position slot on road segment, statistically representing vehicle

movement characteristics given a particular position. From the kinematic point of

view, a strong inter-relationship exists between acceleration, speed, and position.

Vehicles are likely to speed up on a straight road but slow down when getting close

to a corner. A vehicle driving at a slow speed could possibly be decelerating in

preparation to stop, or preparing to accelerate in order to ramp up to the average

speed for that section of road.

This section introduces a measure of the correlation between vehicle acceleration,

speed, and position that is implicitly built into ASP, which describes P (a, v|r).

The motion data along with the position on road segment #116 are given in Figure

4.4, where the variation in distributions of acceleration and speed can be seen. How-

ever, the correlation between acceleration and speed is not obvious. An example of

ASP on a particular position slot is illustrated in Figure 4.5(a). There are very impor-

tant relationships that are revealed by evaluating the acceleration speed correlation

coefficient ρ, also known as Pearson’s r which is defined by:

ρ =
cov (a,v)

σaσv
(4.1)

where a is a random Gaussian acceleration variable with mean µa and standard

deviation σa. v is a random Gaussian speed variable with mean µv and standard

deviation σv.

Positive value of ρ means a positive correlation of acceleration and speed and vice

versa. A weak relationship between them is represented by zero or near zero ρ.

Suppose the speed and acceleration at time k are vk and ak respectively, then the

variance of speed at time k + 1 can be evaluated using the basic kinematic equation

vk+1 = vk + ak∆T .
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σ2
vk+1

= cov (vk+1,vk+1) = σ2
vk

+ ∆T 2σ2
ak

+ 2∆Tcov (ak,vk)

Substituting Equation (4.1) into the above yields:

σ2
vk+1

= σ2
vk

+ ∆T 2σ2
ak

+ 2∆Tρkσvkσak

Define Rk as a threshold of acceleration speed correlation coefficient used to determine

whether or not the correlation coefficient ρ will lead to divergence of speed PDF at

k + 1.

Rk = −∆Tσak
2σvk

The variance of speed at time k + 1 fulfils:

σ2
vk+1

 < σ2
vk
,

≥ σ2
vk
,

ρk < Rk

ρk ≥ Rk

(4.2)

The evolution of speed distribution could be predicted by Equation (4.2). Generally,

a negative acceleration speed correlation with ρ < Rk makes the speed PDF converge

at the next time step. On the other hand, divergence of speed PDF occurs with

ρ > Rk. Together with µa, some typical vehicle instantaneous motion trends on roads

are summarised in Table 4.1 and explained by ρ.

It can now be seen that the ASPs obtained from experimental data match the analysis

of motion trend obtained by ρ and µa. When vehicles drive into a corner segment at

approximately 800 to 1000 m along road #116, the ASP information in Figure 4.5

shows that vehicles running at a high speed have to slow down for safety while the

slower speed ones do not. This is presented in vi) of Table 4.1. As predicted in v),

vehicles at a low speed accelerate when they are moving out of the corner, see Figure

4.6.
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An obvious blurring segment (from distance about 250 to 500 m) on road #116 is

found on both acceleration and speed PDFs in Figure 4.4. The blurring effect reflects

high motion diversity when vehicles pass this segment. The ASPs when vehicles are

about to enter and leave the blurring segment are shown in Figures 4.7 and 4.8. On

the position slot #26, the blurring of speed PDF begins with a positive correlation

of acceleration and speed which matches the divergence case described as trend vii)

in Table 4.1. The speed PDF then starts to become concentrated at the position

slot #58, matching the trend iv). Two additional examples in Figures 4.9 and 4.10

show vehicles’ intention to keep a constant speed on straight parts of road #116 via

analysis of the ASPs. The cases correspond to i) in the table.

It should be emphasized that the term of acceleration speed correlation ρ is intro-

duced only for analysis purposes. The correlation information has been built into the

ASPs implicitly. In post-processing, the ASPs are added with a constant positive

acceleration for low speed bins and a negative one for high speed ones. This is done

to deal with bins without samples as well as to constrain the predicted speed PDF.

Table 4.1 – Instantaneous motion trends on a particular position slot

Conditions Motion Trend

i) µa = 0, ρ = R Most vehicles keep constant speed.
ii) µa > 0, ρ = R Vehicles tend to speed up.
iii) µa < 0, ρ = R Vehicles are likely to slow down.
iv) µa = 0, ρ < R Higher speed vehicles slow down,

while lower speed ones accelerate.
v) µa > 0, ρ < R Vehicles running at lower speed ac-

celerate while higher speed ones
maintain current speed.

vi) µa < 0, ρ < R Lower speed vehicles keep constant
speed but ones with higher speed
decelerate.

vii) ρ > R Vehicles keep moving but slower
ones tend to decelerate further, pos-
sibly preparing to stop.
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Figure 4.5 – Acceleration speed profile when entering the corner (r90, i.e. position
slot #90) on road #116. (a) describes acceleration PDF depending on speed on
the position slot. (b)/(c) represents acceleration/speed distribution on the position
slot, obtained by marginalising speed/acceleration away from the ASP. Mean ac-
celeration µa is found to be −0.13, standard deviation σa = 0.09 and σv = 1.52.
(d) shows the correlation between acceleration and speed. The ASP at the position
suggests a negative µa and a correlation coefficient ρ = −0.35, smaller than thresh-
old R = −0.03 on the particular position. The correlation information indicates
that the vehicles running at a speed higher than average have to slow down for
safety purposes while the slower ones do not, which is presented in vi) of Table 4.1.
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Figure 4.6 – Acceleration speed profile when leaving the corner (r100 on road #116.
(a) shows acceleration conditional on speed on the position slot. (b) As predicted
in v) of the table, vehicles at a low speed accelerate according to a positive µa and
ρ < R when they are moving out from the corner.
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Figure 4.7 – Acceleration speed profile when entering the blurring segment on road
#116. On the position slot #26, the blurring of speed PDF begins with a positive
correlation of acceleration and speed i.e. ρ = 0.51, which matches the divergence
case described as trend vii) in Table 4.1.
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Figure 4.8 – Acceleration speed profile when leaving the blurring segment on road
#116. The speed PDF keeps spreading out until the position slot #58, at which
the ASP gives a ρ < R on the position. With a µa almost zero, the speed PDF
then begins to concentrate, matching the trend iv) in the table.
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Figure 4.9 – Acceleration speed profile on a straight segments on road #116. It show
vehicles’ intention to keep a constant speed on straight parts of the road #116,
according to near zero µa and ρ equal to threshold. These cases correspond to i) in
Table 4.1.
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Figure 4.10 – Acceleration speed profile on another straight segments on road #116.

4.3 Long-Term Multiple-Model Motion Prediction

The prediction and tracking problem stated in this chapter can be formulated by

multiple motion model approaches, in which multiple motion models are matched to

different motion states of the tracked object. Interested readers may find details and

examples on this topic in papers [137], [157] and [64].

A vehicle at time k can be in one of three motion states. These are defined as Moving

On Roads (MOR), Stopping On Roads (SOR) and Passing Intersections and Areas

(PIA), i.e.,

Sk ∈ {s1 = MOR, s2 = SOR, s3 = PIA}

A vehicle may stay in the same motion state, or move from one state to another.

Figure 4.11 illustrates the motion state machines and transitions between three states.

The state vector for the vehicle at time k is written as:

xk = [(rk)
T vk τk]

T

where rk ∈ R2 is the position of the vehicle at time k, vk ∈ R is the instantaneous

speed of the vehicle, and τk is the time remaining when stopping on roads or passing

intersections and areas. τk has a positive value for Sk ∈ {s2, s3} states and it is

constantly 0 for vehicles in Sk = s1 state. The road map information is introduced
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as a function of vehicle position describing two motion environment categories: Road

Segments (RS), and Intersections and Areas (IA), which gives:

fmap (rk) ∈ {RS, IA}

Moving On
Roads

Stopping On
Roads

Passing
Intersections

and Areas

Figure 4.11 – Motion state machines. A vehicle may stay in a motion state, or transits
from a state to another when conditions are fulfilled.

4.3.1 State Transition Functions

The transition function represents the probability that a vehicle motion state transits

from initial state i to final state j at time k.

Psi→j (k) , P (Sk = sj|Sk−1 = si, ξk−1) (4.3)

where ξk−1 is the condition for the state transition, such as if the stopping time runs

out, a vehicle moves into an area, or even none.

Transit from MOR state to SOR state is statistically described by:

Ps1→2 (k) , P (Sk = s2|Sk−1 = s1, fmap (rk−1) = RS)

= Pstopping (rk−1)
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where Pstopping (rk−1) is stopping probability as a function of vehicle position. It

describes the probability that a vehicle may stop when moving on roads.

The probability of staying in MOR state is written as:

Ps1→1 (k) , P (Sk = s1|Sk−1 = s1, fmap (rk−1) = RS)

= 1− Pstopping (rk−1)

However, transitions from SOR state and PIA state to MOR state given stopping

time are deterministic.

Ps2→1 (k) , P (Sk = s1|Sk−1 = s2, τk−1 = 0) = 1

Ps3→1 (k) , P (Sk = s1|Sk−1 = s3, τk−1 = 0) = 1

Probabilities of staying in SOR and PIA states given positive stopping time value are

also equal to 1.

Ps2→2 (k) , P (Sk = s2|Sk−1 = s2, τk−1 > 0) = 1

Ps3→3 (k) , P (Sk = s3|Sk−1 = s3, τk−1 > 0) = 1

Lastly, a vehicle moving into intersections and areas instantly changes to PIA state.

Ps1→3 (k) , P (Sk = s3|Sk−1 = s1, fmap (rk−1) = IA) = 1

Those state transition functions Psi→j (k) unlisted above are set to be 0.

4.3.2 Motion Models
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The vehicle dynamics is described by a set of motion models. Each transition of states

corresponds to a motion model written as:

Pmi→j , P (xk|xk−1, Sk = sj, Sk−1 = si) (4.4)

For vehicles staying in MOR state, the motion model Pm1→1 used contains accel-

eration information conditional on speed vk−1 and position rk−1 from ASP at time

k − 1, written as P (ak−1|vk−1, rk−1), and simple acceleration-velocity-position kine-

matic model P (rk, vk|rk−1, vk−1, ak−1) with road map information incorporated.

The transitions from MOR state to SOR and PIA states respectively correspond

to the motion models Pm1→2 and Pm1→3, in which the timing profile P (τk|rk) is

included to describe a probabilistic stopping time that the vehicle will stay in either

state.

During the time a vehicle is in the SOR or PIA state, motion models Pm2→2 or Pm3→3

are used respectively which involve the remaining stopping time shifting function

P (τk|τk−1).

When the stopping time is up, the vehicle in state SOR or PIA resumes to MOR

state with motion model Pm2→1 or Pm3→1 respectively. Specifically, the latter one

brings the vehicle position back to the roads.

4.3.3 Vehicle Egocentric and V2I Observations

Absolute vehicle egocentric observations are provided by on-board GPS devices. This

information can contain geographical errors due to noise, multipath and poor satellite

constellations. In addition, several data collection points are distributed in the field to

operate as observers, offering V2I measurements (absolute referenced observations).

The topic on observations has been discussed in Chapter 3.

Recall that the likelihood function given an absolute observation of vehicle vp at time

t from the on-board GPS is denoted in the form of:
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Ψ̃
vp
t , P

(
zvp = zvpt |x

vp
t

)
Also recall that the likelihood function given an absolute referenced observation is

represented by:

Ψ
vp→cq
t , P

(
zvp→cq = z

vp→cq
t |xvpt ,x

cq
t

)
where zvp→cqt is the observation measured by data collector cq at time t.

4.3.4 Bayesian Estimation

Prediction Stage

The prediction stage of the multiple models motion tracking for vehicle vp is written

as:

P
(
xvpk , S

vp
k |Z

vp
1:k−1

)
=

3∑
i=1

3∑
j=1

∫
Pmi→jPsi→j (k)P

(
xvpk−1, S

vp
k−1|Z

vp
1:k−1

)
dxvpk−1 (4.5)

Update with/without Egocentric Observations

If vehicle vp transmits its information to one of data collection points, i.e. egocentric

observation Ψ̃
vp
k is available at time k, the filter updates with absolute referenced

observations (one of them positive while the rest negative) together with egocentric

GPS observation of vehicle node vp at time k.

P
(
xvpk , S

vp
k |Z

vp
1:k

)
∝

(
Ndc∏
q=1

Ψ
vp→cq
k

)
Ψ̃
vp
k P

(
xvpk , S

vp
k |Z

vp
1:k−1

)
(4.6)
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In Formulas (4.5), (4.6), the observations vector Zvp1:k−1 is holding all available obser-

vations regarding the node vp up to time k − 1.

The estimate also gets updated by fusing all negative absolute referenced observations

when the vehicle is beyond the detection range of any data collection point. In this

case, Ψ̃
vp
k does not exist in Equation (4.6) as the egocentric observation is not available

at time k.

4.3.5 Particle Filtering Algorithm

Gaussian based tracking algorithms are not appropriate due to non-Gaussian prop-

erties of the speed and timing profiles in the vehicle motion model. In addition, the

vehicle prediction/tracking problem presents non-linearities in motion state transi-

tions and dynamics models. For this reason, particle filtering [181] [38] [56] is well

suited for the type of problem discussed in this paper. So far it has been widely used in

vision-based traffic features recognition/detection approaches to track vehicles [153],

pedestrians [119], lanes [96] or traffic signs [114].

Table 4.2 – Algorithm: Particle filtering for long-term motion prediction and tracking

{xik, Sik, wik}Li=1 ← Particle_Filter
(
{xik−1, S

i
k−1, w

i
k−1}Li=1,Zk

)
1: draw L particles from initial PDF
2: for i = 1 to L do
3: propagation: draw Sik ∼ P

(
Sk|Sik−1 = si, ξk−1

)
4: draw xik ∼ P

(
xk|xik−1, S

i
k, S

i
k−1

)
5: update weight with absolute referenced observations:

wik ∼
(∏Ndc

q=1 Ψ
vp→cq
k

)
wik−1

6: update weight with egocentric observation:
wik ∼ Ψ̃

vp
k w

i
k if Ψ̃

vp
k exists

7: end for
8: normalise weights {wik}Li=1

9: if N̂eff < Nthr do
10: Resample with replacement L particles from

{xik, Sik, wik}Li=1 according to {wik}Li=1

11: end if
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In the proposed particle filtering algorithm, each vehicle running in the field is tracked

by a separate particle filter maintained on a central base station, which uses a set of

particles to represent state distribution at time k.

{xik, Sik, wik}Li=1 ∼ P (xk, Sk|Zk)

where xik is further factorised to xik = [(rik)
T
vik τ

i
k]
T .

A description of the particle filtering algorithm is given in Table 4.2 in the form of a

pseudocode. To prevent weight degeneracy, resampling is adopted in the algorithm

when quantity of effective particles N̂eff is below threshold Nthr.

4.4 Experiment Validation

4.4.1 Experiment Setup

Data from a working mine operation (see Figure 4.12) was used to demonstrate the

motion prediction algorithm presented. The vehicle state information collected in-

cludes vehicle position and speed (from GPS). Post-processing was performed to eval-

Figure 4.12 – Haul trucks running in a mining field.
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uate stopping probability on roads, time taken to resume running as well as the length

of time a vehicle spent on an area or intersection. The acceleration, speed and timing

profiles are constructed for each road segment, intersection and area based on histor-

ical data of 25 days (600 hours) collected from 5 vehicles. A summary of real data

used in building up the motion model for some road segments and areas/intersections

is given in Table 4.3. An overall stopping probability of 0.03% is determined from

the data.

It is important to note that there was no significant change to the operation of the

filter when the vehicle models were generated using only half of the available historical

data (approximately 2 weeks). It will be demonstrated in the results that the model

generated using the first half of the data was very similar to the model using the

second half, indicating that in the scenarios presented in this chapter the vehicle

model generalises well to new instances of vehicle movement.

The approach presented in this chapter was successfully used to predict and track a

fleet of vehicles over the entire site where data was collected. The results included

in this chapter were taken from a typical set of road segments and areas using data

from a number of vehicles. This scenario was selected as it demonstrates a wide range

of road and area geometries and profiles. Similar results were obtained for the other

vehicle activities on site.

Table 4.3 – Summary of true data collected

Cases Motion
Samples

Timing
Samples

Road #108 1273 83509 7
Road #109 1228 84926 58
Road #110 1260 72890 71
Road #111 1301 76134 21
Road #112 674 154980 30
Road #116 689 141888 74
Area #203 2711 N/A 2711
Area #205 2881 N/A 2881
Area #208 719 N/A 719
Area #209 2551 N/A 2551
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4.4.2 Entropy of Target Agent

Entropy is adopted as a metric to estimate the algorithm performance. The indicator

of the uncertainty contained in position estimates of the target vehicle, that is the

entropy for a single vehicle at time k is calculated by:

H (xk) = −
n∑
s=1

pmk (s) log2pmk (s) (4.7)

where pmk (s) is probability mass of position slot s from total n slots along the

vehicle’s route at time k. A path inside an area/intersection is considered as an

individual position slot.

The probability mass on position slot s could be calculated by summing up all weights

of particles on the slot, i.e.,

pmk (s) =
∑
rik∈s

wik

A brief description of vehicle entropy could also be found in [3].

4.4.3 Generic Prediction

A total of 689 true trajectories data on road #116 are shown in Figure 4.13(a). As

Figure 4.13(b) depicts, the algorithm gives a prediction with position distribution

close to true data. The two figures match well in terms of 1-sigma and 2-sigma

confidence areas. However, an apparent difference comes from the 3-sigma areas. We

clearly see in the 3-sigma confidence area a few stopping cases running behind the

majority in true data. Among them, a vehicle stopped for at least 2 minutes near

position 1200 m. Nevertheless, it is not suggesting that a vehicle tends to stop at

certain positions. The stopping position is assumed to be unpredictable on the road,

as a vehicle could stop anywhere along its trajectory. The limited stopping samples
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(b) Prediction

Figure 4.13 – True trajectories on road #116 and prediction. Generally the algorithm
gives a consistent prediction result with position distribution rather close to true
data.
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(b) Prediction

Figure 4.14 – Details of true positions on road #116 and prediction. Position distri-
butions on several time slots are demonstrated for a comparison of true positions
and prediction. The prediction has a close match to the true data. Long thin tails
along prediction trajectories could be clearly observed in the right figures.
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contained in the true data set are far from enough to well describe the stopping

behaviour on roads, as vehicle stopping is a rare event. As a result of an overall

stopping probability along the road considered in the prediction algorithm, Figure

4.13(b) has almost all positions behind the main probability mass covered by 3-sigma

confidence area, which is close to the real world situation. The long thin tail along

the predicted trajectories can be clearly seen in Figure 4.14. Figure 4.15 illustrates

the difference between average position in predictions and mean true positions along

with time. It is seen that the prediction error remains under 40 m.
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Figure 4.15 – Prediction error on road #116.
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Figure 4.16 – True finish time on road #116 and prediction by motion model. In (b),
4823 particles finished the trip in 400 s.

Figure 4.16 compares the time taken to finish road segment #116 from the true data

with the prediction. It can be seen that the distribution and the mean are very similar

for each. A few cases from the collected dataset are observed to have the finish time

larger than 300 seconds. This is probably due to stopping on the road. Since the

prediction takes into account a stopping probability, every bin over 300 seconds also

has non-zero counts in the prediction result.

An interesting comparison is presented in Figure 4.17(a), where the initial vehicle state

(position, velocity) are set from the true data. For the case where the real initial speed
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Figure 4.17 – Initial speed the prediction starts with. a) the generic prediction con-
siders the initial speed of all true cases b) the prediction for a particular true case
starts with an initial speed given as a Gaussian distribution with mean equal to
true initial velocity, in this case 5 m/s (e.g. N(5, 0.22)).
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Figure 4.18 – Prediction on road #116 with initial true speed known

and position are known, the prediction yields a more accurate result. As shown in the

figure, the algorithm is initialised with speed from 689 true trajectories for general

motion predictions. When dealing with a specific true case, the prediction yields a

more accurate result with the initial true speed given. As an example demonstrated

in Figure 4.18, the prediction result with the initial speed determined as N(5, 0.22) is

observed to be more constrained compared to the general prediction in Figure 4.13(b).
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(b) Prediction using the second half of data

Figure 4.19 – Predicted trajectories on road #116 by two models independently built
with the first and second half of motion data. Generally, the two models produce
very close results.
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(a) Prediction using the first half of data
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(b) Prediction using the second half of data

Figure 4.20 – Predicted finish times on road #116 by the two motion models. They
are found to only have a difference of about 4 seconds in mean values.

To illustrate that the motion model generalises well with the 25 days worth of data,

the total available historical data set was halved into two. Based on these two subsets,

two independent motion models were built up and compared. Figure 4.19 show that

the prediction results on road #116 by the models are fairly close. This also could

be told by comparing the finish times on the road, see Figure 4.20.
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4.4.4 Particular Tracking Cases
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Figure 4.21 – Vehicle route on field map. V2 commenced the trip at the starting
point of road #116, communicated with infrastructure when approaching to the
data collection point C2 set at the centre of intersection #205, and finished the trip
in the middle of road #109. The wireless signal of data collection point covered a
circle with a radius of 200 metres.

A Single Vehicle Case without Stopping

The area selected for these experiments is shown in Figure 4.21. In this case one

data collector C2 was installed in the intersection #205, and a vehicle V2 moved

from one end of road #116, past the intersection #205 before finishing the trip in the

middle of road #109. The first experiment used neither the data collector information

nor GPS observations and the evaluation of the vehicle position relies on prediction

only. The second experiment presents the tracking results considering the egocentric
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GPS observations and V2I measurements provided by the data collection points. The

third experiment is an identical tracking case to the second one, except for removal

of the egocentric GPS observations. With only V2I measurements enabled in update

process, the third experiment demonstrates the tracking performance of the algorithm

during a GPS outage. When the vehicle trip was initiated, the algorithm predicted

(without observations) or tracked (with V2I and GPS observations) the position of the

vehicle along the route. Communication between the vehicle and the data collection

point was possible when the relative distance between the vehicle and data collector

is less than the communication range. A particle filter with 5000 particles was used

to implement the estimation. Tracking with 1000 particles gives close result to 5000,

however the latter was chosen for better visualisation effect of figures.
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Figure 4.22 – V2I interactions in tracking with GPS case. a) demonstrates change of
distance between the vehicle node and the data collection point. Blue lines in b)
denote success of V2I communication and blank if fail. The same is the V2I com-
munication in the case of tracking with GPS outage. However no communication
activity existed for the prediction only case.

Figure 4.22 summarises interactions between the vehicle and the infrastructure. The

relative distance between them descended when V2 approached C2 and increased

after the agent passed and moved away. Communication between the vehicle and the

data collection point began and retained as long as the relative distance was under

the signal radius of the collection point. Each successful V2I communication in Figure

4.22(b) infers a information upload process from the agent to infrastructure.

The overall experimental results show that the true vehicle positions were within the

2-sigma confidence bounds estimated by the algorithm for the majority of the time

in both the prediction only and tracking scenarios. Figure 4.23(a) illustrates overall
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(c) Tracking without GPS

Figure 4.23 – Overall estimation. (a) prediction only, no reduction of uncertainty is
observed. (b) tracking with GPS shows accurate estimation when the vehicle was
moving under the signal range of the data collection point. (c) tracking with GPS
outage suggests reduction of uncertainty at two times when the vehicle entered and
left the data collection point’s signal circle, but blurring out in between due to lack
of GPS information.
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(c) Tracking without GPS

Figure 4.24 – Estimation details. The estimation results in the three experiments show
very slight difference in the first 150 seconds, before the vehicle got close to signal
coverage of the data collection point. Nevertheless, uncertainties in tracking with
GPS was reduced the most after the vehicle connected to the data collection point,
followed by tracking in GPS outage.

results with prediction only, as a comparison to the other two scenarios that have

updates from sporadic observations. Details about the vehicle position distribution

at different time slots can be found in Figure 4.24. The pattern of the predicted

position distribution is characterised by the majority probability mass concentrating

on a head followed by a long thin tail, as a result of stopping probability on the road

to cover sudden stopping cases. Generally the position uncertainty keeps growing

along the route when no observations are included.

Figure 4.23(b) shows the results of the particle filter with sporadic observations. With

the data collector located in intersection #205 enabled, the algorithm yields better

estimation results as the position uncertainty is reduced when compared to prediction
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Figure 4.25 – Comparison of estimation results. In both (a) and (b), tracking with GPS
gives the best performance with respect to estimation error and entropy followed
by tracking in GPS outage and case with prediction only.

only case. Though the uncertainty still grows along the road segment #116, it drops

dramatically when the vehicle passes close to the intersection #205 and communicates

with the data collector. The position uncertainty grows again when the vehicle leaves

the data collector signal coverage area. It is important to see that the algorithm is

capable of tracking the vehicle during the GPS outage, as shown in Figure 4.23(c).

The filter estimates positions of the vehicle using only the positive and negative V2I

observations generated due to the proximity to the data collector.

The estimation results from three experiments are also quantitatively summarised in

terms of estimation error and entropy presented in Figure 4.25. The distribution of

vehicle positions during the first 150 seconds was almost identical in all three exper-

iments as shown in Figure 4.24. The distribution shape in the two tracking cases

started to differ from the prediction only case when the vehicle was about to com-

municate with the data collector around time 188 s. Based on negative connectivity

observations from the data collector, the tracking algorithm believed that the vehi-

cle was probably still out of the data collector’s communication range. The position

probability mass outside the signal coverage of the base station was wiped out when

the estimation got updated with information uploaded by the vehicle once it commu-

nicated with the data collector. In the meantime, the estimation error dropped, as

seen in Figure 4.25(a). Compared to the tracking case without GPS, uncertainty in

estimation was reduced further by the algorithm with egocentric GPS observations

provided by the vehicle. Entropy in Figure 4.25(b) reflects the degree of estimation
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uncertainty and varies accordingly. The entropy grew for the first 180 seconds in all

three cases as no effective observation was available to constrain the position estimate.

The entropy in the prediction only case then dropped when the estimated position

moved close to intersection #205. This phenomenon is reasonable and explainable by

the nature of tracking algorithm defined in this thesis. As we do not estimate posi-

tion of the vehicle inside an area or intersection, the distribution temporarily becomes

“more certain” when probability mass accumulates in an area or intersection. How-

ever the entropy grew to an even larger value after particles in Passing Intersections

or Areas state left the intersection #205. This is due to additional motion diversity

introduced after particles leave the intersection. When observations were enabled (as

in the tracking cases), the entropy collapsed as soon as the vehicle moved into the

signal coverage of the data collector at time 188 s. The entropy dropped to near zero

when the majority of particles stayed inside the intersection #205 . Entropy started

growing again after particles lost connection to the data collector as expected.

It is expected that the tracking with GPS observations outperforms the tracking with-

out GPS case with lower estimation errors and entropies. However, it is demonstrated

that the uncertainty can be reduced considerably by using only V2I information. This

will be very important to enhance the prediction under all types of GPS outage, such

as satellite availability, GPS malfunctions or broken antennas.

Single Vehicle Cases with Abnormality

Additional experimental results have also shown that positive and negative V2I ob-

servations help improve position estimates in unusual cases, such as a vehicle driving

much more slowly than the model would suggest, or if a vehicle stops somewhere on

the road. Figure 4.26 and Figure 4.28 demonstrate two examples of tracking results

with anomalies in a vehicles true trajectory. In the first case, a vehicle was driven at

a speed considerably slower than the average. Though a quite large error lies between

the mean position and true value, the algorithm obtained consistent prediction before

any positive observation was available, as illustrated in Figure 4.26(b). As the motion

model generated a faster prediction than true vehicle movement, negative observa-
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Figure 4.26 – Tracking vehicle with slow driving. a) clearly points out a consistent
estimation of the vehicle all the time, though quite inaccurate due to rarely seen
slow running from the beginning of the trip. Revealing details in tracking, b) shows
an automatic correction process of the algorithm by eliminating the probability
distribution head but rising up the tail. The tracking returned to be accurate once
the vehicle established a connection to the data collection point.
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(a) Tracking vehicle with slow driving
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(b) Tracking vehicle with stopping on road

Figure 4.27 – Tracking with abnormality on road. In a), estimation error as well as
entropy kept growing before the abnormalities in true vehicle motion were corrected
by the algorithm when the vehicle got connected to the data collection point. b)
tells a same story except for an accurate estimation before the vehicle began to stop
on road, at time 125 s.

tions before the vehicle being able to communicate with the data collector gradually

eliminated the head part of the position distribution while probability mass of the

tail increased. The estimation error and entropy peaked at time 243 s, as shown in

Figure 4.27(a), right before the data collector connected to the vehicle. Once the con-
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(b) Details

Figure 4.28 – Tracking vehicle with stopping on road. Estimation was close to true
trajectory before the vehicle began to stop as seen in a). Detailed process is given
in b) to show how the algorithm dealt with the abnormal stopping case. During
the stopping period, the algorithm adapted to the abnormality by rising up the
tail part of the estimation distribution. The shape of the tail is close to a uniform
distribution as the vehicle could be stopping anywhere behind the distribution head
without additional information available. The tracking error was then reset with
egocentric data uploaded when the vehicle ran into the signal circle of the data
collection point.

nection was established, the algorithm obtained accurate position estimation using

the egocentric observations collected from the vehicle.

In the second example, a vehicle stopped unexpectedly on road segment #116 at

time 160 s for about 50 seconds. The mean estimation kept close to true trajectory in

first 120 seconds. Taking the stopping probability on the vehicle into consideration,

the algorithm included the possibility of the vehicle anomaly into the tail of the

position estimate, and the tail increased during the stopping period of the vehicle.

The uncertainty became almost uniform after the main position probability mass was

removed due to negative information. This meant that the vehicle did not show up
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when expected to the data collector, so the vehicle was then considered most likely to

be stopped at some point along the road. Figure 4.28(b) shows that the estimation

remained consistent, though the error began to increase with time. The estimation

error was then corrected in the filter when the vehicle resumed moving and passed

close to the data collection point located in intersection #205. This is seen as a steep

error drop at time 284 s in Figure 4.27(b).

4.5 Summary

This chapter presents algorithms for long-term vehicle motion prediction and tracking

based on a multiple-model approach that can be applied to large areas with very sparse

vehicle communication. The algorithms incorporates probabilistic vehicle models and

properties of the working environment such as roads, intersections and special areas.

The prediction algorithm evaluates the vehicle position for a long period by using

ASPs built for the particular environment, and considering vehicle stopping probabil-

ity. It uses a limited number of data collection points distributed around the field to

update vehicle position estimates when in range and then predict vehicle positions at

points in between. The concept of using positive and negative information from the

data collection points to improve the position estimate is introduced. A particle filter

is adopted for global position estimates using both positive and negative information

in the fusion stage.

The experimental results show that it is possible to obtain consistent prediction of

vehicle position for long periods of time. A limited number of data collection points

enable vehicle tracking without full network coverage. Considering only V2I infor-

mation in update stage, the algorithm demonstrated to have the capability to track

vehicles with GPS outage, reducing the uncertainty of the estimate even in case of

GPS malfunctions. In addition, the algorithm is capable of coping with anomalies in

a vehicle’s true movement. The experimental results have shown that the position

estimate in the case where a vehicle moves much slowly or unexpectedly stops on a

road remains consistent. The anomalies are accounted for in the filter through the
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incorporation of a stopping probability within the vehicle model.

The next chapter is addressing the prediction and tracking of multiple vehicles, and

considering the interactions of all vehicles. This approach can significantly reduce the

uncertainty of the whole fleet, since each mobile vehicle can potentially bring position

estimates for other vehicles to a collection point.



Chapter 5

Using Delayed Observations for Vehi-

cle Tracking

5.1 Introduction

This chapter extends the work in the previous chapter toward long-term multi-vehicle

motion prediction and tracking. It introduces the concept of observation harvesting,

where P2P communication between vehicles allows position updates to be exchanged

and brought forward to any of the fixed data collection points, which then connect

through to the centralised base station. New algorithms are introduced to incorporate

the delayed information into the global position estimate when a vehicle brings back

information to a data collection point. The remainder of the chapter is organised as

follows. Following the observation harvesting mechanism introduced in Section 5.2,

Section 5.3 proposes a probabilistic tracking algorithm to fuse the delayed information,

as well as the implementation using a particle filter. Section 5.4 presents experimental

results of tracking multiple vehicles followed by discussions. Finally, Section 5.5

summarises the work in this chapter.
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5.2 Observation Harvesting

Observation harvesting refers to the mechanism where vehicles returning to commu-

nication range of fixed infrastructure (data collection points) provide delayed obser-

vations of other vehicles that were encountered during a trip. The centralised base

station will update the estimates of vehicle position using direct observations from the

vehicles that are currently in communication range (V2I), as well as the egocentric

observations collected from interactions between vehicles (V2V) in other areas of the

site that do not have direct communication with the base station. The observation

harvesting mechanism involves the collection of the second hand (or third, fourth,

etc.) information through V2V communication.

With observation harvesting, a direct connection between a vehicle and a fixed data

collection point is not required to update the position estimate. Each vehicle that

returns to a fixed data collector acts as an information carrier for the vehicles that

do not return. In addition, when a vehicle is not detected by a data collection point

it is considered negative information. This assists in constraining the possible vehicle

location in the absence of new observations.

5.2.1 Observation Harvesting Algorithm Overview

The proposed observation harvesting algorithm allows egocentric position updates

from vehicles, with some time delays, to be shared and harvested by the base station.

The most informative information is kept in every vehicle and synchronised when a

pair of vehicles are in communication range. When a vehicle passes a data collection

point (fixed infrastructure), observations collected by the vehicle are downloaded

and used to track all vehicles. Within the base station, real-time V2I observations

generated by data collectors distributed in the field are also used in tracking process.

An overview of the observation harvesting algorithm can be seen as Figure 5.1.

To summarise, the information conveyed in every vehicle is composed of:
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Figure 5.1 – An Overview of the observation harvesting algorithm.

1. Bvp
k : Local Vehicle Observation Pool, which is augmented over time with new

observations based on new sensor information.

2. Lvpk : Most Informative Observation Vector (MIOV), which refers to an aggrega-

tion of most informative observations about the vehicle itself and others. The

MIOV information in a vehicle is extracted at every new time step from its local

egocentric observation pool.

3. T vp→Icont : Last Contribution Time.

The base station keeps the information harvested in the following form.

1. ΩV
k : Global Vehicle Observation Pool, where observations collected (harvested)

from all Nv vehicles in the field are merged together.

2. ΩV→I
k : Global V2I Observation Pool, which keeps real-time observations from

all Nc data collectors distributed in the field observing each vehicle.

The detailed description of the algorithm is presented in the remainder of this section.

The proposed observation harvesting algorithm with MIOV is capable of operating

in a low bandwidth P2P network. It provides a simple but effective way to gain the
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best position knowledge of all vehicles running in the field. To prevent overloading

the available communication bandwidth, only the most informative observations are

exchanged in a data synchronisation process between a pair of vehicles. Among all ob-

servation sets with absolute observations available, the most informative observation

usually has the time stamp closest to the present time.

5.2.2 Local Vehicle Observation Pool

Observations collected by a vehicle at each time step are put into the local vehicle ob-

servation pool, which is a time-growing joint observation matrix. These observations

are either ones measured directly by the vehicle (e.g. absolute GPS data, inter-vehicle

relative measurements), or indirect ones acquired from other vehicles through V2V

communication.

Bvp
k =


Z→v11 Z→v21 · · · Z→vp1 · · · Z→vN1

Z→v12 Z→v22 · · · Z→vp2 · · · Z→vN2

...
... . . . ... . . . ...

Z→v1k Z→v2k · · · Z→vpk · · · Z→vNk

 (5.1)

At every time step, a vehicle generates a local vehicle observation set, describing all

observations it records at this time step. The observation set Z→vpk for vehicle vp at

time k contains the absolute egocentric observation and the relative measurements to

every other vehicles at that time slot.

Z→vpk =
[
z
v1→vp
k z

v2→vp
k · · ·

(
zvpk
)T · · · z

vN→vp
k

]T
where

zvpk is the absolute egocentric observation.

z
vq→vp
k ∀q 6= p are the inter-vehicle relative observations.

The local egocentric observation pool is then augmented with the local observation

set generated for a new time step. The local vehicle observation set is added into
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the bottom of the vthp row in Equation (5.1), while the rest of rows are reserved for

observation sets harvested from other vehicles.

5.2.3 Global Vehicle and V2I Observation Pools

The global vehicle and V2I observation pools are maintained by the base station

only. Both of them grow size with time. The global vehicle observation pool is of

the same structure as the local vehicle observation pool, but with all observations

harvested from vehicles in the field merged together. The global vehicle observation

pool keeping information about all Nv vehicles at time k is represented by:

ΩV
k =


Z→v11 Z→v21 · · · Z→vN1

Z→v12 Z→v22 · · · Z→vN2

...
... . . . ...

Z→v1k Z→v2k · · · Z→vNk


The global V2I observation pool records observations of all Nc data collection points

distributed in the field observing Nv vehicles. The V2I observation pool at time k is

written as:

ΩV→I
k =


Z→c11 Z→c21 · · · Z→cN1

Z→c12 Z→c22 · · · Z→cN2

...
... . . . ...

Z→c1k Z→c2k · · · Z→cNk


Suppose there are Nc data collectors connected to base station as infrastructure

points. Each of the data collectors generates a V2I observation set at each time

step, containing real-time V2I observations it measures about all Nv vehicles at this

time step.

Z→cqk =
[
z
v1→cq
k · · · z

vp→cq
k · · · z

vN→cq
k

]T
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Both global observation pools are augmented with new observations received at a new

time step. Note that the new generated V2I observations are available to the global

V2I observation pool immediately, while the global vehicle observation pool receives

vehicle observations with some time delay.

5.2.4 Most Informative Observation Vector

The most informative observation vector (MIOV) is a vector composed by the most

informative observation sets inside the local vehicle observation pool. Each vehicle

node keeps the vector up-to-date at every time step and exchanges this information

when it meets another vehicle. The MIOV maintained by vehicle node vp at time k

is written as:

Lvpk =
[
(Zv1m)T (Zv2m)T · · · (Zvpm )T · · · (ZvNm )T

]T
where each element is the most informative observation set (MIOS) about a vehicle

chosen from the vehicle observation sets within local vehicle observation pool.

In vehicle vp, the up-to-date MIOSs are extracted for each vehicle (including the

vehicle itself) at every new time step. A function fmios (·) is used here to obtain the

MIOS about a vehicle vq at the present time k.

Zvqm = fmios
(
Z→vq1:k

)
The MIOS for the vehicle vq is chosen to be the set that can best constrain the

position estimate of the vehicle, among all observation sets available to vehicle vp.

Usually, it is the last known observation set that was generated by vehicle vq, and is

stored in the pool of vehicle vp. When this last known information is not available to

vp, which is the case that the local vehicle observation pool of vehicle vp contains no

information from vehicle vq at all, the returned MIOS for this vehicle is an empty set.

The MIOS about the vehicle vp itself is the new vehicle observation set generated at

the present time.
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5.2.5 Synchronisation Process

Synchronisation process of the MIOV occurs when two vehicles meet. This process

involves bidirectional exchange of data between the two vehicles. After this process,

the MIOVs in each of the two vehicles are expected to be identical.

Between two vehicles vp and vq, the whole synchronisation process fsync (·) is as de-

scribed in Table 5.1. The process begins with extracting and comparing time profiles

of MIOVs (defined as Tvp
k , Tvq

k ) of the two nodes. In order to minimise bandwidth,

only information in the MIOV with a newer time stamp is transferred from one node

to the other. This essentially means that each vehicle shares the best information

they have about all other vehicles they have been in communication with. After

the synchronisation process, the local vehicle observation pool is updated with the

new information received, which is defined as back contribution of MIOV. A back

contribution function fbkct (·) is used to realise the mechanism in vehicle vp.

Bvp
k+ = fbkct

(
Bvp
k ,L

vp
k+

)
The amount of data transferred in the synchronisation process is no larger than the

size of MIOV, i.e. Nv absolute observations. With only a small amount of data

exchanged, the synchronisation process provides a simple, short and effective method

to disseminate the most informative information among all vehicles in the field.

5.2.6 Observation Contribution Process

Define a contribution process, whereby each vehicle uploads (contributes) observations

in the local vehicle observation pool to the base station when in communication with

a fixed data collection point. The data transmission in the process is unidirectional.

A description on the contribution process fcont (·) could be found in Table 5.2.

The last contribution time T vp→Icont is kept in each vehicle to minimise the communica-

tion bandwidth requirements. When the process occurs between a vehicle vp and the
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Table 5.1 – Algorithm: Synchronisation process

Lvpk+ = Lvqk+ ← fsync
(
Lvpk ,L

vq
k

)
1: extract Tvp

k from Lvpk
2: extract Tvq

k from Lvqk
3: for i = 1 to Nv do
4: if T vpk,vi in Tvp

k > T
vq
k,vi

in Tvq
k do

5: replace Zvim in Lvqk by Zvim in Lvpk
6: elseif T vqk,vi in Tvq

k > T
vp
k,vi

in Tvp
k do

7: replace Zvim in Lvpk by Zvim in Lvqk
8: end if
9: end for
10: Lvpk+ = Lvpk and Lvqk+ = Lvqk

Table 5.2 – Algorithm: Contribution process

ΩV
k+, T

vp→I
cont ← fcont

(
ΩV
k ,B

vp
k , T

vp→I
cont

)
1: for t = T

vp→I
cont + 1 to k do

2: for i = 1 to Nv do
3: vehicle vp transmits Zvit in Bvp

k to ΩV
k

4: end for
5: end for
6: T

vp→I
cont = k

7: ΩV
k+ = ΩV

k

base station, only information in the local vehicle observation pool of vehicle vp with

a time stamp later than the last contribution time T vp→Icont is transferred to the global

vehicle observation pool. After the contribution process, the last contribution time is

updated to the present time.

5.2.7 Cost Analysis of Communication Bandwidth

Define:

1. τ̄V→V as the average communication time interval between vehicles.

2. τ vp→I and τ̄ vp→I as the communication time interval between a vehicle vp and
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the infrastructure, and its average value respectively.

3. Interval ratio η = τ̄vp→I

τ̄V→V , which means that on average the vehicle vp meets

another particular vehicle η times during the time interval τ̄ vp→I .

Table 5.3 – Maximum and mean bandwidth costs on P2P communication

Obs. Type Quantity of Obs. Transmitted/Received
Maximum Mean

V
2V

Absolute Nv − 1 Nv/2

Relative (Nv − 1)2 Nv (Nv − 1) /2
Total Nv (Nv − 1) N2

v /2

V
2I

Absolute Nvτ
vp→I τ̄ vp→I + (Nv − 1) η

Relative Nv (Nv − 1) τ vp→I (Nv − 1) τ̄ vp→I + (Nv − 1)2 η
Total N2

v τ
vp→I Nv τ̄

vp→I +Nv (Nv − 1) η

Regardless of the communication intervals, the maximum inter-vehicle communica-

tion bandwidth is constant with a value of Nv − 1 for absolute observations and

(Nv − 1)2 for relative observations in a single V2V transaction. Table 5.3 also sug-

gests that the maximum V2I bandwidth is proportional to the time elapsed since

the last contribution time. Increasing either the quantity of data collection points

or the communication range would reduce the V2I communication interval as well

as requirements for V2I communication bandwidth. Alternatively, optimisation on

the bandwidth cost could be achieved by introducing a sliding time window into the

filter, which is elaborated in Section 5.3.3.

5.3 Tracking with Delayed Observations

This section mainly focuses on the tracking of vehicles using absolute referenced

observations from data collection points, and absolute vehicle egocentric observations

harvested by the base station. Please refer to Chapter 3 for the topics on V2I

proximity detection and egocentric observations from vehicles.
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Note that though vehicles communicate with each other, V2V relative position mea-

surements are not yet considered in the fusion stage of the tracking approach pro-

posed in this section. This is because it requires the consideration of cross-correlations

between vehicles. Therefore, the relative observations are not transmitted in the ob-

servation harvesting. Those inter-vehicle relative measurements would be considered

in Chapter 7, where a delayed-state cooperative tracking approach is proposed.

5.3.1 Bayesian Estimation

As has been constructed in Section 3.6, the likelihood function given an absolute ref-

erenced observation about a vehicle vp from a data collector cq at time t is represented

by Ψ
vp→cq
t , while the likelihood given an absolute egocentric observation for a vehicle

vp is written as Ψ̃
vp
t .

Traditional approaches based on sequential Bayesian estimation only consider obser-

vations conditional on the present state. They are therefore of low performance in

tracking problems with delayed observations. Instead, the filtering algorithm adopted

in this chapter maintains the full history of vehicle states. With historical states main-

tained in the filter, information from delayed observations is able to be fused.

The following definitions are made.

1. Define Ωvp→I
k|k−1 as a set of new real-time V2I observations from the infrastructure

at time k.

2. Ω
vp
k|k−1 is defined to be a collection of the delayed egocentric observations of

vehicle vp most recently received by the base station at time k.

Information contained in these two observation sets will be fused into the filter in

its update stage. They are obtained by relative complement operations of global

observation pools at two successive time steps. Respectively, we have:
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Ω
vp→I
k|k−1 = Ω

vp→I
k \Ωvp→I

k−1

=
[
z
vp→c1
k · · · zvp→cqk · · · zvp→cNk

]T

Ω
vp
k|k−1 = Ω

vp
k \Ω

vp
k−1

where Ωvp→I
k holds all relative vehicle vp to infrastructure observations up to time k in

the global V2I observation pool ΩV→I
k , while Ω

vp
k keeps every egocentric observation

of vp up to time k, which are stored in the global egocentric observation pool ΩV
k .

Note that Ωvp
k|k−1 could be empty.

To track vehicles with delayed egocentric observations, the filter keeps full historical

state information for each vehicle. At time k, the full states of vehicle vp is represented

as:

P
(
xvp0:k, S

vp
0:k|Ω

vp→I
k ,Ω

vp
k

)
The prediction stage presented in Equation (4.5) in Section 4.3.4 and the update/fu-

sion stage can now be combined together to yield:

P
(
xvp0:k, S

vp
0:k|Ω

vp→I
k ,Ω

vp
k

)
∝

(
Nc∏
q=1

Ψ
vp→cq
k

) ∏
zvpt ∈Ω

vp
k|k−1

Ψ̃
vp
t


×

3∑
i=1

3∑
j=1

∫
Pmi→jPsi→j (k)

× P
(
xvp0:k−1, S

vp
0:k−1|Ω

vp→I
k−1 ,Ω

vp
k−1

)
(5.2)
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5.3.2 Particle Filtering Algorithm

In the proposed algorithm, each vehicle running in the field is tracked by a separate

particle filter maintained on a central base station, which uses k + 1 sets of particles

to keep track of the complete history states of the vehicle up to time k.

Define a particle base keeping k+ 1 collections of particles which correspond to k+ 1

states of the vehicle vp.

Θ
vp
k =


{xi0, Si0, wi0}Li=1 ∼ P

(
xvp0 , S

vp
0

)
{xi1, Si1, wi1}Li=1 ∼ P

(
xvp1 , S

vp
1 |Ω

vp→I
1 ,Ω

vp
1

)
...

{xik, Sik, wik}Li=1 ∼ P
(
xvpk , S

vp
k |Ω

vp→I
k ,Ω

vp
k

)



where xik is further factorised to xik =
[
(rik)

T
vik τ ik

]T
.

Information in both the global V2I observation pool and global egocentric observation

pool is fused in the filter in a non-synchronous mode. Without the availability of

egocentric observations received from vehicles, the filtering continues with prediction

and updates with real-time V2I measurements from fixed data collection points. The

filtering is then restarted from a historical state on arrival of delayed observations.

The earliest time stamp Ts in the new received egocentric observations Ωvp
k|k−1 at time

k determines the time from which the particle filter restarts.

The particle filtering algorithm is initialised by drawing L particles to represent the

initial state.

Θ
vp
0 =

[
{xi0, Si0, wi0}Li=1 ∼ P

(
xvp0 , S

vp
0

)]
The algorithm for each vehicle is presented in Table 5.4 in the form of a pseudocode.

To prevent weight degeneracy, resampling is adopted in the algorithm when the ef-

fective particles quantity N̂eff is below a threshold Nthr.
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Table 5.4 – Algorithm: Particle filtering with delayed observations

Θ
vp
k ← Particle_Filter

(
Θ
vp
k−1,Ω

vp
k−1,Ω

vp
k ,Ω

vp→I
k

)
1: calculate Ω

vp
k|k−1 = Ω

vp
k \Ω

vp
k−1

2: if Ω
vp
k|k−1 is not empty do

3: Ts = fmin

(
Ω
vp
k|k−1

)
4: else do
5: Ts = k
6: end if
7: load particles {xiTs−1, S

i
Ts−1, w

i
Ts−1}Li=1 from Θ

vp
k−1

8: for t = Ts to k do
9: for i = 1 to L do
10: propagation: draw Sit ∼ P

(
St|Sit−1, ξ

i
t−1

)
11: draw xit ∼ P

(
xt|xit−1, S

i
t , S

i
t−1

)
12: update weight with V2I observations:

wit =
(∏Nc

q=1 Ψ
vp→cq
t

)
wit−1

13: update weight with egocentric observation:
wit = Ψ̃

vp
t w

i
t if Ψ̃

vp
t exists

14: end for
15: normalise weights {wit}Li=1

16: if N̂eff < Nthr do
17: resample with replacement L particles from

{xit, Sit , wit}Li=1 according to {wit}Li=1

18: end if
19: replace {xit, Sit , wit}Li=1 in Θ

vp
k−1 if t < k

20: end for

21: Θ
vp
k ←

[
Θ
vp
k−1

{xik, Sik, wik}Li=1

]

5.3.3 Computational Complexity and Optimisation

The proposed particle filter is of higher computational cost than conventional se-

quential approaches, which have a time complexity of O (L) for each vehicle in each

iteration. It has been found that the motion prediction step in the proposed approach

is the major contributor of the computational burden as it deals with complicated

transitions of vehicle states and multiple vehicle models. Consequently, the compu-

tational complexity mainly depends on the number of steps the filter rewinds back



120 Using Delayed Observations for Vehicle Tracking

during an iteration. In the worst case the proposed particle filter restarts from the

last contribution time T vp→Icont . With τ vp→I previously defined as the time elapsed since

the last contribution time of a vehicle vp, Ts in Table 5.4 ranges from k − τ vp→I + 1

to the present time k, which means that the time complexity of the proposal particle

filter is no more than O
(
τ vp→IL

)
for the vehicle. The actual time complexity varies

depending upon the V2V and V2I communication activities in the field, see Section

5.4.4 for detailed discussions.

The algorithm can be optimised by introducing a time sliding window with which

only historical states within Tw seconds before the present time k are kept. With Ts
then constrained by [k − Tw + 1, k], the maximum time complexity in an iteration is

reduced to O (τmL) where τm = min
(
τ vp→I , Tw

)
. Therefore, by setting the maximum

allowable time delay for vehicle observations in the use of the time sliding window, the

computational cost of rerunning the filter is bounded. As observations with delay time

larger than the time window Tw would be discarded, the choice of the time window

length is essentially a trade-off between estimation accuracy and computational cost.

The communication bandwidth cost between vehicles and infrastructure will also be

bounded by introducing the time sliding window, as observations out of the window

are not transmitted. Consequently, the maximum amount of observations transmitted

or received in a single V2I transaction will be reduced to Nvτm.

5.4 Experimental Validation

5.4.1 Experiment Setup

Data from a working mine operation (see Figure 4.12 in Section 4.4) was used to

demonstrate the vehicle tracking algorithm presented. The same vehicle motion pre-

diction model built in that section was adopted in the experiment. During the ex-

periment, the wireless transceiver mounted on each vehicle was enabled so that the

vehicles could communicate when in proximity.
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5.4.2 Entropy of Target Agents

The entropy for a single mobile agent has been introduced in Section 4.4.2, with its

calculation presented in Equation (4.7). When analysing multiple agents cases (say,

Nv vehicles), fleet entropy is used by adding up the entropy of each agent in the fleet.

A brief description of the fleet entropy could also be found in [3].

H (Xk) =
Nv∑
p=1

H
(
xvpk
)

where Xk =
[
(xv1k )T · · ·

(
xvpk
)T · · · (xvNk )T

]T
.

5.4.3 Experiment Results

Although the algorithm was run with a number of vehicles, a subset of them was

used to show the results in a more clear manner. In this case three vehicles (V1, V2

and V3) were selected. They were moving in the area of operation with two fixed

data collection points (C1 and C2) installed, see Figure 5.2 for the detailed layout

and routes on the field map. According to Figure 5.3 which depicts the relative

distance and interactions between two vehicles, events at some important time points

are summarised in chronological order.

• TV 1→C1: The last comm. time between V1 and C1.

• TV 2→C2: The last comm. time between V2 and C2.

• TV 1→V 3: The last time V3 observed V1.

• TV 3→V 1: The last time V1 observed V3.

• TV 3→C1: The first comm. time between V3 and C1.

• TV 1→V 2: The last time V2 observed V1.
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Figure 5.2 – Vehicles routes on field map. Three vehicles were running in a field
with two data collection points installed near intersection #203 and area #208.
Each data collection point established a signal circle with a radius of 250 metres.
The vehicles were operating between intersections #203, #205, and area #208.
V1 began a trip on the road near area #208, V2 began on a road adjacent to
intersection #203, and V3 began near intersection #205.

• TV 2→V 1: The last time V1 observed V2.

• TV 1→C2: The first comm. time between V1 and C2.

To describe the sequence of events, V1 left the communication range of C1 at time

TV 1→C1 and drove south, while V2 left C2 at time TV 2→C2 and drove north. V1 passed

V3 followed by V2 during this trip. V3 drove to C1 at time TV 3→C1, after having

passed V1 and collected its most informative position information up to time TV 1→V 3

through V2V synchronisation. The data collector C1 captured the time delayed

position update from V3 and the base station used this to improve the estimate of

the position of V1. This is illustrated in Figure 5.4(b) at the time marked TV 3→C1.
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Figure 5.3 – Interactions in V2I and V2V. (a) and (b) reveal change of relative distance
in each of three vehicles pairs with time, and between vehicles and data collection
points respectively. Troughs in distance lines represent physical proximity points
of two nodes. In (c) and (d) blue denotes the successful communication between
nodes was achieved and blank otherwise. More specifically, TV 3→V 1 is found to be
111 s, TV 1→V 3 to be 108 s, TV 1→V 2 = 183 s and TV 2→V 1 = 189 s in (c). For V2I
communication in (d), TV 1→C1 = 45 s, TV 2→C2 = 107 s, whereas TV 3→C1 = 162 s
and TV 1→C2 = 213 s.

Similarly, V1 provided the base station with its egocentric observations and a position

update for V2 after arriving at C2 at time TV 1→C2. The position information from

V2 that was harvested by V1 resulted in an improvement in the position estimate of

V2 as illustrated in Figure 5.5(b) at the time marked TV 1→C2.

Tracking results without V2V communication enabled are shown for comparison in

Figures 5.4(a) and 5.5(a). These figures demonstrate the significant benefits of intro-

ducing inter-vehicle communication and the associated observation harvesting mech-

anism presented in this chapter. The position tracking of V3 does not show any

difference with V2V enabled or disabled, as respectively illustrated in Figures 5.5(d)

and 5.5(c). This is because V3 provides a direct position update to the base station

before any of the other vehicles. Without observation harvesting (V2V disabled), the

results are the same as the previous work in Chapter 4.

In terms of estimation errors and entropies, Figure 5.6 compares the tracking per-
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Figure 5.4 – Tracking results of the multiple vehicle scenario. Figure 5.5 continues the
results in this figure. (a) shows the tracking result of V1 with V2V disabled, (b)
shows the tracking with V2V enabled. (b) demonstrates a more accurate position
estimate of V1 from time TV 3→C1 (162 s) onward after a position update was
delivered to the base station by V3. In Figure 5.5(b), an improved position estimate
for V2 is shown with V2V enabled from time TV 1→C2 (213 s) onward in comparison
with the tracking results with V2V disabled in Figure 5.5(a). This is a result
of V1 delivering a position observation from V2 to the base station as a delayed
observation. Comparing Figures 5.5(c) and 5.5(d), there were no delayed updates
provided for V3, meaning that the results are identical with or without V2V.

formance with V2V disabled and enabled, clearly illustrating the improvements with

the incorporation of V2V communication. The tracking with V2V communication

enabled is represented with blue lines. It can be seen that after some time it out-

performs the tracking with V2V disabled (denoted by green lines). This is also true

in both individual and fleet estimation errors and entropies, which are presented in

Figure 5.7.
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Tracking V3 (V2V disabled)
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Figure 5.5 – Tracking results of the multiple vehicle scenario (cont.).
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Figure 5.6 – Comparisons of estimation errors and entropies. Reduction in errors and
entropies of V1 is shown in (a) and (b) from time TV 3→C1 on. Likewise improve-
ments can be seen for V2 after time TV 1→C2 as illustrated in (c) and (d). The
results for tracking V3 do not show much difference in (e) and (f).
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Figure 5.7 – Comparisons of fleet estimation errors and entropies. (a) and (b) suggest
an improvement in total estimation errors and fleet entropies respectively with
observation harvesting introduced.
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5.4.4 Discussions

The accuracy of the GPS obtained position information can be degraded in certain

conditions due to signal interference, multipath, poor satellite configuration and so

forth. The tracking accuracy from the base station position estimates however are not

heavily influenced by this as the position uncertainty of each vehicle is generally an

order of magnitude higher than the GPS error after several minutes with no updates.

Figures 5.4 and 5.5 shows how the position uncertainty of each vehicle grows to the

order of hundreds of metres in minutes when the base station is not provided with

new position information. This indicates that the potential GPS error (on the order

of 10 metres) is not significant to the overall tracking performance.

Negative information contributes to improve the estimation performance in the ab-

sence of available positive observations. Vehicles that are not in direct communication

with data collectors are able to be tracked with delayed observations brought back

by returning vehicles.

Since information becomes less useful (or “diluted”) as time goes on, tracking accuracy

could be improved by reducing the delays in observations. This can be achieved by

shortening the “blind time”, i.e. the average time interval between the base station

receiving observations about the same vehicles. The approaches can include:

• increasing quantity/density of data collection points: to shorten the time taken

for a vehicle to move from a data collection point to another.

• optimising layout of data collection points: they are recommended to be placed

at regions with heavy traffic and high timing uncertainty, such as special context

areas and intersections, so that vehicles are detected by the data collectors more

of the time.

For example, for a duration of almost 1 minute in the experiment, i.e. between

time points TV 2→C2 (107 s) and TV 3→C1 (162 s), the infrastructure could not detect

any of the vehicles and the position estimation of all three vehicles had to rely on



128 Using Delayed Observations for Vehicle Tracking

50 100 150 200
0

1

2

q
u
an

ti
ty

 o
f 

o
b
s.

 
tr

an
sm

it
te

d

 

 

V2→V1

V3→V1

50 100 150 200
0

1

2

q
u
an

ti
ty

 o
f 

o
b
s.

 
tr

an
sm

it
te

d

time (s)

 

 

V1→V2

V1→V3

(a) V2V communication bandwidth

50 100 150 200
0

50

100

150

200

250

qu
an

tit
y 

of
 o

bs
. 

tr
an

sm
itt

ed

time (s)

 

 

V1→C1
V1→C2
V2→C2
V3→C1

TV3→C1

TV1→C2

(b) V2I communication bandwidth

Figure 5.8 – Communication bandwidth cost in V2I and V2V. (a) vehicles communicate
and synchronise position data with each other when in range. (b) vehicles contribute
absolute observations to the base station when they are within communication range
of a data collection point.

the motion prediction alone. In this case the blind time could be reduced by either

deploying additional data collection point(s) somewhere between the two existing

ones, or relocating C2 near the intersection #205, where vehicles generally take more

time to traverse.

The blind time can also be reduced by the following:

• increasing the density of vehicles: to increase the frequency of V2V communica-

tion between vehicles, which consequently increases the sharing of information

between vehicles. This will happen naturally in operations with a large number

of vehicles, potentially making the proposed algorithm very close to a solution

using full communication coverage.

• increasing the communication range of V2I and/or V2V: to increase time dura-

tion that a vehicle stays observable to data collection points and other vehicles.

• optimising the routes of vehicles: with vehicle density unchanged, an increased

frequency of V2V communication could be achieved by planning the vehicles’

routes to increase the number of interactions.

The algorithm additionally benefits from a shorter time delay of observations as the

computational expense of the algorithm is to some extent determined by the length
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of blind time. The particle filter rewinds back to a historical point once new delayed

observations are received, the number of steps to rerun depends on the oldest observa-

tion in the received observations set Ωvp
k|k−1, and are ultimately bounded by the sliding

time window size Tw as previously discussed in Section 5.3.3. All in all, the funda-

mental idea in optimising any implementation of the tracking approach proposed is

to minimise the blind time.

The V2I bandwidth requirements from the experimental results were dominated by

two major transactions illustrated in Figure 5.8(b). V3 transmitted 169 absolute

position observations at time TV 3→C1 (162 s) and V1 transmitted 223 observations at

TV 1→C2 (213 s). This was much less than the maximum V2I bandwidth cost predicted

by Nvτ
vp→I for absolute observations. This was because in a large environment,

moving vehicles generally are only in communication range for a relatively short period

of time. The observations collected indirectly from other vehicles are transmitted to

the base station together with the vehicle’s own egocentric observations in a single

transaction. The maximum V2I bandwidth cost would be reached in cases where a

vehicle is in communication range with another vehicle for a long period before the

transaction occurs, as would happen in a parking lot or when vehicles travel close

together. For V2V communication, the bandwidth cost for absolute observations is

negligible and is bounded by Nv − 1 according to Table 5.3. In a scenario containing

three vehicles, the maximum V2V bandwidth cost is 2 absolute observations per

iteration as validated by the experimental results shown in Figure 5.8(a).

The observation harvesting mechanism substantially increases the robustness of vehi-

cle tracking in large environments with only a small bandwidth cost. A fast network

connection time is crucial when a sparse collection of vehicles are moving in a large

environment. Communication in a global wireless network can easily be interrupted

by vehicle motion, as the signal propagation path between moving vehicles is con-

stantly changing. The observation harvesting approach uses a store-and-synchronise

concept to deal with intermittent communication and aims to disseminate data in an

opportunistic manner. Without the additional overheads that come with packet rout-

ing, the fast and lightweight P2P communication makes the observation harvesting



130 Using Delayed Observations for Vehicle Tracking

mechanism an effective approach for sharing observations amongst mobile vehicles

and fixed infrastructure in applications where a global network is not feasible.

The main characteristic of observation harvesting is that every vehicle keeps the

latest information for as many vehicles as possible in its local observation pool. The

temporary failure of some vehicles, or even the majority of vehicles in the network,

will not result in the failure of the entire network. This is an especially attractive

characteristic for applications where safety is strongly emphasised.

5.5 Summary

This chapter has presented a probabilistic algorithm to track multiple vehicles in

a large area with delayed observations. The algorithm is based on the long-term

vehicle motion prediction model presented in Chapter 4. The observation harvesting

concept is proposed for effective and robust data dissemination amongst vehicles and

fixed infrastructure without requiring global communication. The most informative

position information is shared among vehicles moving around a site and forwarded

to the base station via returning vehicles. This chapter presented a particle filter

approach capable of dealing with delayed observations. The base station updates

vehicle position estimates with absolute position information gathered from returning

vehicles, together with V2I observations from fixed data collection points distributed

in the area. The experiment results presented in this chapter show that it is possible

to obtain consistent position estimates for multiple vehicles over long periods of time.

V2V communication combined with a limited number of data collection points was

used to demonstrate large scale multiple vehicle tracking without a full coverage

communication network. The experimental results clearly showed the improvement

from incorporating V2V communication with the modelling constraints, and using

positive and negative information.

The next chapter will propose a nonparametric cooperative tracking approach, which

enables the incorporation of relative observations to further improve the tracking

performance.



Chapter 6

Nonparametric Cooperative Tracking

6.1 Introduction

This chapter is to present a more generalised approach for cooperative tracking in

cases where the Gaussian assumption is not valid. A novel Gibbs sampler based co-

operative particle filter (GSCPF) for nonparametric cooperative tracking is proposed

in this chapter to estimate the state of every mobile node. This filter incorporates

all available egocentric and relative inter-node observations and can be implemented

in a centralised or decentralised architecture. The proposed GSCPF has the impor-

tance sampling step in a classical PF replaced by a Gibbs sampler, which is a MCMC

method. The background of parametric approaches for cooperative tracking could

be found in Appendix D. In the remainder of the chapter, Section 6.2 provides the

Bayesian formulation on cooperative tracking. The principle of the proposed ap-

proach is introduced in Section 6.3, followed by simulation tests and results presented

in Section 6.4. Results in a MANET are demonstrated in Section 6.5. Lastly Section

6.6 summarises the work presented in this chapter.
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6.2 Bayesian Formulation on Cooperative Tracking

Suppose a joint state representing a set of Nn nodes moving in a field:

X =
[
(x1)

T
(x2)

T · · ·
(
xNn

)T]T
To track the joint state cooperatively, a filter propagates states from time k − 1 to k

and updates estimates with all observations at time k.

P (Xk|Z1:k) ∝ P (Zk|Xk)

∫
P (Xk|Xk−1)P (Xk−1|Z1:k−1) dXk−1 (6.1)

We make the following assumptions.

• every node moves independently in the field, from which we have: P (Xk|Xk−1) =∏Nn

p=1 P
(
xpk|x

p
k−1

)
.

• an egocentric position observation zpk regarding node p is only dependent on

current state of the node xpk.

• a relative range observation zp→qk (p 6= q) is only conditional on the current state

of two involved nodes, i.e. xpk and xqk.

Therefore the observation component of Equation (6.1) is able to be further factorised

to absolute and relative observations.

P (Zk|Xk) =

(
Nn∏
p=1

P (zpk|x
p
k)

)(
Nn∏
p=1

Nn∏
q=1

P (zp→qk |xpk,x
q
k)

)

where p 6= q.

A marginal distribution P (xpk|Z1:k) for node p at time k could be obtained by inte-

grating with respect to the joint state of the rest nodes (denoted by X̄k) in the joint

posterior in Equation (6.1). This is achieved by:
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P (xpk|Z1:k) =

∫
P (Xk|Z1:k) dX̄k (6.2)

where Xk =
[
(xpk)

T X̄
T

k

]T
.

6.3 A Novel Particle Filter for Cooperative Tracking

6.3.1 Theory

When a particle filter (PF) is required for cooperative tracking problems, it is usually

not feasible to use a set of particles to approximate a high dimensional joint state. The

required ensemble size grows exponentially with dimension of the joint state space

(the dimension is proportional to node quantity in cooperative localisation/tracking),

which is well known as “dimensional curse”.

The proposed algorithm keeps the marginal state of each node and each node is

tracked independently. Suppose at time k, each of Nn mobile nodes is tracked by a

discrete set of L particles, we have:

Θk =


{x1,(i)

k , w
1,(i)
k }Li=1 ∼ P (x1

k|Z1:k)

{x2,(i)
k , w

2,(i)
k }Li=1 ∼ P (x2

k|Z1:k)
...

{xNn,(i)
k , w

Nn,(i)
k }Li=1 ∼ P

(
xNn
k |Z1:k

)


For each time step and each target node p, we infer a joint posterior with an incomplete

observation set based on the similar formulation in Equation (6.1).
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PXk
, P

(
X̄k|xpk,Zk

)
P (xpk|Z1:k)

=
P
(
X̄k,x

p
k|Zk

)
P (xpk|Zk)

× P (Zk|xpk)P (xpk|Z1:k−1)

P (Zk|Z1:k−1)

∝ P (Zk|Xk)P (xpk|Z1:k−1)

(6.3)

where P (xpk|Z1:k−1) =
∫
P
(
xpk|x

p
k−1

)
P
(
xpk−1|Z1:k−1

)
dxpk−1.

Please note that the joint posterior PXk
does not contain prior knowledge of nodes

except for node p. These nodes grouped in X̄k are defined as “auxiliary nodes”, for

they are temporarily aggregated together to help track the “primary node” p. The

auxiliary nodes are then marginalised away to obtain the marginal probability of the

primary node state xpk.

P (xpk|Z1:k) =

∫
P
(
X̄k|xpk,Zk

)
P (xpk|Z1:k) dX̄k (6.4)

The resultant marginal distribution P (xpk|Z1:k) is inferred with a full set of observa-

tions up to time k, which is identical to that in Equation (6.2).

6.3.2 Gibbs Sampling

The joint posterior distribution PXk
is usually too complicated to sample from di-

rectly. Instead, a Gibbs sampler [58] [33] is introduced to sample from conditional

distributions.

Define Nn variables θ1, · · · , θNn corresponding to all Nn nodes in the joint posterior

distribution. We have a replacing joint distribution written as:

P
(
θ1, · · · , θp−1, θp, θp+1, · · · , θNn

)
= P

(
X̄k|xpk,Zk

)
P (xpk|Z1:k)
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We can initialise these variables deterministically or randomly.

θ1 = θ1
0, · · · , θNn = θNn

0

The sampler draws a sample from the conditional distribution of each variable given

the remaining variables at a time. A traversal of all Nn variables is defined as a scan

of the sampler. Therefore for each auxiliary node q at each scan j ≥ 1, we sample:

θqj ∼ P
(
θq|θ1

j , · · · , θ
q−1
j , θq+1

j−1 , · · · , θ
Nn
j−1

)
∝ P (xqk|z

q
k)

(
q−1∏
r=1

P
(
zr↔qk |xrk = θrj ,x

q
k

))

×

(
Nn∏

r=q+1

P
(
zr↔qk |xrk = θrj−1,x

q
k

))
(6.5)

The equation is derived by substituting x1
k = θ1

j , · · · ,x
q−1
k = θq−1

j ,xq+1
k = θq+1

j−1 , · · · ,x
Nn
k =

θNn
j−1 into PXk

in Equation (6.3).

Then for the primary node p at the scan, we sample:

θpj ∼ P
(
θp|θ1

j , · · · , θ
p−1
j , θp+1

j , · · · , θNn
j

)
∝ P (zpk|x

p
k)

∫
P
(
xpk|x

p
k−1

)
P
(
xpk−1|Z1:k−1

)
dxpk−1

×

(
Nn∏

r=1,r 6=p

P
(
zr↔pk |xrk = θrj ,x

p
k

)) (6.6)

Likewise, the equation is obtained by substituting x1
k = θ1

j , · · · ,x
p−1
k = θp−1

j ,xp+1
k =

θp+1
j , · · · ,xNn

k = θNn
j into PXk

.

Iterative runs of Equations (6.5) and (6.6) generate a Gibbs chain. Figure 6.1 demon-

strates one of the scans in the sampling process. Following a sufficient burn-in period

(of, say, Nbp scans), the chain approaches its stationary distribution. From the Gibbs



136 Nonparametric Cooperative Tracking

Table 6.1 – Algorithm: GSCPF (naive)

Θk ← Partile_Filter (Θk−1,Zk)

1: par for p = 1 to Nn do
2: load prior particle set {xp,(i)k−1 , w

p,(i)
k−1}Li=1 from Θk−1

3: initialise Gibbs variables θ1 = θ1
0, · · · , θNn = θNn

0

4: for j = 1 to (Nbp +Nsi × L) do
Sampling for each auxiliary node:

5: for q = 1 to p− 1, p+ 1 to Nn do
6: draw θqj ∼ P

(
θq|θ1

j , · · · , θ
q−1
j , θq+1

j−1 , · · · , θ
Nn
j−1

)
with observations from Zk fused in

7: end for
Sampling for the primary node:

8: draw θpj ∼ P
(
θp|θ1

j , · · · , θ
p−1
j , θp+1

j , · · · , θNn
j

)
with observations from Zk fused in

9: if (j −Nbp) is an integer times of Nsi do
Extraction:

10: particle index i = (j −Nbp) /Nsi

11: save sample xp,(i)k = θpj
12: set weight wp,(i)k = 1/L
13: end if
14: end for
15: save posterior particles {xp,(i)k , w

p,(i)
k }Li=1 to Θk

16: end for

chain we then extract a set of particles to approximate the marginal posterior distribu-

tion of the primary node P (xpk|Z1:k). Theoretically the desired posterior distribution

could be approximated to any degree of accuracy with sufficient number of particles.

To reduce autocorrelation, samples are extracted with an interval of Nsi (or a thinning

ratio of 1/Nsi in other words), i.e. by taking every (Nsi)
th value in the chain. Please

note that the extracted posterior particles have equal weights, therefore resampling

process is not required any more.

By repeating the above algorithm for every node at time k, all nodes are updated

cooperatively with both egocentric and relative observations in Zk. Figure 6.2 illus-

trates how each node is treated as the primary node in turns. The algorithm is also

summarised in Table 6.1 in the form of a pseudocode.
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Figure 6.1 – A scan in the Gibbs sampling. (a) to (c) show the sampling for three
auxiliary nodes and at last (d) for the primary node. The noise contained in the
egocentric position observation of each node is N

(
[ 0

0 ] ,
[

102 0
0 102

])
, while the noise

in inter-node distance measurements is written as N
(
0, 102

)
. Particle quantity

used for each node is 500.

6.3.3 Optimisations

Processing the First Iteration

When it is assumed that nodes are mutually independent at the first iteration, the

prior information of the auxiliary node could be safely taken into account in the

filtering. However, please note that this is only applicable at the first iteration, as

from then on the nodes become cross-correlated. One could still use Equation (6.5)
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(a) (b)

Figure 6.2 – Primary and auxiliary nodes. An arbitrary node works as the primary
node in a) while the rest are auxiliary nodes. In b) another node becomes the
primary node. This goes on so that every node is treated as the primary node. The
processing of these four primary nodes in the figure is independent with each other,
therefore computation for them could be processed in parallel.

at the first iteration, however at the expense of tracking accuracy at the first several

iterations. To properly consider the prior information at the first iteration, it requires

special formulation on the Gibbs sampling for auxiliary nodes, which differs from the

one presented in Equation (6.5).

θqj ∼ P
(
θq|θ1

j , · · · , θ
q−1
j , θq+1

j−1 , · · · , θ
Nn
j−1

)
∝ P (zq1|x

q
1)

∫
P (xq1|x

q
0)P (xq0) dxq0

×

(
q−1∏
r=1

P
(
zr↔q1 |xr1 = θrj ,x

q
1

))

×

(
Nn∏

r=q+1

P
(
zr↔q1 |xr1 = θrj−1,x

q
1

))
(6.7)

From the second iteration on, Equation (6.5) is used for every auxiliary node.

Construction of Uninformative Distribution for Auxiliary Nodes

In Equation (6.5), the prior distribution of an auxiliary node q is constructed with its

egocentric observation P (xq|zqk) when it exists. However in cases where the auxiliary

node is out of egocentric observations, the prior distribution should be an uninfor-

mative distribution, which means it does not contain any probabilistic information.

Ideally the uninformative distribution is a uniform distribution over the entire state
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space, which is not feasible to create. Instead, a more efficient method is proposed to

construct regional uninformative distribution around the possible area of the auxiliary

node’s location.

Given an arbitrary proposed distribution q(x) that is easy to sample from (say, Gaus-

sian distribution), we could obtain an approximate of uniform distribution by dividing

the proposed distribution by itself. More specifically, we first draw a set of equally

weighted particles representing the proposed distribution, i.e. {x(i), w(i)}Li=1 ∼ q(x).

Then the weight of each particle is divided by its probability at its position, which

means for particle i = 1 to L, we have:

{x(i), w(i)} ∼ q(x)

w(i) =
w(i)

q(x(i))

Then the obtained set of weights are normalised. For instance, Figures 6.3 and

6.4 demonstrate two regional uninformative distributions constructed in 1D and 2D

spaces respectively, compared to their corresponding ideals over the whole spaces.

Pre-Processing of the Primary Node

In the naive implementation of the GSCPF, the intra-node fusion step of the primary

node (i.e. the combination of prediction and fusion of its egocentric observation if it

exits) is processed in each scan of the Gibbs sampling, see Equation (6.6). Moreover,

each extraction from the Gibbs chain produces only one posterior particle for the

primary node. Therefore in order to collect in total L posterior particles the Gibbs

chain should meet a length of exactly Nbp +Nsi ×L scans. These two characteristics

of the naive concept lower down the efficiency in computation.

An improvement to the GSCPF is to terminate the intra-node fusion process before

the iterative Gibbs sampling step. The sampler loads the pre-processed particle set
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Figure 6.3 – Uninformative distributions in 1D space. The distribution in (b) uses
N
(
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)
as the proposed distribution.
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Figure 6.4 – Uninformative distributions in 2D space. The distribution in (b) uses
N
(
[ 40

60 ] ,
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152 0
0 152

])
as the proposed distribution.

of the primary node in each scan and only the inter-node information is left to pro-

cess. That is to say, compared to the naive implementation, the improved GSCPF

moves the intra-node fusion process out of the Gibbs sampling. In addition, when it

comes to each (Nsi)
th scan in the chain, the updated set of weights are extracted and

accumulated. Lastly when the sampling procedure finishes, the accumulated weights

are normalised to yield the posterior particles. The improvement brings a flexible

requirement on the length of the Gibbs chain and thus the computation cost could be
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Table 6.2 – Algorithm: GSCPF (Table 6.1 rewritten)

Θk ← Partile_Filter (Θk−1,Zk)

1: par for p = 1 to Nn do
2: load prior particle set {xp,(i)k−1 , w

p,(i)
k−1}Li=1 from Θk−1

3: initialise Gibbs variables θ1 = θ1
0, · · · , θNn = θNn

0

4: for j = 1 to (Nbp +Nsi × L) do
5: Sampling for each auxiliary node: (Omitted)

Sampling for the primary node:
6: Intra-node Fusion:

P (xpk|Z1:k)
− ∝ P (zpk|xp)

∫
P
(
xpk|x

p
k−1

)
P
(
xpk−1|Z1:k−1

)
dxpk−1

{xp,(i)k , w
(i)
k−}Li=1 ∼ P (xpk|Z1:k)

−

7: Inter-node Fusion:
P (xpk|Z1:k)

+ ∝ P (xpk|Z1:k)
−
(∏Nn

r=1,r 6=p P
(
zr↔pk |xr = θrj ,xp

))
{xp,(i)k , w

(i)
k+}Li=1 ∼ P (xpk|Z1:k)

+

8: draw θpj ∼ P (xpk|Z1:k)
+

9: if (j −Nbp) is an integer times of Nsi do
Extraction:

10: particle index i = (j −Nbp) /Nsi

11: save sample xp,(i)k = θpj
12: set weight wp,(i)k = 1/L
13: end if
14: end for
15: save posterior particles {xp,(i)k , w

p,(i)
k }Li=1 to Θk

16: end for

reduced. Regardless of the chain length Ncl after the burning-period, the quantity of

the posterior particles is kept identical to the prior. Nevertheless, the produced pos-

terior particles are not equally weighted and the resampling process should be used

when necessary to prevent particle degeneracy. The naive and improved algorithms

respectively are shown in Tables 6.2 and 6.3.

Centralised and Decentralised Implementation

The algorithm can be implemented in a centralised or decentralised architecture. In

the centralised structure, the estimation is performed in a base station. At every time

step, observations including both absolute and relative ones are forwarded to the base
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Table 6.3 – Algorithm: GSCPF (improved)

Θk ← Partile_Filter (Θk−1,Zk)

1: par for p = 1 to Nn do
2: load prior particle set {xp,(i)k−1 , w

p,(i)
k−1}Li=1 from Θk−1

3: Intra-node Fusion:
P (xpk|Z1:k)

− ∝ P (zpk|xp)
∫
P
(
xpk|x

p
k−1

)
P
(
xpk−1|Z1:k−1

)
dxpk−1

{xp,(i)k , w
(i)
k−}Li=1 ∼ P (xpk|Z1:k)

−

4: initialise weights {wp,(i)k }Li=1 = 0
5: initialise Gibbs variables θ1 = θ1

0, · · · , θNn = θNn
0

6: for j = 1 to (Nbp +Ncl) do
7: Sampling for each auxiliary node: (Omitted)

Sampling for the primary node:
8: Inter-node Fusion:

P (xpk|Z1:k)
+ ∝ P (xpk|Z1:k)

−
(∏Nn

r=1,r 6=p P
(
zr↔pk |xr = θrj ,xp

))
{xp,(i)k , w

(i)
k+}Li=1 ∼ P (xpk|Z1:k)

+

9: draw θpj ∼ P (xpk|Z1:k)
+

10: if (j −Nbp) is an integer times of Nsi do
Extraction:

11: accumulate weights {wp,(i)k }Li=1 = {wp,(i)k }Li=1 + {w(i)
k+}Li=1

12: end if
13: end for
14: normalise weights {wp,(i)k }Li=1

15: if N̂eff < Nthr do
16: resample with replacement L particles from

{xp,(i)k , w
p,(i)
k }Li=1 according to {wp,(i)k }Li=1

17: end if
18: save posterior particles {xp,(i)k , w

p,(i)
k }Li=1 to Θk

19: end for

station for estimates update via a communication network. If the tracking is realised

in a decentralised manner, each node keeps sharing its egocentric observations and

pairwise measurements with its neighbours. In the meanwhile every node collects all

kinds of observations from the rest of nodes through the network, and lastly achieves

self-localisation using its own egocentric information and all available information it

receives. In this case, only the node itself is treated as the primary node. The compu-

tation burden is hence distributed over all nodes in the field. As transmitted between



6.4 Simulation Results 143

nodes is the observation data only, the communication cost in both centralised and

decentralised frameworks would not be a concern.

6.4 Simulation Results

Simulations with linear/non-linear and Gaussian/non-Gaussian cases were performed

to evaluate the performance of the proposed GSCPF approach. The performance is

also compared to that of parametric approaches in terms of tracking accuracy and

consistency.

6.4.1 Linear and Gaussian Cases

Setup

The demonstration of the algorithm in linear and Gaussian cases is done with an

example of 7 mobile nodes moving within a 1D space. Only 4 of the mobile nodes

have absolute position information available from a GPS sensor. Each mobile node

is equipped with a radio device that enables communication with other nodes, and

also provides a measure of relative distance between the nodes. Both the motion

process and observation models are set to be linear and Gaussian to ensure that an

optimal performance is produced by Kalman filter, which the proposed algorithm

is compared with. Nevertheless, as a nonparametric approach, the algorithm could

also be applied in systems presenting non-linear and non-Gaussian properties, which

will be demonstrated in the next sections. Both the Kalman and the particle filter

are tracking the state of each node which is composed of position and velocity in 1

dimension.

x =
[
rx vx

]T
If we consider an individual mobile node, its state transition model from time step

k − 1 to k is interpreted by:
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xk =

1 ∆T

0 1

xk−1 +

∆T 2

2

∆T

 a
where the random acceleration a ∼ N (0,Q) and ∆T is the interval between the two

time steps.

Figure 6.5 illustrates the true trajectories of all mobile nodes moving with random

accelerations in the 1D space from one of the investigated cases. The communication

range between nodes is assumed long enough so that each node is able to communicate

with everyone else at all times. However, an exception is the last node (in orange

colour in the figure), which does not have egocentric observations and is intentionally

disabled to communicate with those neighbours with egocentric information available.

Therefore it is localised/tracked by information that is passed via at least 2-hops.

The purpose of this configuration is to evaluate the performance of the algorithm in

a special cooperative tracking scenario in which a position unknown node (i.e. the

last node in the simulation) is localised/tracked using only relative information from

other position unknown nodes.

In each of the simulation iterations, all absolute and relative observation generated

within each mobile node is forwarded to a central base station node to facilitate

global cooperative tracking of all nodes. This central node is not used as part of the

localisation process, and is only used to collect observations of every mobile node

for data fusion. To simplify the analysis, an assumption is made that each piece of

information arrives at the central base station in real time. Detailed parameters used

in the simulation are given in Table 6.4. These parameters were chosen to produce

explicit results. Some location errors were intentionally added to every node in the

initial state.

In order to quantify the tracking performance, the root mean squared error (RMSE)

is used as a measure. The location RMSE of overall Nn mobile nodes is computed

by:
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Figure 6.5 – True trajectories of mobile nodes. Each mobile node moves with a random
acceleration in the 1D space.

RMSE =

√∑Nn

p=1 (r̂px − rpx)2

Nn

The RMSE value in velocity could be obtained in a similar way.

Results

The tracking results of the parametric and nonparametric cooperative tracking ap-

proaches, i.e., KF and GSCPF respectively, are presented and compared in Figure

Table 6.4 – Simulation parameters

Parameter Value

total Monte Carlo simulation cases 30
total iterations per case 200
total mobile nodes Nn 7
total mobile nodes with egocentric observation enabled 4
acceleration noise N (0, 0.52)
position observation noise vabs N (0, 52)
distance observation noise vrel N (0, 102)
particle quantity for primary node Np 1000
particle quantity for auxiliary node Na 500
burn-in length of Gibbs sampler Nbp 200
sampling interval of Gibbs sampler Nsi 5
length of Gibbs chain Ncl 2000
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Figure 6.6 – Mean RMSEs of position. The KF and GSCPF results are close in both
(a) and (b). With cooperative tracking enabled, the relative observations are used
to improve the tracking performance. This is particularly noticeable in the mobile
nodes that do not have egocentric position observations from GPS. As a special
case in nodes without GPS, the tracking result of the last node is illustrated in (b)
separately. The tracking result of independent Kalman filter for nodes without GPS
is not shown as the non-cooperative tracking algorithm fails in such a scenario.

6.6 in terms of mean RMSEs, which are calculated by averaging results of N = 30

Monte Carlo cases. As revealed in the figure, both cooperative algorithms can reduce

the uncertainty of the mobile nodes with GPS by incorporating observations from

other nearby nodes. The nodes without GPS only rely on position information of

nearby nodes and relative measurements from them to get a position estimate. The



6.4 Simulation Results 147

uncertainty of the absolute position in this case depends on the quality of the position

information available to the GPS enabled neighbours as well as the relative ranging

accuracy among them. As a special case set in the simulation, the last special node is

tracked only by relative information from the other two GPS disabled nodes, which

means that it is only allowed to use the third hand position information of these nodes

with GPS enabled. This justifies the fact revealed in the figure that the tracking of

the last node ends up with the largest errors.

To compare the tracking accuracy of the two tracking approaches, it is seen from

the figure that GSCPF gives performance close to KF most of the time in position

estimates for each type of nodes (with and without GPS and the last special node).

We believe results with higher tracking accuracy are achievable with higher numbers of

particles and/or longer lengths of Gibbs chain in the GSCPF. The tracking result from

an independent KF where nodes do not communicate and are tracked independently

is also presented. The advantage of cooperative tracking is clearly demonstrated in

the diagram. Nodes without GPS are tracked cooperatively by nearby neighbours in

the use of the cooperative tracking approaches, while the non-cooperative tracking

algorithm fails in such a situation. In addition, estimates of the mobile nodes with

GPS are also improved in cooperative tracking. This is manifestly because more

information (both absolute and relative) is taken into account in the fusion stage,

compared to the non-cooperative tracking scenario, where only absolute information

is considered.

6.4.2 Linear and Non-Gaussian Cases

Setup

This section tests the proposed GSCPF with the presence of non-Gaussian noises

in relative range observations. The purpose of the simulation is to evaluate the

performance of KF and GSCPF when the Gaussian assumption is not kept valid

any more, which is true for most applications in the real world. Of various kinds of

candidates, a Student’s t-distribution was chosen as the non-Gaussian distribution
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Figure 6.7 – Gaussian and non-Gaussian distributions. The blue curve demonstrates
a zero-mean Gaussian distribution described by N

(
0, σ2

)
where σ = 10. The

red shows a Student’s t-distribution as an example of non-Gaussian distribution.
The distribution is similar to the Gaussian but comparatively heavier-tailed. It
is formulated by St (0, λ, ν) where ν = 3 is degrees of freedom, and the precision
λ = 1

σ2
ν
ν−2 = 0.03. Along with the growing of ν to ∞, the Student’s t-distribution

approaches the Gaussian one.

used in the simulation. Though of similar shape to Gaussian distributions, it is

heavier-tailed, which means that it is more likely to produce samples that fall far

from its mean. When ν → ∞ is fulfilled, the Student’s t-distribution turns to be

Gaussian.

lim
ν→∞

St (µ, λ, ν) = N
(
µ, σ2

)
where µ is mean; λ is precision; ν is degrees of freedom; and variance σ2 = 1

λ
ν
ν−2

(ν > 2).

Simulation cases were created with relative observations corrupted by noises that fol-

low the Student’s t-distribution in Figure 6.7. And in the simulation, the GSCPF

would use the same Student’s t-distribution parameters to build up its observation

model, while the KF uses the Gaussian in the figure to approximate the Student’s

t-distribution. The approximation is somewhat over-confident on excluding proba-

bilities on the tails of the Student’s t. However the approximation could never be

perfect using only one Gaussian, as it turns to be over-pessimistic if a larger variance

is used in the Gaussian. The rest of the components in the simulation such as node

motion model and absolute observation were kept the same, i.e. linear and Gaussian,

to the simulation conducted in Section 6.4.1. The purpose of this is to make sure

that it is only relative observation models that would account for the difference in
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tracking results of the two approaches.

Consistency Test

In addition to the RMSE which is to evaluate the tracking accuracy, normalised

estimation error squared (NEES) is adopted as the metrics of consistency of the two

tracking approaches in the simulation.

According to the definition in [21], a filter is considered “consistent” if its estimation

errors are consistent with their statistical properties, i.e.,

1. Have mean zero, (i.e., unbiased estimates).

2. Have covariance matrix as calculated by the filter.

Respectively, they correspond to two equations:

E [x̂k − xk] = 0

E
[
(x̂k − xk) (x̂k − xk)

T
]

= Pk

where x̂k is the state estimate at time k, xk is its true value, and Pk is its associated

covariance calculated by the filter.

The NEES value for a given mobile node at time k is calculated by:

ε (k) = (x̂k − xk)
T P−1

k (x̂k − xk)

The consistency test is based on averaging NEES results over N Monte Carlo runs of

the filters, which yields:

ε̄ (k) =
1

N

N∑
i=1

εi (k)
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Then the Nε̄ (k) will have a χ2 (chi-square) distribution with Ndim (xk) degrees of

freedom [21] [15], under the hypothesis that the tested filter is consistent and approx-

imately linear and Gaussian. The state estimation errors are considered consistent

with the filter-calculated covariances if:

ε̄ (k) ∈ [r1, r2]

where the interval [r1, r2] bounds the two-sided 95% probability concentration region

and is calculated by:

[
χ2
Ndim(xk) (0.025)

N
,
χ2
Ndim(xk) (0.975)

N

]

A filter tends to produce optimistic estimates if the ε̄ (k) rises significantly higher

than the upper bound, while if it stays below the lower bound for a majority of time,

the filter is considered conservative [17].

Results

The average RMSEs of the two filters, KF and GSCPF, are presented and compared

in Figure 6.8. The average NEESs of the last node produced by the two filters could be

found in Figure 6.9. These results were calculated by averaging outcomes of N = 30

Monte Carlo cases.

In terms of tracking accuracy according to the figure, apparently GSCPF demon-

strates superior performance compared with that of KF in position estimation for

each type of nodes (with and without GPS and the last node). As revealed by Figure

6.9, the GSCPF also outperforms KF in terms of estimation consistency. The mean

NEES result of the GSCPF stays inside the 95% probability concentration region for

the most of the simulation iterations. The mean NEES curve of the KF, however,

keeps higher than the upper bound for a majority of the time. This indicates that

the GSCPF is able to produce consistent tracking results, while the KF tends to be
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Figure 6.8 – Mean RMSEs of position. The mean RMSE results of GSCPF outperform
KF’s in both (a) nodes with GPS and (b) nodes without GPS available. Note
that the tracking result of independent Kalman filter is not affected by the non-
Gaussian distributed noises in relative ranging observations, which do not exist in
non-cooperative tracking scenarios. The independent KF tracking result for nodes
without GPS is not shown in (b) as the independent tracking algorithm fails in such
scenario.

optimistic in estimation. The comparisons in NEES for other nodes are not illustrated

as they have the similar result to that in Figure 6.9.

To conclude, with the existence of the particular type of non-Gaussian noises (i.e. Stu-

dent’s t-distribution) in relative ranging observations in the simulation, the GSCPF

performs better than KF in terms of both tracking accuracy and consistency. It is
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Figure 6.9 – NEES consistency test for the tracking of the last node. The in-bound
rate of the GSCPF tracking result is about 91.04%, while for a majority of the time
the KF result is out of the 95% probability bounds.

believed that the KF would perform even worse in tracking cases where more com-

ponents present non-Gaussian properties or the existing non-Gaussian distribution

is of lower similarity to Gaussian, such as triangular, rectangular, multi-modal and

so on. Some methods, e.g. Gaussian mixtures [28], are used to approximate the

non-Gaussian distribution in KF and its variants. For instance, the Student’s t-

distribution used in the simulation could be approximated by adding up a number

of Gaussian distributions with the same mean but different variances. However, as

a nonparametric approach, the GSCPF deals with the cooperative tracking prob-

lems with non-Gaussian distributions naturally and more precisely, and is certainly

preferred in such types of applications.

6.4.3 Non-Linear and Gaussian Cases

Setup

To evaluate the performance of cooperative tracking algorithms in Gaussian but non-

linear scenarios, a simulation was setup with 7 mobile nodes moving randomly in a 2D

field. The trajectories of these nodes are illustrated in Figure 6.10. Four of them have

GPS device fitted on-board while the rest three do not. The system’s non-linearity
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Figure 6.10 – True trajectories of mobile nodes. Every mobile node moves with random
linear velocity and steering angle in the 2D area.

kV
kγ

B

Figure 6.11 – Bicycle-like vehicle motion model.

comes from the node kinematic model and relative distance measuring model. The

motion of each node could be described by a bicycle-like vehicle moving with random

steering angle and rolling speed on ground, see Figure 6.11. Therefore we have the

state of each node represented by:

x =
[
rx ry θ

]T
where θ is the orientation of the node respect to the x axis.

Assuming that the motion control inputs are constant over the interval ∆T between

two time steps, we have a discrete time vehicle model of the node from time step k−1

to k formulated by:
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xk = f (xk−1,uk) = xk−1 +


∆TVkcos (θk−1 + γk)

∆TVksin (θk−1 + γk)

∆TVk
sin(γk)
B


where Vk represents the linear velocity of the front wheel on ground; γk refers to the

steering angle; B is the wheelbase between axles of the front and rear wheels.

Having been added with process noises, the control inputs uk could be expanded to:

uk =

Vk
γk

 =

V true
k

γtruek

+

wV

wγ


where V true

k and γtruek respectively are true inputs of linear velocity and steering angle,

and wV and wγ are zero-mean Gaussian noises on them respectively. For simplicity,

we assume in the simulation that the control inputs for each node keep constant.

The kinematic model has to be linearised when these nodes are tracked in the use of

EKF. For node p, we have the linearised motion model written as:

δxpk ≈


1 0 −∆TV p

k sin
(
θ̂pk−1 + γpk

)
0 1 ∆TV p

k cos
(
θ̂pk−1 + γpk

)
0 0 1

 δxpk−1

+


∆Tcos

(
θ̂pk−1 + γpk

)
−∆TV p

k sin
(
θ̂pk−1 + γpk

)
∆Tsin

(
θ̂pk−1 + γpk

)
∆TV p

k cos
(
θ̂pk−1 + γpk

)
∆T

sin(γpk)
B

∆TV p
k

cos(γpk)
B


wV

wγ



In addition, a linearisation process of the non-linear relative ranging model between

two neighbouring nodes p and q in 2D space is required.

hp→qk (Xk) =

√
(rpx − rqx)2 + (rpy − rqy)2
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∇Hp→q
x̂p
k

=
[
r̂px−r̂qx
dp→q
k

r̂py−r̂qy
dp→q
k

0 0
]

∇Hp→q
x̂q
k

=
[
r̂qx−r̂px
dp→q
k

r̂qy−r̂py
dp→q
k

0 0
]

where dp→qk =
√

(r̂px − r̂qx)2 + (r̂py − r̂qy)2.

The relative range observations also contain zero-mean Gaussian noises denoted by

vrel.

The trajectories of all 7 nodes in one of the simulation cases are depicted in Figure

6.10. In Table 6.5 presented are detailed parameters used in the simulation. The

constant true linear velocity was set to be 10m/s, which represents a typical speed of

haul trucks.

Table 6.5 – Simulation parameters

Parameter Value

total Monte Carlo simulation cases 30
total iterations per case 200
total mobile nodes Nn 7
total mobile nodes with egocentric observation enabled 4
constant true linear velocity V 10m/s
linear velocity noise wV N (0, 22)
constant true steering angle γ 2° or −2°
steering angle noise wγ N (0, 2.52)
position observation noise vabs in x and y N

(
[ 0

0 ] ,
[

52 0
0 52

])
distance observation noise vrel N (0, 102)
particle quantity for primary node Np 2000
particle quantity for auxiliary node Na 500
burn-in length of Gibbs sampler Nbp 200
sampling interval of Gibbs sampler Nsi 5
length of Gibbs chain Ncl 2000

Results



156 Nonparametric Cooperative Tracking

0 20 40 60 80 100 120 140 160 180 200
3

4

5

6

7

8

time (s)

p
o
si
ti
o
n
R
M

S
E

(m
)

 

 

non−cooperative EKF (nodes with GPS)

ideal EKF (nodes with GPS)

standard EKF (nodes with GPS)

GSCPF (nodes with GPS)

(a) Mean position RMSE of nodes with GPS

0 20 40 60 80 100 120 140 160 180 200
3

4

5

6

7

8

time (s)

p
o
si
ti
o
n
R
M

S
E

(m
)

 

 

ideal EKF (nodes w/o GPS)

standard EKF (nodes w/o GPS)

GSCPF (nodes w/o GPS)

(b) Mean position RMSE of nodes without GPS

Figure 6.12 – Mean RMSEs of position. The mean RMSE results of GSCPF out-
perform EKF’s in both (a) nodes with GPS and (b) nodes without GPS avail-
able. The ideal EKF performs the best given the knowledge of true states. a)
also demonstrates the advantage of cooperative tracking algorithms in improving
tracking accuracy of nodes with GPS when their results are compared to that of the
independent EKF. The independent EKF tracking result for nodes without GPS is
not presented in (b) as the algorithm fails to track in such scenario.

By averaging results fromN = 30 Monte Carlo simulation cases, the proposed GSCPF

algorithm is compared with ideal and standard EKFs in Gaussian but non-linear

scenarios. The difference between the two EKFs comes from the different choices

of linearisation points. The standard EKF in the simulation performs linearisation

at the point of last state estimates and current state predictions in the prediction



6.4 Simulation Results 157

0 20 40 60 80 100 120 140 160 180 200
1

2

3

4

5

6

7

8

9

time (s)

N
E
E
S

 

 

ideal EKF (node #1)

standard EKF (node #1)

95% probability bounds

GSCPF (node #1)

Figure 6.13 – NEES consistency test for the tracking of node #1. For 94.53% of
the all simulated iterations the NEES of the GSCPF tracking result stays in the
theoretical 95% probability bounds. The ideal EKF presents a close in-bound rate
to the GSCPF, while the value for the standard EKF is about 26.37%.

and update stages respectively, while the ideal does it accurately with true values of

the last and current states. Apparently the standard EKF has errors introduced in

during linearisation processes, thereby generally producing less precise results. Under

some particular circumstances the standard EKF easily ends up with inconsistency

in tracking due to accumulated errors [17]. All random variables in the simulation

cases were set to be Gaussian, so that it is only the linearisation errors that lead

to degraded tracking accuracy of the standard EKF. The purpose of introducing the

ideal EKF into the simulation is to demonstrate how much the standard EKF result

is affected by the errors from linearisation.

Comparisons of the mean position RMSEs are made among the three cooperative

tracking algorithms, ideal and standard EKFs and the proposed GSCPF. Respectively

the tracking results for nodes with and without GPS could be found in Figures 6.12(a)

and 6.12(b). In both figures clearly we observe that the ideal EKF performed the

best, and the GSCPF outperformed the standard EKF. Though the results of the ideal

EKF and GSCPF are shown in the same figures, there is no comparability between

them, as the ideal EKF is provided with the knowledge of true states, which is not

available in practical implementation. The NEES test results illustrated in Figure

6.13 also suggest a better consistency of the ideal EKF and GSCPF than that of the
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standard EKF. In Figure 6.12(a) the tracking result of the non-cooperative EKF is

presented as well, to again demonstrate the advantage of the cooperative algorithms

in improving tracking of nodes with GPS. The non-cooperative EKF is unable to

track these GPS disabled nodes, therefore its result is not shown for comparison in

Figure 6.12(b).

6.4.4 Effects of Parameters in the Gibbs Sampler

There are three important parameters in the Gibbs sampler: the Gibbs chain length

Ncl, the Gibbs sampling interval Nsi, and the effective sample size Nes. Their rela-

tionship could be revealed by:

Nes =
Ncl

Nsi

This section is going to evaluate the effects of these parameters on the tracking ac-

curacy.

Figure 6.14(a) compares the tracking performance with different Nsi with a fixed Nes.

As seen in the figure, the average RMSE descends along with the increase of Nsi.

This is apparently because of a lower autocorrelation between samples when a larger

Nsi is used. However, a larger Ncl and thus a higher computational cost are required.

When Nsi is not changed, the tracking accuracy is improved with the ascent in Ncl

due to a greater Nes, see Figure 6.14(b).

When the length of Gibbs chain Ncl is fixed, it is seen from Figure 6.14(c) that the

average RMSE reaches a trough at the point Nsi = 10. This phenomenon could be

explained by a combined effect of Nsi and Nes shown in Figures 6.14(a) and 6.14(b),

respectively. Before the point Nsi = 10, the result is dominated by the improvement

of accuracy brought by a larger Nsi. However after this point, the degradation in

accuracy due to a smaller Nes becomes manifest and dominates the result.

In addition, the increase in the particle quantity for primary nodes contributes to the

improvement of tracking accuracy. This can be revealed in Figure 6.14(d).
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Figure 6.14 – Average position RMSEs with different parameters. (a) shows the de-
crease in average RMSE along with the ascent of Nsi. The RMSE is also reduced
when a larger Ncl is used, see (b). In (c), the average RMSE decreases before the
point Nsi = 10 and increases with a larger Nsi. The x-axis in (b) is intentionally
inverted in order to help understand the (c). (d) illustrates the decrease of RMSE
when a larger quantity of particles is adopted for primary nodes.

It can be concluded that, a reasonable value of Nsi, say, 5 or 10, is recommended for

a trade-off between the tracking accuracy and the computational cost. Numbers in

these figures were achieved by averaging tracking results of 7 nodes (4 nodes with

location known and 3 unknown) from 50 Monte Carlo simulation cases.

6.5 Cooperative Tracking in Mobile Ad-Hoc Net-

works

A MANET is a spontaneous network formed by a number of mobile nodes equipped

with communication devices and no infrastructure is required. In a MANET, a node

is only able to communicate with its instant neighbours that are within its com-
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munication range. The MANET hence features multi-hop and P2P connections. A

detailed description of the properties of this kind of network has been presented in

Section 2.5.2. As nodes are moving around in the field, the network topology ever

keeps changing, thereby a node might stay in sight of another for an unpredictable

period of time. The tracking problem is therefore becoming more complicated due to

the dynamics of network topology.

So far, the proposed GSCPF approach has been tested, throughout the previous sev-

eral simulations, in tracking mobile nodes in a fully connected network, where nodes

are assumed to be capable of communicating with each other all the time. The net-

work environment is completely changed in a MANET, which is spontaneously and

dynamically formed by a group of mobile nodes with limited communication ranges

to their instant neighbours. Thus, the naive concept of the approach now should be

optimised to fit the cooperative tracking problem in MANETs. As long as every node

gets connected into the network, a node i is an N -hop (N ≥ 1) neighbour of another

arbitrary node j. Literally node i would help track the node j if it contains use-

ful location information, though the information gets diluted along with the number

of hops of transmission due to uncertainties introduced in relative ranging measure-

ments. As a matter of fact, the gain from the information tends to be negligible when

N is large. For this reason, in order to reach a balance between tracking accuracy and

problem complexity, we would consider only a fraction of all other nodes as the aux-

iliary nodes of the node i in GSCPF algorithm. These nodes within a given threshold

of hops of communication would be taken into account, while a node without new

location information should be removed from the list of auxiliary nodes unless it acts

as a medium relaying information for other auxiliary nodes.

6.5.1 Selection of Informative Auxiliary Nodes from Neigh-

bours

Based on the previous considerations, the algorithm considers a node as an informative

auxiliary when one of the following criteria is met.
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Figure 6.15 – Two examples of informative auxiliary nodes. In both (a) and (b), the
nodes with GPS enabled are in red, while those without GPS information are in
blue.

• It is a 1-hop neighbour with GPS enabled, as it is informative to the primary

node.

• It is an informative 1-hop neighbour without GPS information, when it connects

to at least one node that has GPS enabled and therefore could provide second-

hand position information.

• It is a 2-hop neighbour with GPS enabled and connected by any of informative

1-hop neighbours, i.e. those falling in one of above two.

Those unfortunately not meeting the criteria, for example those nodes beyond 2-

hop far away, are not taken into account as auxiliary nodes in the optimised GSCPF

algorithm when it is applied in a MANET. Note that the selection process of auxiliary

nodes is performed for each primary node at every time step, therefore each will

have its own dynamic list of auxiliary nodes according to the network topology at

the moment. At each time step, the GSCPF algorithm executes Gibbs sampling

individually for every primary node according to its current list of auxiliary nodes.

See Figure 6.15 for two examples of informative auxiliary nodes selected for two

primary nodes respectively.



162 Nonparametric Cooperative Tracking

−200 0 200 400 600

−100

0

100

200

300

400

500

600

x (m)

y
 (

m
)

 

 

node with GPS

node w/o GPS

comm. range

(a) Initial positions

−200 0 200 400 600

−100

0

100

200

300

400

500

600

x (m)

y
 (

m
)

 

 

trajectory of node with GPS

trajectory of node w/o GPS

(b) True trajectories

Figure 6.16 – Initial positions and true trajectories of mobile nodes. (b) Each mobile
node moves with random accelerations within the square field, with starting point
represented by asterisk and ending point denoted by diamond shape. Each dashed
circle represents the coverage of wireless communication of a node.

6.5.2 Simulation of Non-Linear and Non-Gaussian Cases

Setup

The algorithm in a MANET was tested with cases where 16 mobile nodes move within

a square field with a dimension of 500m× 500m. Only half of the mobile nodes have

absolute position information provided by on-board GPS sensors. The radio commu-

nication device mounted on each mobile node enables a node to communicate with

others within a fixed range, and in the meanwhile measures relative range between

the nodes with some noise. A central base station is adopted, the same way as how

it was used in Section 6.4.1, to collect real-time observations from each mobile node

via multi-hop communication. It is at the central station where the global tracking

of all nodes takes place.

Initially, 16 mobile nodes are positioned in the form of a 4×4 array with even intervals.

The communication device fitted in each mobile node is used to communicate between

neighbouring nodes and provide distance measurements as shown in Figure 6.16(a).

Trajectories of nodes are shown in Figure 6.16(b). An assumption is made that both
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absolute and relative observations are received by the central base station in real time.

The extended Kalman filter (EKF) is used as a comparison to the proposed GSCPF

algorithm in the simulation. Both filters are tracking the state of each node which is

composed of positions and velocities in two dimensions.

x =
[
rx ry vx vy

]T
As the EKF is adopted, the non-linear relative ranging model between two neigh-

bouring nodes p and q in 2D space is linearised as previously described in Section

6.4.3.

The relative distance observations were corrupted by noises that follow the same

Student’s t-distribution in Figure 6.7. In its linearised observation model, the EKF

uses the Gaussian in the figure to approximate the Student’s t-distribution. Detailed

parameters used in the simulation could be found in Table 6.6. The particle filter was

initialised with 2000 particles for each primary node, and 1000 for auxiliary nodes.

Some location errors were intentionally added to every node in the initial state.

Table 6.6 – Simulation parameters

Parameter Value

total Monte Carlo simulation cases 30
total iterations per case 200
total mobile nodes Nn 16
total mobile nodes with egocentric observation enabled 8
acceleration noise in x and y N

(
[ 0

0 ] ,
[

0.22 0
0 0.22

])
position observation noise vabs in x and y N

(
[ 0

0 ] ,
[

52 0
0 52

])
distance observation noise vrel used in EKF N (0, 102)
distance observation noise vrel used in GSCPF St (0, 0.03, 3)
initial position interval 125 m
P2P communication range 200 m
particle quantity for primary node Np 2000
particle quantity for auxiliary node Na 1000
burn-in length of Gibbs sampler Nbp 200
sampling interval of Gibbs sampler Nsi 5
length of Gibbs chain Ncl 2000
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To quantify tracking performance, the RMSE is again used as a measure. The RMSE

of location of overall Nn mobile nodes in a 2D plane is computed by:

RMSE =

√∑Nn

p=1 (r̂px − rpx)2 + (r̂py − rpy)2

Nn

The similar way is used to calculate the RMSE in velocity.

Results

The GSCPF algorithm performs better than the EKF in both position and velocity

estimation in the 2D MANET cases according to the simulation results illustrated in

Figure 6.17. In all N = 30 Monte Carlo cases tested, the EKF performed the estima-

tion given full knowledge of observations generated about every mobile node. On the

other hand, the GSCPF tracked these nodes only based on a subset of all available

information, which was automatically picked according to the informative auxiliary

nodes selection mechanism presented in Section 6.5.1. Although the mechanism aims

to reduce computational burden by excluding those neighbours not considered suffi-

ciently informative, undeniably it results in a sacrifice in tracking accuracy to some

extent due to an information loss.

Nevertheless, it is observed in Figure 6.17 that generally the GSCPF tracked nodes

more accurately than the EKF in the simulation. In these non-linear and non-

Gaussian testing cases, errors are introduced into the EKF during approximation

of non-Gaussian noises and linearisation of the inter-node observation model. We

believe that the errors accounted for an even larger degradation of performance in

the EKF compared to what the information loss did in the GSCPF.

Furthermore, the results of NEES shown in Figure 6.18 also suggest better estimation

consistency of the GSCPF algorithm than the EKF under the particular simulation

environment. Only the result for one of the nodes is illustrated in the figure, as the

similar result could be concluded about every other node. As previously mentioned,

the Student’s t-distribution is more likely to generate samples that are far away from
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Figure 6.17 – Mean RMSEs of velocity and position. The mean RMSE results of
GSCPF outperform EKF’s in both (a) velocity and (b) position. The tracking re-
sults of independent EKF for nodes without GPS are not shown as the independent
tracking algorithm fails in such scenarios.

its mean because of its “longer tails” than its Gaussian approximation. However,

the EKF is sensitive to the presence of observations that are considered “outliers”,

i.e. those fall further than what its Gaussian observation model predicts, thereby an

over-optimistic tracking is observed for the EKF in Figure 6.18. This is not an issue

to the GSCPF as it has the real distribution of noises in observation more precisely

modelled. The Student’s t-distribution in the simulation is only used as an example

out of various types of non-Gaussian noises, which exist ubiquitously in the real world.
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Figure 6.18 – NEES consistency test for the tracking of node #2. The in-bound rate
of the GSCPF tracking result is about 93.03%, while most of the time the EKF
result is out of the 95% probability bounds.

From this point of view, the GSCPF, as a nonparametric approach, tends to be of

higher robustness than its parametric counterpart in practical implementation.

6.6 Summary

This chapter has presented a particle filter to track multiple mobile nodes in a co-

operative manner. Relative range information is shared among nodes and forwarded

to a central base station. The base station updates the estimate of nodes using the

relative distance information between nodes, together with egocentric position infor-

mation from the mobile nodes that are equipped with GPS sensors.

Simulation tests were performed in both fully connected networks and MANETs. The

results show that it is possible to obtain accurate and consistent estimates of multiple

nodes using the proposed GSCPF. In MANETs, P2P communication enables cooper-

ative tracking of multiple nodes without a global, full coverage network. The results

showed that the approach facilitates the tracking of mobile nodes which do not have

egocentric position information. In addition, improvements in the tracking of mobile

nodes that do have an egocentric position were demonstrated when compared to the

independent tracking approaches. When the proposed algorithm is compared with
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parametric approaches such as KF and EKF, it demonstrates superior performance

when they are tested in non-linear and/or non-Gaussian systems. In scenarios as-

sumed to be linear and Gaussian, the GSCPF presents close performance to the KF,

which gives optimal results under this circumstance.

The next chapter is going to extend the GSCPF algorithm proposed in this chap-

ter with the delayed-state concept introduced. The delayed-state approaches are

preferred in tracking problems in large environments as they allow time delays in ar-

riving observations. An approach namely DSCPF is proposed and applied to a fleet of

mining vehicles in a large mining environment. This involves the cooperative tracking

of multiple vehicles with highly non-linear motion dynamics and non-Gaussian noise

in the relative position observations.
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Chapter 7

Cooperative Tracking with Delayed Ob-

servations

7.1 Introduction

The nonparametric cooperative tracking approach proposed in the previous chapter is

extended toward delayed-state cooperative filtering in this chapter. The new proposed

approach is capable of fusing delayed inter-vehicle relative information harvested to

further constrain the estimates of vehicle positions. The research work presented in

this chapter completes the main contributions of the thesis. Please refer to Appendix

E for the background of parametric delayed-state filtering approaches. The remainder

of this chapter is organised as below. Section 7.2 defines how delayed observations are

represented in the base station before they are used. Then the Bayesian formulation

of the delayed-state cooperative filtering is elaborated in Section 7.3. It is followed

by Section 7.4, which introduces the proposed particle filter in details. Simulation

results are presented in Section 7.5, while experiments results are available in Section

7.6. Finally the work presented in this chapter is summarised in Section 7.7.
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7.2 Keeping Delayed Observations

In Chapter 5, ΩV
k and ΩV→I

k respectively have been defined as the global vehicle

egocentric observation pool and global V2I observation pool in the base station. In

this chapter, for convenience we join these two pools together to obtain a global

observation pool Ωk, which stores all kinds of observations (absolute or relative,

positive or negative, real-time or time delayed, etc.) that can be used to constrain

estimates of vehicle positions.

To better describe these observations in the Ωk, we define ωkt to represent the collec-

tion of every observation that was generated at a historical time t (1 ≤ t ≤ k) and

is available in the global observation pool. Note that ωkt could be blank, since the

corresponding information might be absent in the Ωk. The global observation pool

now can be rewritten as:

Ωk = ωk1:k

From the global observation pool we also define a collection of delayed observations

Ωk|k−1 most recently received by the base station at time k. It also could be empty,

as the base station might not receive any information at the time. Ωk|k−1 can be

obtained by a relative complement operation of the global observation pools at two

successive time steps, which means:

Ωk|k−1 = Ωk \Ωk−1

7.3 Bayesian Formulation on Delayed-State Cooper-

ative Tracking
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Delayed-states filtering is based on the product rule in Bayesian estimation based on

Markov assumption.

P (x0:k|z1:k) =

(
k∏
t=1

P (zt|xt)

)(
k∏
t=1

P (xt|xt−1)

)
P (x0)

The posterior estimate is achieved with observations regardless of their arrival se-

quence.

Suppose a joint state representing a set of Nv vehicles moving in a field at time t.

Xt =
[
(xv1t )T (xv2t )T · · · (xvNt )T

]T
Suppose a sliding time window Tw, within which the states of all vehicles running

in the field are tracked by a central base station. To track the joint state coopera-

tively, a delayed-state filter keeps present and historical states within the time window

Tw, and updates estimates using real-time and delayed observations from the global

observation pool.

P (Xk−Tw+1:k|Ωk) ∝ P
(
Ωk|k−1|Xt

) ∫
P (Xk|Xk−1)P (Xk−Tw:k−1|Ωk−1) dXk−Tw

(7.1)

where P (Xk|Xk−1) =
∏Nv

p=1 P
(
xvpk |x

vp
k−1

)
, based on the assumption that every node

moves independently in the field.

In Equation (7.1), Ωk|k−1 has been defined to be the collection of delayed observations

received at time k. As mentioned before it could be empty.

Recall Section 3.6 for the likelihood functions given various observations. The P
(
Ωk|k−1|Xt

)
then could be further factorised to:
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P
(
Ωk|k−1|Xt

)
=

 ∏
zvpt ∈Ωk|k−1

Ψ̃
vp
t

 ∏
zvp→cr
t ∈Ωk|k−1

Ψ
vp→cr
t

 ∏
zvp→vq
t ∈Ωk|k−1

Λ̃
vp→vq
t



The above equation is for all p and q from 1 to Nv (p 6= q) and r from 1 to Nc.

A marginal P
(
xvpt |Ωk

)
for vehicle vp at an arbitrary time step t within the time

window could be obtained by integrating the joint state density function with respect

to the states except for xvpt in Equation (7.1).

P
(
xvpt |Ωk

)
=

∫
P (Xt|Ωk) dX̄t (7.2)

where P (Xt|Ωk) =
∫
P (Xk−Tw+1:k|Ωk) dXk−Tw+1:t−1,t+1:k and X̄t is the joint state of

the vehicles except for vp at time t.

7.4 A Delayed-State Particle Filter for Cooperative

Tracking

To track the joint state of vehicles cooperatively, in total there are (Tw + 1) × Nv

sets of particles to keep track of the complete Tw historical states plus one present

state of the Nv tracked agents in the sliding time window up to the present time k.

The filter jumps to a historical time point to perform forward filtering (followed by

backward smoothing, optionally), when new time delayed observation(s) are received,

as shown in Figure 7.1. The forward filtering refers to the process that the algorithm

performs filtering, in chronological order, for historical states and present state using

delayed observations received. The backward smoothing further improves estimates

of historical states by incorporating “future” information, in reversed time sequence.

At time k, for each historical time slot t ∈ [k − Tw, k], we define a particle base

keeping Nv collections of particles which correspond to Nv vehicles.
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Figure 7.1 – Delayed-state cooperative particle filter.

Θk
t =


{xv1,(i)t , w

v1,(i)
t }Li=1 ∼ P

(
xv1t |ωk1:t

)
{xv2,(i)t , w

v2,(i)
t }Li=1 ∼ P

(
xv2t |ωk1:t

)
...

{xvN ,(i)t , w
vN ,(i)
t }Li=1 ∼ P

(
xvNt |ωk1:t

)


Thus to keep track of the total Tw + 1 states of all vehicles, we need Tw + 1 such

particle bases.

Θk
k−Tw:k =

[
Θk
k−Tw Θk

k−Tw+1 · · · Θk
k−1 Θk

k

]
(7.3)

7.4.1 Forward Filtering

Define a starting point of forward filtering, which determines where the particle filter

starts a repropagation process from, when time is evolved from k − 1 to k.

Tff = fmin
(
Ωk|k−1

)
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As the earliest time stamp of observations in Ωk|k−1 is found to be Tff by function

fmin (·), the algorithm is optimised to jump back and restart its filtering process from

the time point Tff instead of k − Tw. This is apparently because for 1 ≤ t ≤ Tff , we

have ωk1:t = ωk−1
1:t .

For time step t = Tff to k and each target node vp, a joint posterior is inferred by gen-

eralising the nonparametric cooperative tracking formulation proposed in Equation

(6.1) in Section 6.3.1.

P k
Xt

, P
(
X̄t|xvpt ,ωkt

)
P
(
xvpt |ωk1:t

)
=
P
(
X̄t,x

vp
t |ωkt

)
P
(
xvpt |ωkt

) ×
P
(
ωkt |x

vp
t

)
P
(
xvpt |ωk1:t−1

)
P
(
ωkt |ωk1:t−1

)
∝ P

(
ωkt |Xt

)
P
(
xvpt |ωk1:t−1

)
(7.4)

where P
(
xvpt |ωk1:t−1

)
=
∫
P
(
xvpt |x

vp
t−1

)
P
(
xvpt−1|ωk1:t−1

)
dxvpt−1.

As having been defined in Section 6.3.1, these auxiliary nodes grouped in X̄t are

temporarily aggregated together at a historical time point t to help track the pri-

mary vehicle node vp. The auxiliary nodes are then marginalised away to obtain the

marginal probability of the primary node state xpt .

P
(
xvpt |ωk1:t

)
=

∫
P
(
X̄t|xvpt ,ωkt

)
P
(
xvpt |ωk1:t

)
dX̄t (7.5)

By repeating the algorithm in Equations (7.4) and (7.5) for every node at each time

t ≥ Tff , all nodes are updated cooperatively with both absolute and relative obser-

vations in ωk1:t. When the t comes to the present time k, we will have the posterior

distribution inferred based on all observations available in the global observation pool,

as Ωk = ωk1:k.

A Gibbs sampler is used to sample from conditionals of the joint posterior distribution

P k
Xt
. The Gibbs sampler adopted is an extended version of the one described in
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Section 6.3.2, which was previously used for real-time filtering. That sampler is now

generalised to fit the delayed-state framework.

Define Nv variables θv1 , · · · , θvN corresponding to all Nv vehicles in the joint posterior

distribution. We have a replacing joint distribution written as:

P
(
θv1 , · · · , θvp−1, θvp , θvp+1, · · · , θvN

)
= P

(
X̄t|xvpt ,ωkt

)
P
(
xvpt |ωk1:t

)
We initialise these variables deterministically or randomly and we have:

θv1 = θv10 , · · · , θvN = θvN0

In the Gibbs sampling, the V2V relative observation could be converted to an absolute

referenced observation. Given zvp→vqt and zvq→vpt and xvqt = θ
vq
j at a scan j ≥ 0,

for convenience we joined two likelihood functions together and lastly denote the

converted likelihood function as:

Ψ̃
vp↔θ

vq
j

t , P
(
zvp→vqt |xvpt ,x

vq
t = θ

vq
j

)
P
(
zvq→vpt |xvqt = θ

vq
j ,x

vp
t

)
For each scan j ≥ 1 and for each auxiliary node vq, we sample:

θ
vq
j ∼ P

(
θvq |θ1

j , · · · , θ
vq−1
j , θ

vq+1
j−1 , · · · , θ

vN
j−1

)
∝ Ψ̃

vq
t

(
Nc∏
r=1

Ψ
vq→cr
t

)(
q−1∏
r=1

Ψ̃
vq↔θvrj
t

)(
Nv∏

r=q+1

Ψ̃
vq↔θvrj−1

t

)
(7.6)

for all existing zvqt , z
vq→cr
t , zvq→vrt , zvr→vqt ∈ ωkt .

Then for the primary vehicle node vp at the jth scan, we sample:
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θpj ∼ P
(
θvp|θ1

j , · · · , θ
vp−1
j , θ

vp+1
j , · · · , θvNj

)
∝ Ψ̃

vp
t

(
Nc∏
r=1

Ψ
vp→cr
t

)(
Nv∏

r=1,r 6=p

Ψ̃
vp↔θvrj
t

)
P
(
xvpt |ωk1:t−1

) (7.7)

for all existing zvpt , z
vp→cr
t , zvp→vrt , zvr→vpt ∈ ωkt . And in the equation we also have

P
(
xvpt |ωk1:t−1

)
=
∫
P
(
xvpt |x

vp
t−1

)
P
(
xvpt−1|ωk1:t−1

)
dxvpt−1.

Iterative runs of the two equations generate a Gibbs chain. A set of posterior particles

for the primary vehicle node vp is then extracted from the chain, as described in

Section 6.3.2.

By repeating the above algorithm for every node at time t, all nodes are updated

cooperatively with both egocentric and relative observations in ωkt . In the form of a

pseudocode, the algorithm is also summarised in Table 7.1.

7.4.2 Backward Smoothing

After the forward filtering process, a particle set kept in the Θk
t approximates the

distribution of a vehicle at time t by fusing a subset of observations, denoted by ωk1:t,

in the global observation pool Ωk.

Equation 7.2 for delayed-state filtering in Section 7.3 computes P
(
xvpt |Ωk

)
(i.e. P

(
xvpt |ωk1:k

)
),

which means xvpt is not only filtered by observations up to time t, but also smoothed

by observations up to a later time k. Obviously estimates based on P
(
xvpt |Ωk

)
tend

to be more certain than that on P
(
xvpt |ωk1:t

)
unless t = k.

The smoothed distribution P (xpt |Ωk) could be elaborated to:
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Table 7.1 – Algorithm: Forward filtering

Θk
t ← Forward_Filtering

(
Θk
t−1,ω

k
t

)
1: par for p = 1 to Nv do
2: load particle set {xvp,(i)t−1 , w

vp,(i)
t−1 }Li=1 from Θk

t−1

3: initialise Gibbs variables θv1 = θv10 , · · · , θvN = θvN0

4: for j = 1 to (Nbp +Nsi × L) do
Sampling for each auxiliary node:

5: for q = 1 to p− 1, p+ 1 to Nv do
6: draw θ

vq
j ∼ P

(
θvq |θv1j , · · · , θ

vq−1

j , θ
vq+1

j−1 , · · · , θ
vN
j−1

)
with delayed observations from ωkt fused in

7: end for
Sampling for the primary node:

8: draw θ
vp
j ∼ P

(
θvp |θv1j , · · · , θ

vp−1

j , θ
vp+1

j , · · · , θvNj
)

with delayed observations from ωkt fused in
9: if (j −Nbp) is an integer times of Nsi do

Extraction:
10: particle index i = (j −Nbp) /Nsi

11: save sample xvp,(i)t = θ
vp
j

12: set weight wvp,(i)t = 1/L
13: end if
14: end for
15: save posterior particles {xvp,(i)t , w

vp,(i)
t }Li=1 to Θt

16: end for

P
(
xvpt |ωk1:k

)
=

∫
P
(
xvpt |x

vp
t+1,ω

k
1:t

)
P
(
xvpt+1|ωk1:k

)
dxvpt+1

=

∫
P
(
xvpt |ωk1:t

)
P
(
xvpt+1|x

vp
t

)
P
(
xvpt+1|ωk1:t

) P
(
xvpt+1|ωk1:k

)
dxvpt+1

= P
(
xvpt |ωk1:t

) ∫ P
(
xvpt+1|x

vp
t

)
P
(
xvpt+1|ωk1:k

)∫
P
(
xvpt+1|x

vp
t

)
P
(
xvpt |ωk1:t

)
dxvpt

dxvpt+1

(7.8)

Equation (7.8) enables the obtaining of the smoothed P
(
xvpt |ωk1:k

)
with the original

P
(
xvpt |ωk1:t

)
at time t and P

(
xvpt+1|ωk1:k

)
, which is the smoothed density function at

the next time step.

To represent the smoothed distributions, we introduce additional particle bases similar
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to those defined in Equation (7.3).

Θ∗kk−tw+1:k =
[
Θ∗kk−tw+1 Θ∗kk−tw+2 · · · Θ∗kk−1 Θ∗kk

]
where

Θ∗kt =


{xv1,(i)t , w

∗v1,(i)
t }Li=1 ∼ P (xv1t |Ωk)

{xv2,(i)t , w
∗v2,(i)
t }Li=1 ∼ P (xv2t |Ωk)

...

{xvN ,(i)t , w
∗vN ,(i)
t }Li=1 ∼ P (xvNt |Ωk)


Define a starting point of backward smoothing.

Tbs = fmax
(
Ωk|k−1

)
Since the largest time stamp of observations in Ωk|k−1 is found to be Tbs by function

fmax (·), the algorithm is optimised to start its smoothing process from the time point

Tbs−1 back to k−Tw, instead of from time k−1. This is evidently because ωk1:t = ωk1:k

when Tbs ≤ t ≤ k.

Hence each Θk
t is copied to Θ∗kt in particles bases when tbs ≤ t ≤ k.

Then for each vehicle vp, for t = Tbs − 1, Tbs − 2, · · · , k − tw + 1 and i = 1 : L,

recursively we have the smoothed particle weights calculated as:

w
∗vp,(i)
t = w

vp,(i)
t

L∑
j=1

P
(
xvp,(j)t+1 |x

vp,(i)
t

)
w
∗vp,(j)
t+1∑L

m=1 P
(
xvp,(j)t+1 |x

vp,(m)
t

)
w
vp,(m)
t

To sum up, the smoothing is processed with particles re-weighted to obtain an approx-

imation to the smoothed density, but the original particle locations are maintained.

The resultant particle set {xvp,(i)t , w
∗vp,(i)
t }Li=1 approximates the marginal distribution

P
(
xvpt |Ωk

)
of vehicle vp, which is identical to that yielded in Equation (7.2). The

backward smoothing algorithm is summarised in Table 7.2 in the form of a pseu-

docode.
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Table 7.2 – Algorithm: Backward smoothing

Θ∗kt ← Backward_Smoothing
(
Θk
t ,Θ

∗k
t+1

)
1: for p = 1 to Nv do
2: load particle set {xvp,(i)t , w

vp,(i)
t }Li=1 from Θk

t

3: load particle set {xvp,(i)t+1 , w
∗vp,(i)
t+1 }Li=1 from Θ∗kt+1

4: for i = 1 to L do
5: for j = 1 to L do
6: α(j) =

∑L
m=1 P

(
xvp,(j)t+1 |x

vp,(m)
t

)
w
vp,(m)
t

7: end for

8: w
∗vp,(i)
t = w

vp,(i)
t

∑L
j=1

P
(
xvp,(j)
t+1 |xvp,(i)

t

)
w
∗vp,(j)
t+1

α(j)

9: end for
10: save smoothed particles {xvp,(i)t , w

∗vp,(i)
t }Li=1 to Θ∗kt

11: end for

The smoothed estimates are extracted from the additional particles bases Θ∗kk−tw+1:k.

However it is important to note that, only filtered particle bases Θk
k−tw:k are kept and

evolved to the next time step, while the Θ∗kk−tw+1:k are calculated at every new step.

More information about backward smoothing is available in [97], [98] and [49].

The particles re-weighted by the smoothing process are only for historical states. The

last/present state estimates would be always identical before and after smoothing.

The pseudocode of the whole DSCPF algorithm is also presented in Table 7.3. Nev-

ertheless, the backward smoothing process in the DSCPF is optional. It could be

skipped to conserve the computational cost in applications where only the estimation

of present states is cared about.

7.5 Simulation Results

7.5.1 Setup

The proposed DSCPF algorithm has been evaluated in two types of simulation cases,

one linear and Gaussian, and the other linear and non-Gaussian. In both types,
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Table 7.3 – Algorithm: DSCPF

Θ∗kk−tw+1:k,Θ
k
k−tw:k ← DSCPF

(
Θk−1
k−tw−1:k−1,Ωk,Ωk−1

)
1: Ωk|k−1 = Ωk \Ωk−1

Forward filtering:
2: Tff = fmin

(
Ωk|k−1

)
3: for t = k − Tw to Tff − 1 do
4: for p = 1 to Nv do
5: copy particles {xvp,(i)t , w

vp,(i)
t }Li=1 from Θk−1

t to Θk
t

6: end for
7: end for
8: for t = Tff to k do
9: extract ωkt from Ωk

10: Θk
t ← Forward_Filtering

(
Θk
t−1,ω

k
t

)
11: end for

Backward smoothing:
12: Tbs = fmax

(
Ωk|k−1

)
13: for t = Tbs to k do
14: for p = 1 to Nv do
15: copy particles {xvp,(i)t , w

vp,(i)
t }Li=1 from Θk

t to Θ∗kt
16: end for
17: end for
18: for t = Tbs − 1 to k − Tw + 1 do
19: Θ∗kt ← Backward_Smoothing

(
Θk
t ,Θ

∗k
t+1

)
20: end for

the simulation of the DSCPF algorithm is setup with 7 mobile nodes moving within

one-dimensional space. Four of the mobile nodes have self-localisation capability

(providing absolute global position measurements), and the rest do not. Each node

is equipped with a radio device to communicate with others, and to measure relative

distance to them in the meanwhile. All observations about these nodes, including

absolute and relative ones, are forwarded to a central infrastructure set somewhere to

achieve the global tracking of each mobile node. Please note that the infrastructure

is only for data gathering and fusion purpose in the simulation, but not involved in

assisting localisation or tracking. Different to the assumption of real-time observa-

tions made in the conventional scenarios (as in Chapter 6), we assume that every

observation will arrive at the fusion centre with some random time delay. The fu-



7.5 Simulation Results 181

0 1 2 3 4 5 6 7 8 9
0

5

10
x 10

4

time delay (s)

co
u
n
t

Figure 7.2 – Random time delays of observations. The pattern of the histogram gen-
erally follows a binomial distribution. The count values of the last three bins (7, 8
and 9) are hard to determine from the figure. Their values are 3199, 504, and 14,
respectively.

sion centre is using the delayed observations collected to track every node in the field.

With cooperative tracking introduced, nodes help each other improve tracking perfor-

mance in the use of relative observations between them. Especially those without the

self-localisation means have to be localised and tracked by the distance measurements

from and to their neighbours.

7.5.2 Linear and Gaussian Cases

In the first type, the simulation uses a linear motion dynamics model, and noises in

observations are set to be Gaussian. Certainly DSCPF could also be applied in sys-

tems presenting non-linear and/or non-Gaussian properties, such as the experiments

in Section 7.6. The purpose of this simulation is to evaluate the performance of the

proposed DSCPF in comparison with the optimal tracking approach, which is the

delayed-state Kalman filter (DSKF) in the linear and Gaussian settings.

Initially, Nn = 7 mobile nodes are positioned with even intervals. The communication

device mounted on each node allows a connection to other nodes and relative distances

to be measured. During the simulation, every mobile node was moving with random

velocities. Both absolute and relative observations arrive with random time delays,

which are set to present a binomial probability distribution within a time window,

see Figure 7.2. In the simulation, both filters are tracking the state of each node,

which is composed by position and velocity in the one-dimensional space.
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Table 7.4 – Simulation parameters

Parameter Value

total Monte Carlo simulation cases 30
total iterations per case 200
total mobile nodes Nn 7
time window size Tw 10 s
total mobile nodes with egocentric observation enabled 4
speed noise N (0, 0.22)
position observation noise vabs N (0, 52)
distance observation noise vrel N (0, 152)
particle quantity for primary node Np 2000
particle quantity for auxiliary node Na 500
burn-in length of Gibbs sampler Nbp 200
sampling interval of Gibbs sampler Nsi 5
length of Gibbs chain Ncl 2000

time (s)
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Figure 7.3 – Mean RMSEs of position estimates of nodes (in metres). The bottom
three are those without GPS, and they have to be localised by relative distances to
neighbours.
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Figure 7.4 – DSCPF without vs. with smoothing. (a) shows the position estimates of
node #1 (without GPS) from DSCPF without smoothing. Generally, the DSCPF
with smoothing gives a better tracking result with smoother variation of estimates,
as shown in (b). The results are in metres.
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x =
[
rx vx

]T
The simulation is initialised with parameters given in Table 7.4. These parameters

were determined in order to produce explicit results. The time window is chosen to

be as narrow as 10 seconds. This is because the motion model used in the simulation

is not designed for long-term prediction. In addition, the particle filter is initialised

with 2000 particles for each primary node, and 500 only for every auxiliary node.

Some location errors were intentionally added to every node in the initial state.

In order to quantify the performance, the RMSE is again used as a measure of per-

formance. The RMSE of position for overall Nn mobile nodes could be computed

by:

RMSE =

√∑Nn

p=1

∑Tw
t=1

(
r̂p,tx − rp,tx

)2

Nn × Tw

Overall mean RMSE is then calculated by averaging over N = 30 independent Monte

Carlo cases. Mean RMSE for an individual node could also be obtained by averaging

RMSEs of the particular node in these cases.

The mean RMSEs of positions for all 7 individual mobile nodes in the DSCPF track-

ing result are demonstrated in Figure 7.3. As observed, the algorithm tracks GPS

enabled nodes at a higher accuracy level, with both absolute and relative measure-

ments provided, than the nodes without GPS, which have to be localised by distance

measurements from and to their neighbours. Figure 7.4 gives details and makes a com-

parison between the tracking results with and without smoothing enabled in DSCPF.

With the backward smoothing enabled, estimates of past states could be improved by

observations up to a later time. Also noteworthy is the identical last state estimates

in both DSCPFs.

To compare DSCPF and DSKF, Figure 7.5 summarises the tracking results in a

straightforward manner. The tracking result of the DSCPF without backward smooth-
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Figure 7.5 – Mean RMSEs of positions. The tracking results of the non-cooperative
DSKF for nodes without GPS are not shown in (b) and (d) as the independent
tracking algorithm fails in such scenarios.

ing is also provided. It is seen that, the DSCPF with smoothing gives close perfor-

mance to the optimal most of the time, for both types of nodes (with and without

GPS). It is believed that better results are achievable with higher quantities of par-

ticles in DSCPF. The tracking result from non-cooperative version of DSKF is also

illustrated, where nodes are tracked independently. The advantage of cooperative

tracking is clearly demonstrated in the figure. The independent tracking algorithm is

unable to track positions of nodes without GPS, therefore its result is not shown in
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Figure 7.6 – Mean RMSEs of the last state positions. The tracking results of the
last state positions for DSCPF with and without smoothing are almost the same.
Specifically, the line representing the result of the nodes with GPS by DSCPF with
smoothing almost overlaps with that by DSCPF without smoothing. Similarly, the
results of the nodes without GPS by DSCPFs with and without smoothing almost
overlap.

Figure 7.5(b). In addition, estimates of nodes with GPS are also improved when the

cooperative tracking is enabled.

Though the DSCPF with smoothing outperforms that without smoothing, which has

been clearly shown in Figure 7.5, their average RMSEs of the last state estimates

are highly close, see Figure 7.6. It can be concluded that in implementation where

only the present/last state estimates are considered, the DSCPF without smoothing

is preferred due to a comparatively lower computational expense.

7.5.3 Linear and Non-Gaussian Cases

The proposed DSCPF has also been tested in N = 30 Monte Carlo linear and non-

Gaussian cases. A Student’s t-distribution illustrated in Figure 7.7 is chosen as the

non-Gaussian distribution used in the simulation, as it is similar to Gaussian but

heavier-tailed. In these simulation cases, the non-Gaussian noises exist in the relative

range measurements between nodes. As a nonparametric approach, the DSCPF is

able to accurately deal with the non-Gaussian noises, while the DSKF has to approx-
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Figure 7.7 – A non-Gaussian distribution and its Gaussian approximation. The red
curve shows a Student’s t-distribution as an example of the non-Gaussian distribu-
tion, and it could be formulated by St (0, λ, ν), where ν = 3 is degrees of freedom,
and the precision λ = 0.0133. Its Gaussian approximation is shown in blue, which
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Figure 7.8 – Mean RMSEs of positions in the non-Gaussian cases.

imate the non-Gaussian distribution in the use of a Gaussian illustrated in Figure

7.7. In terms of the overall mean RMSE, Figure 7.8 compares the tracking results

of the DSCPF algorithm and DSKF in linear and non-Gaussian cases. It could be

easily told from the figure that the DSCPF algorithm outperforms DSKF in terms of

tracking accuracy for both node types (with and without GPS).

The DSCPF also tracks nodes with better estimation consistency than DSKF. The

mean NEES curve of the DSCPF about node #1 stays inside the 95% probability

concentration region for most of the simulation iterations, as illustrated in Figure 7.9.

However, the result of DSKF has a much higher proportion of the iterations above
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Figure 7.9 – NEES consistency test for the tracking of node #1. The in-bound rate
of the DSCPF tracking result is about 93.72%, close to the optimal 95%, while the
value for DSKF is only 59.16%.

the upper bound than expected. A conclusion can be drawn that DSKF tends to

be over-optimistic in estimation in the simulation cases. The NEES results for other

nodes are similar to that of the node presented.

7.6 Experiment Validation

Two experiments were conducted to validate the delayed-state cooperative tracking

approach proposed. The backward smoothing process was not enabled in the DSCPF

algorithm when implemented in the experiments, in which the last state estimates

were considered important. In each experiment, the DSCPF algorithm was run with

5000 primary particles, and the effective length of Gibbs chain was set to be 5000.

7.6.1 Experiment I

Setup

The first experiment was to follow up the previous experiment in Section 5.4, where

three vehicles (V1, V2 and V3) were tracked in a mining operation using delayed ob-
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Table 7.5 – GPS status of vehicles in Experiment I

Vehicles
V1 V2 V3

GPS Enabled 7 3 3

servations received through observation harvesting. Details, such as vehicles routes,

field map, communication activities and so on, could be found in that section. This

time, the vehicles were tracked in the use of the new proposed approach. To demon-

strate the advantage of cooperative tracking, the absolute egocentric observations (i.e.

GPS data) of V1 were intentionally disabled in the experiment, see Table 7.5. This

is equivalent to the case that V1 was not equipped with GPS device.

Another difference to the previous experiment is that, each vehicle kept recording the

wireless connectivity and RSSI measurements when communicating with the other

two along with its movement. The V2V relative observations, as a part of delayed

observations, were brought to the base station when any vehicles got connected to

either data collection points (C1 or C2), which has been explained in the observation

harvesting. The positions of those vehicles out of contact with the infrastructure were

predicted with the long-term motion prediction approach. The performance of the

tracking is again evaluated by the estimation errors and entropies, which were used

in the previous experiment.

The cooperative tracking results were compared to the tracking results with V2V

communication enabled, i.e. the observation harvesting enabled. In a non-cooperative

tracking case, vehicles do not communicate with each other. The tracking with V2V

enabled is the one between the non-cooperative and cooperative tracking, as it enables

inter-vehicle communication so that vehicles help each other bring GPS updates to the

base station, but the fusion stage does not consider V2V relative information. This is

the scenario studied in the previous experiment. This experiment was to demonstrate

how tracking performance would be further improved by enabling cooperative tracking

in the same experiment conducted in Section 5.4.
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Figure 7.10 – Cooperative tracking results of Experiment I in a comparison to the case
without cooperative tracking. This figure is continued by Figure 7.11. Recall the
vehicles routes presented in Figure 5.2, V1 moved along a road near area #208 and
met V3 followed by V2. After V1 drove out of the communication range of the data
collection point C1 at TV 1→C1 (45 s), the base station lost connection with it and
had to estimate its position by motion prediction until the connection recovered
at TV 1→C2 (213 s). Through V2V communication between V1 and V3, the V2V
relative range observations between them up to time TV 1→V 3 (108 s) was taken
to the base station when V3 established a connection with C1 at TV 3→C1 (162 s).
The interactions between V1 and V2 also allow the egocentric information and the
V2V relative measurements about V2 up to TV 2→V 1 (189 s) to be carried to C2
at TV 1→C2 (213 s) via V1. Though V2 never communicated with V3, it uploaded
negative V2V relative connectivity information about V3 before it lost connection
with C2 at TV 2→C2 (107 s). Compared to the tracking result of V1 with V2V
communication enabled in (a), the cooperative tracking result in (b) shows a more
accurate estimation of V1 from the time TV 3→C1 (162 s) on. The result of V3 with
cooperative tracking in Figure 7.11(b) also outperforms the case with only V2V
communication enabled in Figure 7.11(a) roughly between time 80 s and TV 3→C1

(162 s). The tracking results about V2 with and without cooperative tracking are
found to be the same in Figures 7.11(d) and 7.11(c) respectively.
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Figure 7.11 – Cooperative tracking results of Experiment I (cont.).
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Figure 7.12 – Comparisons of estimation errors and entropies. Drops in errors and
entropies of V1 are respectively found in (a) and (b) from time TV 3→C1 (162 s)
on. Though hard to tell by comparing Figures 7.11(c) and 7.11(d), improvement in
estimation errors is achieved for V2 right after time TV 1→C2 (213 s) according to
(c). Lastly for V3, (e) and (f) also suggest more accurate results between time 80
s and TV 3→C1 (162 s) when it was tracked in a cooperative way.
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Figure 7.13 – Comparisons of fleet estimation errors and entropies.
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Results

Compared to the tracking case with V2V communication enabled, the results with

cooperative tracking enabled show more accurate position estimates of V1 and V3.

Without cooperative tracking, the filter at the base station could not make use of

the V2V relative information received, resulting in unchanged position estimation

of V1 at TV 3→C1, see Figure 7.10(a). When cooperative tracking was enabled, the

delayed V2V relative observations received helped refine the position estimate of V1,

as shown in Figure 7.10(b), even though V1 had neither egocentric observations nor

a direct connection with any data collection points at that time. V1 brought the

egocentric position data of V2 to C2 at TV 1→C2, therefore the tracking results for V2

with and without cooperative tracking were almost the same, as receptively presented

in Figures 7.11(d) and 7.11(c). In Figure 7.11(b), V3 is also observed to be better

estimated with cooperative tracking than it is in Figure 7.11(a), as a result of V2

bringing the negative V2V relative information to the base station since it did not

observe V3 along its way. This V2V relative range information about V3 cannot be

considered in the fusion stage without cooperative tracking.

In terms of estimation errors and entropies, Figure 7.12 quantitatively compares the

performance of two tracking cases and clearly illustrates improvements in the cooper-

ative one. Represented by blue lines in the figure, the tracking results of every agent

with cooperative tracking enabled after some time points outperform the other one

denoted by green lines. It is also found to be true in the comparisons of the fleet

estimation errors and entropies presented in Figure 7.13.

The comparisons of these figures demonstrate benefits brought by cooperative track-

ing. With the delayed-state cooperative tracking approach introduced, improvements

in tracking performance are achieved by taking advantage of inter-vehicle relative

range measurements, with which the estimation of agents both with and without

egocentric observations could be refined.
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7.6.2 Experiment II

Setup

The second experiment was to further demonstrate the advantage of cooperative

tracking in a more complicated case: three vehicles (V1, V2 and V3) were tracked with

only one of them equipped with GPS and one data collection point (C1) installed in

the field, see Figure 7.14. More specifically, two out of these three vehicles, V1 and V3

were not provided with GPS information (see Table 7.6), and they ran together with

an almost constant distance between them. This means that the tracking algorithm

in this experiment has to rely more on V2V relative observations.

As the same to the setup in the first experiment, each vehicle had the V2V relative

observations together with other delayed observations brought to the base station

through the observation harvesting. To make a comparison, the experiment was also

run with a non-cooperative tracking configuration, where inter-vehicle communication

was disabled. The long-term vehicle motion prediction approach was again adopted

to predict positions of vehicles when they were not in the communication range of

the infrastructure.

Table 7.6 – GPS status of vehicles in Experiment II

Vehicles
V1 V2 V3

GPS Enabled 7 3 7

Results

The relative distance and communication activities of V2V and V2I are presented

in Figure 7.15. Some important time points in the communication activities are

summarised out as below.

• TV 3→V 2: The first time V2 observed V3.
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Figure 7.14 – Vehicles routes on field map. Three mobile agents were running in a
field with only one data collection point installed near intersection #205. The data
collection point established a signal circle with a radius of 250 meters. The figure
also shows vehicles’ routes on the field map. V1 and V3 initialised a trip on the road
next to area #208, whereas V2 was coming from a road near intersection #203.

• TV 1→V 2: The first time V2 observed V1.

• TV 2→C1: The last communication between V2 and C1.

• TV 3→C1: The first communication between V3 and C1.

• TV 1→C1: The first communication between V1 and C1.

V2 firstly arrived at intersection #205 and drove north. During its trip, it met V3

at time TV 3→V 2 and then V1 at TV 1→V 2, which were moving together to the south.

Lastly V3 followed by V1 drove to C1 at TV 3→C1 and TV 1→C1 respectively.
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Figure 7.15 – Interactions in V2I and V2V. (a) and (b) reveal change of relative
distance in each of the three vehicle pairs with time, and between vehicles and
the data collection point respectively. Troughs in distance lines represent physical
proximity points of two nodes. In (c) and (d) blue strips denote that successful
communication between nodes was achieved, and blank otherwise. More specifically,
TV 3→V 2 is found to be 111 s, and TV 1→V 2 to be 125 s. For V2I communication in
(d), TV 2→C1 = 126s, TV 3→C1 = 131s and TV 1→C1 = 154s. As V1 and V3 were
travelling close together, we could observe comparatively more V2V communication
activities between them throughout the trip time.

The motion model tended to predict the positions of V3 faster than the true values

due to a slow start up of V3. Before the time point TV 3→V 2, V2 did not detect V3 in

its communication range. This negative detection information was soon known by C1

through V2I communication and helped correct the faster prediction of V2’s position.

V2 had a positive relative range measurement about V3 through V2V communication

with it at the time point, which was again known by the base station and used to

improve the estimate of the position of V3. This is demonstrated in Figure 7.16(b)

at around the time marked TV 3→V 2. Noteworthy is that V3 did not have egocentric

GPS updates, so the estimate improvement was contributed by the V2V relative

information and the GPS update of V2. The position estimate was further refined

when V3 established V2I communication with C1, as illustrated in Figure 7.16(b) at

the time marked TV 3→C1.
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Figure 7.16 – Cooperative tracking results of Experiment II. The experiment results
presented in this figure are continued in Figure 7.17. In the experiment, V2 met
V3 followed by V1. The base station had to estimate the positions of V3 and V1
by prediction until they established V2I communication with C1 at time TV 3→C1

(131 s) and TV 1→C1 (154 s) respectively. With cooperative tracking enabled, the
positive V2V relative range observation between V2 and V3 at around time TV 3→V 2

(111 s) were known to the base station via V2, which was in the communication
range of C1. The base station was able to update the position estimate of V3,
see (b), even when it was out of contact with the data collection point. The non-
cooperative tracking result only shows an update in estimation when V3 arrived at
C1 at time TV 3→C1. Similarly V2 brought the relative measurements about V1 at
around time TV 1→V 2 (125 s) to the base station in the cooperative tracking, thereby
the position estimate of V1 got updated, as shown in Figure 7.17(b). Noteworthy
is that, after V3 established communication with C1 at time TV 3→C1, the relative
range observations between V1 and V3 were available to the base station via V3.
Consequently the position of V1 was better estimated after that time point, as
illustrated in Figure 7.17(b). The non-cooperative tracking result for V1 is given in
Figure 7.17(a) for comparison. The tracking results of V2 with cooperative and non-
cooperative tracking are almost the same, as respectively shown in Figure 7.17(d)
and Figure 7.17(c).
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Figure 7.17 – Cooperative tracking results of Experiment II (cont.).
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Figure 7.18 – Comparisons of estimation errors and entropies. The position errors
of V1 with cooperative tracking in (a) initially rose before time TV 1→V 2 (125 s)
and soon dropped, and its entropies was reduced from TV 1→V 2 onward in (b). The
tracking results of V2 with cooperative or non-cooperative tracking did not show
a difference that could be told from (c) and (d). For V3, (e) suggests generally a
smaller tracking error starting before the time TV 3→V 2 (111 s), due to the negative
V2V relative information enabled in cooperative tracking. The entropies of V3 also
began to descend at the time point in (f), when it was tracked in a cooperative way.

Likewise, V1 did not have GPS information and its position estimate was firstly

improved at time TV 1→V 2, when it had V2V communication with V2. During the

time TV 3→C1 and TV 1→C1, the estimate was further improved a few times when V3

from time to time uploaded positive V2V relative observations about V1 to the base

station through C1. Lastly, the position estimate was updated when it had a direct

V2I transaction with C1, which is illustrated at the time TV 1→C1 in Figure 7.17(b).
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Figure 7.19 – Comparisons of fleet estimation errors and entropies.

Estimation results without cooperative tracking are demonstrated in Figures 7.16(a)

and 7.17(a), in comparison to the cooperative ones. The comparison demonstrates an

improvement in tracking performance by the use of cooperative tracking, which incor-

porates the relative measurements between vehicles. This could also be concluded by

comparing estimation errors and entropies of these vehicles, as illustrated in Figures

7.18 and 7.19.

The tracking of V2 does not show much difference with cooperative or non-cooperative

tracking, as respectively shown in Figures 7.17(d) and 7.17(c), also in Figures 7.18(c)

and 7.18(d). This could be explained by that, V2 kept in contact with C1 for most of

the time. V2 moved out of the communication range of C1 at the time TV 2→C1. After

that, there was a position update in the cooperative tracking when V1 brought the

delayed GPS update of V2 to C1. The improvement, however, is not obvious enough

when we compare the two figures.

The bandwidth costs of V2V communication for both absolute and relative obser-

vations are negligible. They are bounded by Nv − 1 and (Nv − 1)2 respectively as

presented in Table 5.3. The values in the experiment containing Nv = 3 vehicles are

validated in Figure 7.20. The V2I bandwidth costs in the experiment were domi-

nated by three major transactions, at the time V2 firstly communicated with C1 (25

s), and time TV 3→C1 (131 s) and TV 1→C1 (154 s), as illustrated in Figures 7.20(b) and

7.20(d). At 25 s, V2 transmitted 22 absolute observations and 52 relative. V3 con-

tributed 8 absolute and 322 relative at time TV 3→C1 (131 s). Lastly these values for

V1 were 11 and 378 respectively at TV 1→C1 (154 s). These values are much less than
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Figure 7.20 – Communication bandwidth costs in V2I and V2V. (a) and (b) respec-
tively show the quantity of absolute and relative observations that vehicles synchro-
nise with each other when in the communication range. When vehicles are within
the communication range of any data collection points, the numbers of absolute
and relative observations they contribute to the base station are illustrated in (c)
and (d) respectively.

the maximum V2I bandwidth costs predicted by Nvτ
vp→I for absolute observations,

and Nv (Nv − 1) τ vp→I for relative measurements. These actual bandwidth costs of

relative observations could be further reduced when compression of data is enabled,

as a negative relative observation contains only simple non-detection information.

7.7 Summary

This chapter has presented a particle filter, which can be used to track multiple agents

cooperatively with delayed observations. The proposed approach, namely delayed-
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state cooperative particle filter (DSCPF), extends the previous work in Chapter 6

toward delayed-state filtering. It features forward filtering and backward smoothing,

to fuse observations that are received by the fusion centre with some time delay.

There are several conclusions that could be drawn according to the simulation and

experiment results. The first is that the DSCPF performs close to the optimal para-

metric tracking approach in linear and Gaussian simulation cases. It is also con-

firmed that the DSCPF, as a nonparametric tracking approach, demonstrates supe-

rior performance in non-Gaussian cases. Furthermore, it has been illustrated in the

experiments that inter-vehicle interactions combined with a limited number of data

collection points enable vehicle cooperative tracking without the assumptions of full

network coverage, and that every vehicle is equipped with GPS sensor. Compared to

cases where vehicles are tracked individually, the cooperative tracking is proven to be

beneficial in improving estimates according to the experiment results.

The proposed cooperative tracking algorithm is considered an essential component

of the approaches that are developed in this thesis, to particularly deal with the

vehicle tracking problem in large environments. The positions of a vehicle could be

predicted by the long-term motion prediction approach proposed inChapter 4, when

its information is not available to the base station. With the observation harvesting

mechanism proposed in Chapter 5, V2V relative ranging measurements, together

with vehicle egocentric observations, are shared among vehicles and forwarded to the

base station via returning vehicles. Lastly, in the use of the particle filter proposed

in this chapter, the base station is able to cooperatively track vehicle positions with

delayed information harvested, combined with V2I measurements from data collection

points distributed in the area.
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Chapter 8

Conclusions

8.1 Introduction

This chapter summarises the contributions of this thesis in Section 8.2 and also out-

lines the directions of future research in Section 8.3. A conclusion is finally presented

in Section 8.4.

8.2 Summary of Contributions

This thesis studies the problem of tracking multiple vehicles in large environments.

It presents a set of approaches to address the observation outage problem, which

inevitably occurs when the tracking is required over a large area of operation.

Most of the existing techniques are ineffective for tracking mobile agents in large en-

vironments. This is because of the lack of environmental properties that need to be

incorporated into the prediction of vehicle positions when it is required over a long

period. It is also essentially due to the incapableness of fusing the time delayed track-

ing information, which is disseminated through a fragmented network. Furthermore,

the traditional cooperative tracking approaches are unable to work in applications

with the presence of non-Gaussian properties in motion and observation models. The
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thesis overcomes these limitations and proposes novel approaches to address the track-

ing problem in large environments. The contributions of this thesis are described as

follows.

Contribution 1: Definition of Observation Types and Their Uses

The thesis defines all types of observations that could be used in constraining possible

vehicle positions. The traditional tracking approaches only consider a portion of these

types. The observations are grouped into absolute and relative, positive and negative,

real-time and time delayed. Among them, negative and time delayed information also

assists in improving estimates in the absence of positive and real-time observations,

respectively. The fusion of V2V relative measurements is also used in the proposed

cooperative tracking approach.

Contribution 2: Development of Probabilistic Observation Models for Ve-

hicle Proximity Detection

The observation models were developed based on historical V2V and V2I commu-

nication data. Their purpose is to evaluate proximity information about a vehicle’s

position relative to another, or to a data collection point, given the availability of

the relative observations defined in Contribution 1. The models are based on wireless

connectivity information and RSSI measurements extracted during communication

activities, and can be continuously improved with more communication data incor-

porated. They require no additional bandwidth, as nodes necessarily communicate

when they meet.

Contribution 3: Development of a Probabilistic Approach for Long-Term

Vehicle Motion Prediction

The thesis develops a new approach for long-term vehicle motion prediction, based

on a vehicle model that incorporates the learnt properties of the environment. It
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enables consistent position prediction for vehicles over a long period, while most of

the traditional methods are only suitable for short-term prediction. The model is also

based on the assumption that a vehicle has a non-zero probability of stopping on a

road. This makes the model a better representation of the real-world situation than

conventional approaches that assume non-stopping movements.

Contribution 4: Development of the Observation Harvesting Approach

Using V2V and V2I Interactions

The thesis proposes the observation harvesting mechanism, which aims to share the

observations amongst vehicles and a fixed infrastructure in an opportunistic manner.

Conventional data transmission techniques require continuous network connectivity

between a transmitter and a recipient. Different from the conventional methods,

the proposed approach introduces a store-and-synchronise concept to deal with net-

work disruptions in large environments. It turns the observation harvesting into an

effective, robust, and lightweight data dissemination method without full network

coverage.

Contribution 5: Development of a Multiple-Vehicle Tracking Approach

Using Delayed Observations

A new particle filtering algorithm is proposed for the tracking of multiple vehicles,

by combing Contributions 2, 3, and 4. The algorithm incorporates the delayed in-

formation into the global position estimation when a vehicle brings back, to a data

collection point or the base station, egocentric position information of those vehicles

not in contact with the infrastructure. During the outage periods of observations, the

algorithm estimates the positions of vehicles using the long-term motion prediction

model proposed. In this approach, V2V relative position measurements are not yet

considered in the fusion stage.
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Contribution 6: Development of a Nonparametric Approach for Coopera-

tive Tracking

Despite a minimal computational cost, parametric cooperative tracking approaches

require the Gaussian assumption to be satisfied. For this reason, a novel nonpara-

metric algorithm is developed to provide a more generalised approach particularly for

cooperative tracking. In traditional PFs, the high-dimensional nature of cooperative

tracking problems leads to low efficiency of importance sampling. This limitation is

overcome in the thesis by introducing the Gibbs sampler into particle filtering, to

sample from low-dimensional target state space conditionally on others, rather than

directly from the joint state. The research applies equally to various applications

where cooperative localisation/tracking is a requisite.

Contribution 7: Development of a Cooperative Vehicle Tracking Approach

with Delayed Observations

A cooperative vehicle tracking approach is developed, by extending the work in Con-

tribution 6 toward delayed-state filtering and combining together Contributions 2, 3,

and 4. The approach is able to perform long-term motion prediction and to fully

utilise all types of observations harvested, including the time delayed and relative.

Compared to Contribution 5, the approach is additionally capable of considering V2V

relative measurements in its fusion stage to further constrain position estimates. This,

essentially, enables the tracking of those vehicles with degraded GPS accuracy or GPS

outages.

Publication Information

Contribution 3 was included in the first journal paper [150], published in the IEEE

Transactions on Intelligent Transportation Systems, and also in an earlier paper [149],

in the 14th IEEE International Conference on Intelligent Transportation Systems

(ITSC’11 ). Contributions 1, 2, 4, and 5 were included in the second journal pa-

per [151], published in the IEEE Transactions on Intelligent Transportation Systems.
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Contribution 6 was included in a paper [152] in the IEEE International Conference

on Robotics and Automation (ICRA’14 ). Contributions 6 and 7 were included in the

third journal paper, which is to be submitted for publication.

8.3 Directions for Future Work

The future work of the proposed approaches in this thesis generally contains four

components, which are detailed as follows.

Improving the Vehicle Motion Model

The probabilistic motion prediction approach has demonstrated that a motion model

must incorporate both the vehicles’ and environmental properties to successfully per-

form long-term prediction of a fleet of vehicles. This approach can be improved further

with an on-line estimation of model parameters to provide continual improvement of

the vehicle model. This will allow the properties of the individual vehicle to be in-

corporated into the model. Additional information regarding weather conditions can

be used to consider the model changes caused by environmental conditions such as

rain, fog and snow. Also, the motion model could be improved by taking into account

different driving patterns, as results of different drivers. It is clear that improving the

target motion model using these techniques will improve the overall performance of

the algorithm. Furthermore, the approach could be extended to include other types

of resources, such as personnel. These concepts indicate the general future research

directions for this approach.

Further Study on Optimising the Harvesting Mechanism

The proposed observation harvesting mechanism has proven to be an effective method

for sharing information in a delayed/disrupted network, by taking advantage of V2V

and V2I interactions. As mentioned in Section 5.4.4, the accuracy level of the tracking
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approach is mainly determined by the length of the “blind time”. The future work

will include a further examination of the optimisation of locations for data collection

points and other mechanisms for reducing the blind time, increasing the availability

of harvested information, as well as optimisation in the robustness of the approach

against conflicting information. This is expected to lead to a reduced, or potentially

bounded position estimation error for the fleet of vehicles. The optimisation will be

an important outcome since it would enable other productivity-related tasks, such as

dispatching.

More Accurate and Reliable P2P Measurements

The accuracy provided for V2V and V2I relative measurements is adequate for the

long-term vehicle tracking scenario investigated in this thesis. Nevertheless, the track-

ing approaches will benefit from a higher degree of accuracy of the P2P relative mea-

surements. The RSSI data, with which the observation models were built up, is known

to be noisy and unreliable due to environmental factors. In the future work, a more

advanced P2P ranging means (e.g., UWB based) is preferred, in order to pursue a

higher precision level and better reliability of relative position measurements between

nodes.

A Closer Look at the Gibbs Sampler based Tracking Approach

The Gibbs sampler based tracking algorithm introduced in this thesis has shown its

great potential as an accurate, and more importantly a tractable nonparametric co-

operative tracking approach in applications where the Gaussian assumption is not

valid. Admittedly, the study and implementation of this novel approach in this thesis

are at a preliminary stage. The future work will include a more detailed investigation

into the fundamental principle of the Gibbs sampler based tracking framework. More

simulations and field experiments, along with possibly better analysis methodologies

are required for an in-depth examination. Furthermore, the algorithm will be opti-

mised toward a more efficient sampling process and a reduced computational cost.
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8.4 Summary

The thesis has made a significant contribution to the field of mobile agents tracking in

large environments. The research paves the way for the implementation of resource

optimisation algorithms when full coverage networks are not available or feasible.

This facilitates another area of research, regarding resource planning incorporating

vehicle uncertainty due to discrete positioning information.

It is of fundamental importance to optimise the utilisation of vehicle resources in

industrial applications. Current fleet monitoring and dispatch systems require full

network coverage to facilitate the planning of vehicle operations. The algorithms

presented in this thesis will provide an estimate of vehicle position, with associated

uncertainty, at all times. This will enable the development of a new set of optimi-

sation algorithms to implement fleet monitoring and vehicle dispatching without the

infrastructure and maintenance expenses of a full coverage communication network.
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Appendix A

Reducing Observation Outage Dura-

tion: A Preliminary Study

The observation outage rate per se is a simple mathematical problem based on the

percentage of the area that is not yet covered by sensors. Roughly, as a complement

number to the observation outage rate, the sensor coverage rate is proportional to the

number of sensors and the area that a sensor can cover, when not taking into account

the overlapping of multiple sensors.

ηs ∝ Ns × As

Hence, the ease of observation outage issue appears to be achievable by considering

one or two of the following options.

1. Increasing sensor quantity/density: With detection range unchanged, a larger

number of sensors, or a higher sensor density in other words, results in a higher

portion of the field area being covered. And because of this, for a more per-

centage of time a node could be detected by any of these sensors when moving

inside the area. Theoretically, the quantity of sensors needed to fully cover a

square area should fulfil:
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Figure A.1 – Setups of nodes and sensors in a large area. Diamond shape represents
starting points of nodes trajectories. Sensors in both (a) and (b) only cover a
portion of the area. In (c), covering the entire 2km× 2km area requires in total 49
sensors with a detection radius of 202 m. As shown in (d), the quantity of sensors
in need for full area coverage is reduced to only 4 with the detection range extended
to 707 m. The figures only show nodes trajectories during the first half an hour.

Ns ≥
L2

2×R2
s

(A.1)

where L is the side length of the square. Rs is the detection range of a sensor.

The denominator equals the area of the largest square that a circle with radius

Rs is able to cover.

Comparing Figure A.1(a) and A.1(c), the latter one illustrates a full sensor cov-
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erage case, where observation outage no longer occurs by distributing 49 sensors

around the area. Furthermore, the estimate is improved with observations com-

ing from more sensors.

2. Increasing sensor detection range: Alternatively, by extending sensor detection

range a moving node could stay under detection of sensors for a longer period

of time. According to Equation A.1, the minimum sensor quantity required for

full coverage could be reduced with a longer sensor detection range. The sensor

quantity for area-wide coverage in Figure A.1(d) is dropped to 4, much less than

49 in Figure A.1(c). This is obtained by adding detection range from 202 m to

707 m.

Another improvement is to deal with the distribution of sensors, taking the environ-

ment properties into consideration.

3. Optimising sensor arrangement: These target nodes may concentrate their ac-

tivities on particular parts of the operation area, depending on tasks that they

undertake, as well as structure of the field, such as geographical shape, terrain,

road network and etc. Figure 1.6 has demonstrated features in a mining oper-

ation. Under this situation, an optimised sensor arrangement will necessarily

bring a lower probability of observation outage. One of examples is to place

sensors near to intersections with heavy traffic load.

A brief investigation is carried out aiming at reducing observation outage duration.

In addition to the first two options, we also consider the following two methods in

the investigation.

4. Introducing pair-wise collaboration between target nodes: In independent track-

ing scenarios, targets are tracked by sensors only. This is changed by enabling

sensing techniques on targets, such as range finder, wireless communication,

and so on, so that multiple targets can measure the pair-wise information be-

tween each other. This information is shared among targets and forwarded to
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infrastructure. Inside the fusion centre, the inter-target information is consid-

ered in addition to the measurements generated by infrastructure sensors for

an improved position estimate. Figure A.2 illustrates the difference between

tracking cases before and after the pair-wise collaboration is introduced. The

undetected nodes are significantly reduced in Figure A.2(b) as some of those

beyond the detection range of sensors could be tracked by nearby neighbours.

5. Increasing node quantity/density: The quantity or density of nodes does not

affect the tracking performance in tracking cases where every node is tracked

independently. When the inter-node collaboration concept is used however, the

quantity of the nodes matters. These nodes are now considered “moving sensor”

under this configuration. Thus an increased target node quantity brings the

similar effect to raising up the count of sensors.

The investigation begins with setting up various numbers of stationary sensors and

mobile nodes moving randomly in a square of 2km× 2km, as having been illustrated

in Figure A.1. The effect by different detection ranges of the sensors is also analysed.

In addition, the problem is further studied with inter-node collaboration concept

incorporated. The blue line in Figure A.3(a) depicts the descent of average outage

duration along with increase of sensor quantity. However, placing sensors everywhere

in many applications with large environments is not an economically practical option.

Besides, it also ends up with a limited scalability of the tracking system. Figure

A.3(b) also suggests a lower average outage duration in the use of a longer detection

range between sensors and targets. However accurate and reliable detection over

a long range remains a challenge in reality using existing technologies, because of

constraints such as power, size, and cost. Long range wireless communication is also

prone to frequent interruption due to noise and environmental dynamics. Despite their

limitations in practice, long-range detection and full sensor coverage theoretically

are considered the ultimate solution to realise global tracking of targets in large

environments.

According to Figures A.3(a) and A.3(b), enabling collaboration between nodes further

reduces the mean observation outage time in the study. This is achieved when nodes
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Figure A.2 – Tracking 49 nodes before and after inter-node collaboration is enabled. (a)
shows 20 nodes detected, leaving the rest 29 out of detection range. The undetected
nodes are reduced to only 5 in (b), where nodes are able to help track each other.

themselves can help detect each other in addition to the existing sensors. Figure

A.3(c) demonstrates the improvement by further taking advantage of the pairwise

collaboration. A more reduced outage duration is observed in the figure, as a result

of a larger number of nodes in the collaboration enabled case. While the average

outage time is not affected by node quantity when the collaboration capability is not

equipped.
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Figure A.3 – Analysis of average observation outage duration against nodes and sensors
quantities, and detection range. (a) and (b) show results with 9 nodes, while
quantity of sensors in (b) and (c) is set to be 9 as well. Sensors in both (a) and (c)
have a pre-determined detection range of 202 m.



Appendix B

A Supplementary Review on Mobile

Ad-Hoc Networks

B.1 Pure MANETs

Mobile ad-hoc networks (MANETs) consist of mobile nodes which are able to com-

municate with each other via multi-hop and P2P wireless connection. A MANET is

spontaneously and dynamically formed by these mobile nodes without the require-

ment of any infrastructure or prior network configuration, which is considered the key

benefit of it. The properties of MANETs have been discussed in Section 2.5.1, in a

comparison to the infrastructure networks. A pure MANET refers to a mobile ad-hoc

network with a general purpose, without dependency on applications. It possesses

highlights like good mobility, dynamic multi-hop network structures, and direct P2P

communication [144].

In order to meet different requirements of various applications, the pure MANETs

could be further extended to one of the following variants: WMNs, WSNs, VANETs

and DTNs. There are some salient challenges in design of a pure MANET or one of

its variants, three of which are summarised as below.

1. Extra System Overhead for Routing: Communication within a MANET could
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be categorised into application and infrastructure communication. Application

communication refers to transfer of application related information. The net-

working process is infrastructure communication, which is correlated to data

transmission required in establishment, configuration and optimisation of the

network. The system overhead for networking grows along with the quantity of

nodes in the network. The routing techniques could be generally classified to

proactive and reactive types [91], with the difference of whether or not a routing

state table is maintained in each node. The extra overhead for routing could

not be eliminated as long as the routing process is necessary in the network,

though reactive approaches will cost lower communication overhead compared

to the case with proactive ones.

2. Network Dynamics: The topology of a MANET changes very rapidly due to

mobility of nodes [179]. It is further complicated by node enrolment and leave

without prior notification. Traditional routing approaches that are based on

fixed infrastructures are difficult to be applied to MANETs as routing messages

from or to moving nodes is more challenging. Unlike the case of a deterministic

deployed network, where positions of nodes are pre-determined and data rout-

ing paths remain unchanged once established, the mobile nodes in a MANET

have to deal with dynamic routing issue to keep the network self-organised

and self-configured. Along with the change of network topology, the route dis-

covery operation is required to perform frequently in order to update routing

information and maintain the whole network. Many potential paths may have

disappeared before they can be utilised due to rapid and unpredictable changes

in connectivity.

3. Resource Constraints: Most of wireless nodes in MANETs are tightly resource

constrained in terms of energy, processing and storage, due to lack of infras-

tructure. For this reason, efficiency of resource utilisation ought to be fully

considered when designing ad-hoc wireless networks. Furthermore, in some

cases nodes are of different wireless communication capability, power capacity,

performance and so on, which require complicated coordination of these nodes
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as well as distributed algorithms to maintain a dynamic network topology [179].

This is particularly essential when the network presents hierarchical property.

The topic is further elaborated in Section 2.5.6.

Wireless LAN with ad-hoc configuration in IEEE 802.11b standard has been adopted

in “Virtual Mine” [123], “Virtual Network System” [99], and the work by Ruff and

Holden [140] for close proximity warning systems.

B.2 WMNs

Wireless mesh networks (WMNs) [117] emerge in recent years as a particular type

of MANETs and it is aiming to provide high bandwidth Internet access service for

civilian applications. As different to the flat architecture of pure MANETs, a WMN is

a hierarchical network consisting of two tiers: mesh backbone and mesh clients. The

mesh backbone comprises stationary wireless mesh routers (MRs) inter-connecting to

form a mesh through wireless links. Those MRs with wired connections further act

as Internet gateways (IGWs) bridging Internet and the mesh network. Mobile wire-

less devices such as cell phones, laptops and tablets turn to be the mesh clients in a

WMN. These clients connect to adjacent MRs and are able to access Internet through

IGWs in the use of multi-hop communication. Because of the self-configuration and

self-organisation properties inherited from pure MANETs, a WMN can be flexibly

modified by adding MRs into or removing away from the network. The wireless con-

nection between MRs also enables rapid and cost-efficient deployment of the network.

The main improvements of WMNs over pure MANETs could be summarised to the

following three points.

1. More stable topology. The mesh backbone (i.e. MRs and IGWs) is usually

stationary or with little mobility. This reduces the networking overhead con-

sumed on re-establishing the network when the topology is changed. It also

lowers down the probability of connection breakage and thus improves network

throughput.



220 A Supplementary Review on Mobile Ad-Hoc Networks

2. Rich energy of MRs. The MRs and IGWs, which form mesh backbone in WMNs,

are usually equipped with abundant power supply. Nevertheless, the mesh

clients are still subject to power constraint, the same as these mobile nodes

operating on batteries in MANETs.

3. Multichannel of transmission. The radio on each MR is configured with multi-

ple orthogonal channels through which data could be transmitted and received

simultaneously without interference [117]. The network bandwidth in WMNs is

thus substantially improved as compared to the situation of transmitting data

over a shared channel in pure MANETs.

The technical standards of WMNs have been defined in the IEEE 802.11s, 802.15,

802.16, and 802.20. Among them, IEEE 802.11s defines the physical and MAC layers

protocols for WMNs.

B.3 WSNs

A wireless sensor network (WSN) contains hundreds or thousands of sensor nodes,

which are able to collect various data from the physical world [11]. The goal of WSNs

is to detect and estimate some certain phenomena or events, or to track states of cer-

tain objects in an area of interests according to data type collected. The information

is collected, preliminarily processed by sensor nodes and finally forwarded to a base

station (a.k.a fusion centre). So sensor nodes are capable of communicating either

among each other or directly to the base station. Basically, each sensor is comprised of

sensing, processing, transmission, mobiliser, position finding system, and power unit

(some of these components are optional like the mobiliser). As a single sensor node

is usually a tiny wireless device operating on a battery, energy efficient routing and

information processing are amongst main areas of research on WSNs. Some related

work on the topic of energy efficiency issue in a WSN will be presented in Section

2.5.5. Applications of WSNs include searching [30], military [12], traffic surveillance
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[40], environment monitoring [9] [90] and many more. A comprehensive review on

WSNs and their applications could be found in [10].

WSNs have been widely used for localising/tracking single or multiple mobile agents.

In this application scenario, the measurements made by sensor nodes on states of

the targets are sent over the network to the fusion centre possibly via multi-hop

communications. The fusion centre is then responsible to perform data fusion process

and infer positions of the targets. The work in [164] develops an approach to track

a single moving target in a WSN. In an experiment presented in [145], 33 position-

unknown nodes out of which 7 are mobile, are tracked accurately by using an ad-

hoc network and 5 GPS referenced nodes. The unknown nodes in [12] are localised

for fire-fighter or military operation application in indoor environment in the use of

anchors, which have access to GPS position. A decentralised anchor-free algorithm

is proposed in [136] to localise a set of static position unaware nodes in a sensor

network given pairwise distance information. The work presented in [126] focuses on

the decentralised tracking of multiple mobile targets in a WSN. More examples about

localising/tracking nodes in WSNs are presented in [131], [61], [39] and [88].

The standard IEEE 802.15.4 defines the physical and MAC layer protocols for re-

mote monitoring and control, as well as sensor network applications [143]. ZigBee

is an IEEE 802.15.4 standard based technology for industrial and commercial appli-

cations. Depending on RF environment and the power consumption required for a

given application, ZigBee compliant wireless devices are expected to transmit a range

of 10-75 meters operating in the ISM band.
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Appendix C

Vehicle Proximity Detection

C.1 Introduction

The details on the vehicle proximity detection approach is presented in this appendix.

Section C.2 presents background on proximity detection of vehicles. The probabilistic

observation models built with V2V and V2I communication data are introduced in

Section C.3, and the likelihood functions are presented in Section C.4. Lastly, Section

C.5 summarises this appendix.

C.2 Proximity Detection

In the environment under investigation, apart from the absolute egocentric observa-

tions provided by on-board GPS devices, relative information comes from the prox-

imity detection between vehicle nodes (V2V) and between vehicle and infrastructure

(V2I), i.e. identifying the approximate distance between a pair of nodes. Convention-

ally, we use received signal strength (RSS) as a means of relative range measurement.

However, it suffers from low accuracy as the RSS varies greatly due to environmental

dynamics. Rather than using RSS information as the only method, a better solution

is to combine RSS measurements with other detection means, one of which is wireless
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connectivity. The advantage of using the hybrid method is manifest because no addi-

tional bandwidth is required to measure RSS and connectivity, as nodes necessarily

communicate as they meet.

Connectivity means whether or not a packet from the transmitter can be success-

fully received and decoded by the receiver. It depends a lot on transmission power,

environment and noise brought in the transmission channel. Wireless transceivers

installed at each node are used to transmit and receive data, and in the meanwhile

to provide connectivity information, i.e., binary quantisation of RSSI measurements

[129], without considering signal propagation models. Therefore, the wireless connec-

tivity information is a binary variable, either Positive Connectivity (PC) which means

two nodes can successfully communicate, or Negative Connectivity (NC) if cannot.
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Figure C.1 – Example of irregularity in connectivity: A haul truck with two antennas
mounted at head and rear shows areas with higher chance of wireless connectivity
near two ends, as a result of more concentrated radio signal propagating along with
front and back directions.

Proximity refers to identifying only whether or not a vehicle is within the detection

range of a sensor/observer. In wireless communication context, the detection range

of a node theoretically equals to its signal coverage. Accordingly, the proximity

can be mathematically defined as a binary value: either In Range (IR) or Out of

Range (OR). Nevertheless, inequality pattern of radio power propagation along with

different directions in reality complicates signal coverage shape. Figure C.1 shows
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an example of connectivity as a function of distances and angles. This is because of

electromagnetic interference (EMI), antenna configuration and other environmental

factors, such as reflection, blockage and multipath effects. Therefore in the real world,

negative connectivity does not necessarily mean two nodes are out of range, while

positive connectivity infers a high probability that two nodes are in communication

range.

Instead of a simply deterministic relationship between connectivity and proximity,

probabilistic observation models are adopted in the thesis aiming at reliable vehicle

proximity detection given V2V or V2I connectivity and received signal strength in-

tensity (RSSI) measurements. The thesis also considers both positive and negative

information [8] [74] in the tracking algorithms. As mentioned in Section 3.2.2, the

positive information is given by the detection of a vehicle in sensor range indicat-

ing its presence. The non-detection of the vehicle is considered negative information

and is useful to exclude possibility that the vehicle is in this particular area. As the

signal coverage range is limited to only a few hundred metres, the vehicle proximity

detection, as an approximate ranging approach, provides only rough information on

a vehicle’s position relative to another, or a fixed data collection point.

In the proposed approach, an observer is only required to provide connectivity obser-

vations, and RSS when the connectivity is positive. There are two types of observers:

1. Wireless transceivers mounted at fixed data collection point.

2. Wireless transceivers attached to mobile vehicles.

Based on this, two proximity detection models for V2I and V2V were constructed, in

the use of historical communication data.

C.3 Distance-Bound Sensor Models

The correlation between RSSI and distance for V2V communication is revealed by

Figure C.2(a), while Figure C.2(b) summarises the connectivity information. The
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Figure C.2 – Overall RSSI and connectivity along with distance in V2V communi-
cation. a) demonstrates a generally logarithmic dropping of received signal power
along with linear increment of range between transmitter and receiver, though with
great noise and fluctuation as a consequence of multipath fading. The descent
rate of connectivity differs at front, rear and sides directions in b), due to the
non-uniform distribution of radio signal power.

different descending curves of connectivity could be explained by the non-uniform

radio signal power density at different directions. The irregularity in connectivity also

results in an ambiguous boundary between the IR and OR. Therefore a slightly more

sophisticated definition of proximity should be used to better describe irregularity

characteristic of wireless connectivity in V2V communication.



C.4 Likelihood Functions 227

A distance-bound sensor model was built up for V2V proximity detection, which

divides the range from 0 to infinite to three partitions: Close Proximity (CP), Inter-

mediate Proximity (IP) and Low Proximity (LP) and are defined as:

V 2V Proximity =


CP,

IP,

LP,

0 ≤ distance < 200

200 ≤ distance < 400

400 ≤ distance <∞

Based on the connectivity and RSSI data presented in Figure C.2, the sensor model

for V2V communication could be built with histogram data shown in Figure C.3.

Lastly, the V2V proximity detection model could be built up with likelihood matrices

demonstrated in Figure C.5(a).

Similarly the sensor model for V2I proximity detection was also constructed and

illustrated in Figure C.4, but with the distance partitioned into two:

V 2I Proximity =

 CP,

LP,

0 ≤ distance < 250

250 ≤ distance <∞

The built vehicle proximity detection model for V2I is illustrated in Figure C.5(b).

C.4 Likelihood Functions

The likelihood function given a connectivity observation is represented by:

P (zc,p→q = zc,p→qt |xpt ,x
q
t )

where zc,p→qt ∈ [PC, NC] is a relative connectivity observation measured by observer

q at time t.

Every observation of a PC event, i.e., zc,p→qt = PC p 6= q, is accompanied by an RSSI

measurement in the communication channel, which means the RSSI measurement is
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Figure C.3 – Histograms of RSS and connectivity along with distance segments in V2V
communication.
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Figure C.4 – Histograms of RSS and connectivity along with distance segments in V2I
communication.

conditional on the occurrence of a PC observation. Therefore the likelihood function

given an RSSI observation is denoted by:

P (zr,p→q = zr,p→qt |xpt ,x
q
t , z

c,p→q = PC)

where zr,p→qt is an RSSI observation measured by observer q at time t.
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Figure C.5 – Likelihood matrices of distance given wireless connectivity (left) and
RSSI observations (right). (a) shows the vehicle proximity detection model for
V2V, while (b) shows that for V2I.

Thus the joint of the two likelihood functions is written as:

P (zr,p→q = zr,p→qt , zc,p→q = PC|xpt ,x
q
t )

= P (zr,p→q = zr,p→qt |xpt ,x
q
t , z

c,p→q = PC)︸ ︷︷ ︸
likelihood given RSSI

×P (zc,p→q = PC|xpt ,x
q
t )︸ ︷︷ ︸

likelihood given connectivity

For the convenience of notation, the left-hand side of the equation is simplified as

P (zp→q = zp→qt |xpt ,x
q
t ) where zp→qt = {zr,p→qt , zc,p→qt = PC}.

On the contrary, if a node does not receive a packet from another node, an NC event

occurs, i.e., zc,p→qt = NC, and no RSSI measurement is available. The likelihood

function in this situation is written as:



230 Vehicle Proximity Detection

P (zp→q = zp→qt |xpt ,x
q
t ) = P (zc,p→qt = NC|xpt ,x

q
t )︸ ︷︷ ︸

likelihood given connectivity

where zp→qt = {zc,p→qt = NC}.

C.5 Summary

The tracking approaches proposed in this thesis are capable of tracking vehicles with

the availability of rough pairwise measurements. It should be emphasised that vehicle

proximity detection approach does not pursue accurate ranging between vehicles, and

between vehicle and infrastructure. As a rule of thumb, the more accurate an obser-

vation/sensor model, the better tracking accuracy. However, developing an accurate

observation model is time consuming, and not worthwhile either for an observing

system that deals with unreliable wireless connections and extremely noisy RSSI

measurements. Nevertheless, a trivial way to improve the existing vehicle proximity

detection approach is to incorporate more communication data in operation. It is

possible to introduce an on-learning mechanism for the continuous refining of the

models.



Appendix D

Background of Parametric Cooperative

Tracking

D.1 Means and Covariance

In Kalman filtering and its variants, the joint state of all Nn nodes at time slot k are

denoted by means of estimates together with covariance matrix.

X̂k =
[
x̂1
k x̂2

k · · · x̂nk
]T

Pk =


P1
k P12

k · · · P1n
k

P21
k P2

k · · · P2n
k

...
... . . . ...

Pn1
k Pn2

k · · · Pn
k



D.2 State Transition
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• Linear State Transition Model: Given a linear state transition model:

Xk = FXk−1 + Buk + Gw (D.1)

where P (w) ∼ N (0,Q).

The Kalman filter predicts joint state of nodes at time k with

X̂
−
k = FX̂k−1 + Buk

P−k = FPk−1FT + GQGT

• Non-Linear State Transition Model: When the state transition model presents

non-linearity, which means:

Xk = f (Xk−1,uk) + g (Xk−1)w (D.2)

then the extended Kalman filter (EKF) is adopted.

Applying a 1st order Taylor series expansion about a linearisation point X∗k−1

for Equation (D.2), we get:

X∗k + δXk = f
(
X∗k−1 + δXk−1,uk

)
+ g

(
X∗k−1 + δXk−1

)
w

≈ f
(
X∗k−1,uk

)
+ g

(
X∗k−1

)
w +∇Fk−1δXk−1 +∇Gk−1w

where ∇Fk−1 and ∇Gk−1 are Jacobian matrices of f (·) and g (·) about the point
X∗k−1 respectively.

As X∗k = f
(
X∗k−1,uk

)
+ g

(
X∗k−1

)
w, the transition model is then linearised to:

δXk ≈ ∇Fk−1δXk−1 +∇Gk−1w

The Taylor series expansion is only accurate when the linearisation point X∗k−1

is equal to true state Xk−1. Under this situation the EKF is ideal, which cannot
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be reached in real world. Normally the last state estimate X̂k−1 is chosen to be

the linearisation point by assuming that X̂k−1 is close to Xk−1.

Respectively the Jacobian matrices are obtained by:

∇Fk−1 =
∂f (Xk−1,uk)

∂Xk−1

∣∣∣Xk−1=X̂k−1

∇Gk−1 =
∂g (Xk−1)

∂Xk−1

∣∣∣Xk−1=X̂k−1

More specifically, the ∇FX̂k−1
is factorised to:

∇Fk−1 =



∇Fx̂1
k−1

· · · 0 · · · 0
... . . . ... . . . ...

0 · · · ∇Fx̂p
k−1

· · · 0
... . . . ... . . . ...

0 · · · 0 · · · ∇Fx̂Nn
k−1



where ∇Fx̂p
k−1

= ∂f(·)
∂xp

k−1

∣∣∣xp
k−1=x̂p

k−1
, while the ∇Gk−1 is of the similar form.

To sum up, we have predictions:

X̂
−
k = f

(
X̂k−1,uk

)
P−k = ∇Fk−1Pk−1∇FTk−1 +∇Gk−1Q∇GT

k−1

D.3 Observation Models

• Linear Absolute Observation Model: Suppose an egocentric measurement is

generated for node p at time k according to the absolute observation model:

zpk = Hp
kXk + vabs (D.3)
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where P (vabs) ∼ N (0,Rabs).

• Linear Relative Observation Model: Given a linear relative measurement model

for nodes p and q at time k:

zp→qk = Hp→q
k Xk + vrel (D.4)

where P (vabs) ∼ N (0,Rrel). And the observation function Hp→q
k only depends

on the two related states xpk and xqk.

• Non-Linear Relative Observation Model: The non-linear relative observation

model for nodes p and q at time step k is denoted by:

zp→qk = hp→qk (Xk) + vrel

where P (vrel) ∼ N (0,Rrel). The observation function hp→qk (·) is only related

to xpk and xqk.

Then the observation model is linearised about point X̂
−
k by performing 1st

order Taylor series expansion on z and X.

δzp→qk ≈ ∇Hp→q
k δXk + vrel

where δzp→qk = zp→qk − hp→qk

(
X̂
−
k

)
and δXk = Xk − X̂

−
k assuming that X̂

−
k is

close to Xk. The EKF is ideal when the linearisation point is chosen to be true

state Xk instead of the prediction X̂
−
k . The ∇Hp→q

k is the Jacobian matrix of

the non-linear observation model hp→qk (·).

The Jacobian matrix can be derived by:

∇Hp→q
k =

∂hp→qk (Xk)

∂Xk

∣∣
Xk=X̂k

And ∇Hp→q
k is factorised to:

∇Hp→q
k =

[
0 · · · ∇Hp→q

x̂p
k
· · · ∇Hp→q

x̂q
k
· · · 0

]
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where

∇Hp→q
x̂p
k

=
∂hp→q

k (·)
∂xp

k

∣∣∣x̂p
k,x̂

q
k

and

∇Hp→q
x̂q
k

=
∂hp→q

k (·)
∂xq

k

∣∣∣x̂p
k,x̂

q
k
.

D.4 Batch Update

Given a collection of arbitrary observations (for example, m absolute observations

and n non-linear relative observations at time k) received by the fusion centre:

Φk =
[
zp1k · · · zpmk zp1→q1k · · · zpn→qnk

]T
(D.5)

The Kalman filter updates estimates by:

X̂
+

k = X̂
−
k + Kkỹk

P+
k = P−k −KkSkKT

k

where the measurement residual ỹk = Φk − Γk and

Γk =


[
Hp1
k X̂

−
k · · · Hpm

k X̂
−
k

]T[
hp1→q1k

(
X̂
−
k

)
· · · hpn→qnk

(
X̂
−
k

)]T
.

the residual covariance Sk = WkP−kW
T
k + Υk.

the optimal Kalman gain Kk = P−kW
T
kS
−1
k .

the measurement matrix

Wk =
[
Hp1
k · · · Hpm

k ∇Hp1→q1
k · · · ∇Hpn→qn

k

]T
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the measurement covariance matrix

Υk =



Rabs · · · 0 0 · · · 0
... . . . ...

... . . . ...

0 · · · Rabs 0 · · · 0

0 · · · 0 Rrel · · · 0
... . . . ...

... . . . ...

0 · · · 0 0 · · · Rrel


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Background of Delayed-State Filtering

E.1 Delayed-State Kalman Filter

Delayed-state Kalman filter keeps a record of joint states within sliding time window.

X̂k−tw+1:k =
[
X̂k X̂k−1 · · · X̂k−tw+1

]T

Pk−tw+1:k =


Pk Pk,k−1 · · · Pk,k−tw+1

Pk−1,k Pk−1 · · · Pk−1,k−tw+1

...
... . . . ...

Pk−tw+1,k Pk−tw+1,k−1 · · · Pk−tw+1



E.1.1 State Transition

The joint state of all Nn nodes at time slot k are denoted by means of estimates

together with covariance matrix in Kalman filtering.

X̂k =
[
x̂1
k x̂2

k · · · x̂nk
]T
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Pk =


P11
k P12

k · · · P1n
k

P21
k P22

k · · · P2n
k

...
... . . . ...

Pn1
k Pn2

k · · · Pnn
k


Suppose a linear state transition model:

Xk = FXk−1 + Buk + Gw (E.1)

where P (w) ∼ N (0,Q).

For k ≥ tw, the delayed-state Kalman filter predicts joint states of nodes with:

X̂
−
k−tw+1:k = TX̂k−tw:k−1 + Duk

P−k−tw+1:k = TPk−tw:k−1TT + EQET

where

T =



F 0 · · · 0 0

I 0 · · · 0 0
...

... . . . ...
...

0 0 · · · 0 0

0 0 · · · I 0


D =

[
B 0 · · · 0

]T
E =

[
G 0 · · · 0

]T
For k < tw, the states in delayed-state Kalman filter are evolved with:

X̂
−
0:k = T′X̂0:k−1 + Duk
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P−0:k = T′P0:k−1T′T + EQET

where

T′ =



F 0 · · · 0

I 0 · · · 0

0 I · · · 0
...

... . . . ...

0 0 · · · I



E.1.2 Update with Delayed Observations

• Linear Absolute Observation Model: Suppose an egocentric measurement is

generated for node p at time t according to the absolute observation model:

zpt = Hp
tXt + vabs (E.2)

where P (vabs) ∼ N (0,Rabs).

In delayed-state Kalman filter, a delayed absolute observations received by fu-

sion centre at time k are represented by:

zpt = Ap
tXk−tw+1:k + vabs

where Ap
t =

[
0 · · · Hp

t · · · 0
]
.

• Non-Linear Relative Observation Model: The non-linear relative observation

model for nodes p and q at time step t (k − tw + 1 ≤ t ≤ k) is denoted by:

zp→qt = hp→qt (Xk−tw+1:k) + vrel

where P (vrel) ∼ N (0,Rrel). The observation function hp→qt (·) is only related

to xpt and xqt .
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So we have Jacobian matrix of hp→qt (·) evaluated at X̂k−tw+1:k and written as:

Jp→qt =
∂hp→qt (Xk−tw+1:k)

∂Xk−tw+1:k

∣∣∣Xk−tw+1:k=X̂k−tw+1:k

=
[
0 · · · ∇Hp→q

t · · · 0
]

And ∇Hp→q
t is further factorised to:

∇Hp→q
t =

[
0 · · · ∇Hp→q

x̂p
t
· · · ∇Hp→q

x̂q
t
· · · 0

]
where

∇hp→qx̂p
t

=
∂hp→qt (·)
∂xpt

∣∣
x̂p
t ,x̂

q
t

∇hp→qx̂q
t

=
∂hp→qt (·)
∂xqt

∣∣
x̂p
t ,x̂

q
t

Then the observation model is linearised by performing 1st order Taylor series

expansion on z and X.

δzp→qt ≈ Jp→qt δXk−tw+1:k + vrel

where

δzp→qt = zp→qt − hp→qt

(
X̂
−
k−tw+1:k

)
,

δXk−tw+1:k = Xk−tw+1:k−X̂
−
k−tw+1:k assuming that X̂

−
k−tw+1:k is close toXk−tw+1:k.

• Batch Update: Given a collection of arbitrary observations (say, m absolute ob-

servations and n relative observations within the sliding time window) received

by the fusion centre at time k:

Φk =
[
zp1t1 · · · zpmtm zp1→q1t1 · · · zpn→qntn

]T
(E.3)



E.1 Delayed-State Kalman Filter 241

The delayed-state Kalman filter updates estimates by:

X̂
+

k−tw+1:k = X̂
−
k−tw+1:k + Kkỹk

P+
k−tw+1:k = P−k−tw+1:k −KkSkKT

k

where

the measurement residual ỹk = Φk − Γk

and

Γk =


[
Ap1
t1 X̂

−
k−tw+1:k · · · Apm

tm X̂
−
k−tw+1:k

]T[
hp1→q1t1

(
X̂
−
k−tw+1:k

)
· · · hpn→qntn

(
X̂
−
k−tw+1:k

)]T


the residual covariance Sk = WkP−k−tw+1:kW
T
k + Υk.

the optimal Kalman gain Kk = P−k−tw+1:kW
T
kS
−1
k .

the measurement matrix

Wk =
[
Ap1
t1 · · · Apm

tm Jp1→q1t1 · · · Jpn→qntn

]T
the measurement covariance matrix

Υk =



Rabs · · · 0 0 · · · 0
... . . . ...

... . . . ...

0 · · · Rabs 0 · · · 0

0 · · · 0 Rrel · · · 0
... . . . ...

... . . . ...

0 · · · 0 0 · · · Rrel


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E.2 Delayed-State Information Filter

E.2.1 Converting States to Information Form

The joint state of all nodes at time k can be converted to information form:

Yk = P−1
k

ŷk = P−1
k X̂k

Delayed-states information filter keeps a record of historical joint states up to time

slot k:

ŷk−tw+1:k =
[
ŷk ŷk−1 ŷk−2 · · · ŷk−tw+1

]T
(E.4)

Yk−tw+1:k =



Yk Yk,k−1 0 · · · 0

Yk−1,k Yk−1 Yk−1,k−2 · · · 0

0 Yk−2,k−1 Yk−2 · · · 0
...

...
... . . . ...

0 0 0 · · · Yk−tw+1


(E.5)

The delayed-state information matrix here is a sparse matrix.

E.2.2 States Evolving

• Augmentation of a New State: Given the motion model in Equation (E.1),

augmentation process of new time step k is described by:
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ŷk−tw:k =


V−1Buk

ŷk−1 − FTV−1Buk
...

ŷk−tw



Yk−tw:k =


V−1 −V−1F · · · 0

−FTV−1 Yk−1 + FTV−1F · · · 0
...

... . . . ...

0 0 · · · Yk−tw


where V = GQGT must be non-singular.

• Marginalisation of the Tail State: Then the oldest state xk−tw is marginalised

away to keep a constant window size. The marginalisation process here is trivial,

as the only affected state is xk−tw+1.

ŷmark−tw+1:k = ŷk−tw+1:k −Yk−tw+1:k,k−tw+1Y−1
k−tw ŷk−tw

=



ŷk
ŷk−1

ŷk−2

...

ŷk−tw+1


−



0

0
...

0

Yk−tw+1,k−tw


Y−1
k−tw ŷk−tw

=



ŷk
ŷk−1

ŷk−2

...

ŷk−tw+1 −Yk−tw+1,k−twY
−1
k−tw ŷk−tw


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Ymar
k−tw+1:k = Yk−tw+1:k −Yk−tw+1:k,k−tw+1Y−1

k−twYk−tw+1,k−tw+1:k

=



Yk Yk,k−1 0 · · · 0

Yk−1,k Yk−2 Yk−2,k−1 · · · 0

0 Yk−1,k−2 Yk−3 · · · 0
...

...
... . . . ...

0 0 0 · · · Yk−tw+1



−



0

0
...

0

Yk−tw+1,k−tw


Y−1
k−tw



0

0
...

0

Yk−tw,k−tw+1



T

=



Yk Yk,k−1 0 · · · 0

Yk−1,k Yk−1 Yk−1,k−2 · · · 0

0 Yk−2,k−1 Yk−2 · · · 0
...

...
... . . . ...

0 0 0 · · · Y
′

k−tw+1



where Y
′

k−tw+1 = Yk−tw+1 −Yk−tw+1,k−twY
−1
k−twYk−tw,k−tw+1.

The above formulation is based on the information vector and matrix marginal-

isation lemma:

Given an information matrix:

X =

A B

C D


Then:

Amar = A−BD−1C
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E.2.3 Data Fusion

• Linear Absolute Observation Model: Given an absolute observation zpt where

k − tw + 1 ≤ t ≤ k for node p at time t, according to observation model in

Equation (E.2), the information contribution is:

ipt = (Ap
t )
T R−1

absz
p
t

and

Ipt = (Ap
t )
T R−1

absA
p
t

• Non-linear Relative Observation Model: Given a relative observation zp→qt where

k − tw + 1 ≤ t ≤ k, the information contribution is:

ip→qt = (Jp→qt )T R−1
rel

(
zp→qt − hp→qt

(
X̂
−
k−tw+1:k

)
+ Jp→qt X̂

−
k−tw+1:k

)
Ip→qt = (Jp→qt )T R−1

relJ
p→q
t

• Batch Update: To fuse the absolute and relative delayed observations in Φk

given in Equation (E.3), the update stage is written as:

ŷ+
k−tw+1:k = ŷ−k−tw+1:k +

m∑
i=1

ipiti +
n∑
i=1

ipi→qiti

Y+
k−tw+1:k = Y−k−tw+1:k +

m∑
i=1

Ipiti +
n∑
i=1

Ipi→qiti

The collected information pieces are fused into the estimator in an additive

manner.
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E.2.4 Extraction of the Last State Estimates

After fusion step at each time step, the last state estimates could be extracted from

the joint states. When non-linear observation models are used, the extraction process

is necessary in order to obtain the last state predictions before the data fusion stage.

ŷmark = ŷk −Yk,k−tw+1:k−1Y−1
k−tw+1:k−1ŷk−tw+1:k−1

= ŷk −


Yk,k−1

0
...

0



T

Y−1
k−tw+1:k−1


ŷk−1

ŷk−2

...

ŷk−tw+1



= ŷk −


Yk,k−1

0
...

0



T 
Yk−1 Yk−1,k−2 · · · 0

Yk−2,k−1 Yk−2 · · · 0
...

... . . . ...

0 0 · · · Yk−tw+1



−1 
ŷk−1

ŷk−2

...

ŷk−tw+1



Ymar
k = Yk −Yk,k−tw+1:k−1Y−1

k−tw+1:k−1Yk−tw+1:k−1,k

= Yk −


Yk,k−1

0
...

0



T

Y−1
k−tw+1:k−1


Yk−1,k

0
...

0



= Yk −


Yk,k−1

0
...

0



T 
Yk−1 Yk−1,k−2 · · · 0

Yk−2,k−1 Yk−2 · · · 0
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... . . . ...

0 0 · · · Yk−tw+1



−1 
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...
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
This step is not trivial as the Y−1

k−tw+1:k−1 is inverted, though Yk−tw+1:k−1 is a sparse

matrix and most elements in Yk,k−tw+1:k−1 and Yk−tw+1:k−1,k are zero.
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Inverse operation of Equations (E.4) and (E.5) is used to convert these extracted

states back to forms of mean and covariance matrix.

E.2.5 Simulation Example

A simulation example is presented in Figure E.1, with three mobile nodes moving in a

one-dimensional space. Only node #3 (denoted in green in the figure) is equipped with

egocentric positioning means. This means the localisation/tracking of the rest two

depends on the egocentric location information of node #3 and the relative position

measurements between them. Furthermore, these observations are received by the

fusion centre with random time delays. The figure reveals incrementally improved

tracking results for all of these three nodes along with the arrival of the delayed

observations, in the use of a delayed-state filter.
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Figure E.1 – Results of delayed-state cooperative tracking of three nodes using an infor-
mation filter. This is an example showing a linear and Gaussian system with three
nodes being tracked in a one-dimensional space. Though without self-localisation
capability, nodes 1 and 2 are tracked accurately using the relative measurement
between nodes.
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