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A Parallel Solution Adaptive Implementation of the Direct Simulation Monte Carlo Method

This thesis deals with the direct simulation Monte Carlo (DSMC) method of analysing gas flows. The DSMC method was initially proposed as a method for predicting rarefied flows where the Navier-Stokes equations are inaccurate. It has now been extended to near continuum flows. The method models gas flows using simulation molecules which represent a large number of real molecules in a probabilistic simulation to solve the Boltzmann equation. Molecules are moved through a simulation of physical space in a realistic manner that is directly coupled to physical time such that unsteady flow characteristics are modelled. Intermolecular collisions and molecule-surface collisions are calculated using probabilistic, phenomenological models. The fundamental assumption of the DSMC method is that the molecular movement and collision phases can be decoupled over time periods that are smaller than the mean collision time.

Two obstacles to the wide spread use of the DSMC method as an engineering tool are in the areas of simulation configuration, which is the configuration of the simulation parameters to provide a valid solution, and the time required to obtain a solution. For complex problems, the simulation will need to be run multiple times, with the simulation configuration being modified between runs to provide an accurate solution for the previous run’s results, until the solution converges. This task is time consuming and requires the user to have a good understanding of the DSMC method. Furthermore, the computational resources required by a DSMC simulation increase rapidly as the simulation approaches the continuum regime. Similarly, the computational requirements of three-dimensional problems are generally two orders of magnitude more than two-dimensional problems. These large computational requirements significantly limit the range of problems that can be practically solved on an engineering workstation or desktop computer.

The first major contribution of this thesis is in the development of a DSMC implementation that automatically adapts the simulation. Rather than modifying the simulation configuration between solution runs, this thesis presents the formulation of algorithms that allow the simulation configuration to be automatically adapted during a single run. These adaption algorithms adjust the three main parameters that effect the accuracy of a DSMC simulation, namely the solution grid, the time step and the simulation molecule number density. The second major contribution extends the parallelisation of the DSMC method. The implementation developed in this thesis combines the capability to use a cluster of computers to increase the maximum size of problem that can be solved while simultaneously allowing excess computational resources to decrease the total solution time. Results are presented to verify the accuracy of the underlying DSMC implementation, the utility of the solution adaption algorithms and the efficiency of the parallelisation implementation.
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Chapter 1

Introduction

1.1 Background and Motivation

This thesis deals with the direct simulation Monte Carlo (DSMC) method of analysing gas flows. The DSMC method was initially proposed as a method for predicting rarefied flows where the Navier-Stokes equations are inaccurate and it has now been extended to near continuum flows. The method models gas flows using simulation molecules which represent a large number of real molecules in a probabilistic simulation to solve the Boltzmann equation. Molecules are moved through a simulation of physical space in a realistic manner that is directly coupled to physical time such that unsteady flow characteristics can be modelled. Intermolecular collisions and molecule-surface collisions are calculated using probabilistic, phenomenological models. The fundamental assumption of the DSMC method is that the molecular movement and collision phases can be decoupled over time periods that are smaller than the mean collision time.

Two obstacles to the wide spread use of the DSMC method as an engineering tool are in the areas of simulation configuration, which is the configuration of the simulation parameters to provide a valid solution, and the time required to obtain a solution. For complex problems\(^1\), the simulation will need to be run multiple times, with the simulation configuration being modified between runs to provide an accurate solution for the previous run’s results, until the solution converges. This task is time consuming and requires the user to have a good understanding of the DSMC method. Furthermore, the computational resources required by a DSMC simulation increase rapidly as the simulation approaches the continuum regime. Similarly, the computational requirements of three-dimensional problems are generally two orders of magnitude

---

\(^1\) The expression “complex problems” refers to problems that contain mixed subsonic and supersonic flows, transition regimes, boundary layers, slip planes or chemically interacting flows.
1.2 Problem Summary

more than two-dimensional problems. These large computational requirements significantly limit the range of problems that can be practically solved on an engineering workstation or desktop computer.

While there are less computationally expensive alternative methods available for solving near continuum flows, e.g. Navier-Stokes based programs, these methods do not work well rarefaction effects are present. One example of where rarefaction effects are significant is in the micro-electro-mechanical systems (MEMS) [53]. The design of MEMS components requires the simulation of gas flows around microscale structures. It is possible to adapt Navier-Stokes based solvers to solve these types of problems by the use of special boundary conditions. However, this is a time consuming task that requires a very high level of user knowledge, and is not applicable to a standard engineering tool.

For a program to be a useful engineering tool, it should be simple to set up and run, and provide accurate results in a timely manner. It should warn the user when results are expected to be inaccurate and ideally, it should automatically adapt the program parameters to obtain a more accurate solution. However, as Harvey and Gallis state in their review of DSMC validation studies, [25], “writing and running a DSMC code is a demanding task that requires considerable skill, care and experience.”. In the comprehensive presentation of the DSMC method [7] Bird states "The objective is to develop a code that requires only the specification of the boundaries ... and the flow conditions. The program should itself generate the grid and, ideally it should adapt the grid to its optimal form as the flow develops."

1.2 Problem Summary

The aim of this thesis is to develop a DSMC implementation that allows a non-expert user to efficiently solve arbitrary problems with the DSMC method in both serial and parallel environments.

1.3 Principle Contributions

This thesis addresses the issues related to the development of a parallel, solution adaptive direct simulation Monte Carlo implementation. The principle contributions of this thesis arise from the formulation of different solution adaption and parallelisation
1.3 Principle Contributions

The integration of these algorithms into a single DSMC implementation results in a significant improvement in performance. The contributions made are:

- A novel molecule movement algorithm is developed which allows the efficient calculation of a molecule’s trajectory through an arbitrary quadrilateral grid. This movement algorithm combines the simplicity and accuracy of calculating the molecule movement in physical space with the simple cell indexing afforded by tracking the molecules computational space position. The algorithm achieves this by performing the molecule movement in physical space and then transforming the molecule’s final position into computational space. The computational space position is then used to determine the molecule’s new cell index and whether any surface/boundary interactions took place over the molecule’s trajectory.

- A multi-block grid adaption algorithm is developed. Using the intermediate results of the solution, the grid adaption algorithm calculates the number of cells and the distribution required to ensure that the grid meets the DSMC cell size requirements. The algorithm determines whether the distribution of cell size across a block would be more efficiently represented by splitting the block into two or more blocks and creating the required splits. Furthermore, the algorithm adjusts the ratio of real to simulation molecules to ensure that the number of molecules per cell is sufficient to ensure that the correct collision rate is maintained.

- A parallelised time step adaption algorithm is developed. This algorithm allows the time step of each cell to be set to a locally optimal value while still maintaining the ability to efficiently synchronise the solution process in a parallel implementation. Additionally, the algorithm is formulated such that the calculation of a new time step distribution is performed in parallel.

- Two different but complementary parallelisation methods are integrated. This integration of complementary parallelisation methods allows the use of the optimal parallel configuration for the available computational resources. Furthermore, the parallel implementation allows the parallel distribution to be dynamically changed to account for changes in the solution.

- An improved implementation of the stop-at-rise algorithm is developed. This modified algorithm incorporates information relating to the total solution progress.
with the current solution performance to more determine whether it is efficient to perform a domain decomposition repartitioning.

1.4 Outline

Chapter 2 presents an outline of the direct simulation Monte Carlo method and summarises the implementation issues that effect the accuracy and validity of the method.

Chapter 3 presents an analysis of the different movement algorithms. A novel movement algorithm is developed which allows the trajectory calculation of a molecule through an arbitrary quadrilateral grid.

Chapter 4 details the program structure of the baseline serial implementation.

Chapter 5 develops the solution adaption procedures implemented to ensure that the simulation is configured to meet the requirements for an accurate simulation.

Chapter 6 discusses two different parallelisation methods and details their integration into the serial implementation.

Chapter 7 presents the verification and results of the direct simulation Monte Carlo implementation developed in the previous chapters.

Finally, Chapter 8 presents conclusions and directions for future research.