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Chapter 1

Introduction

Glial cells are the predominant cell type in the brain with a population at least an order of magnitude greater than that of neurons (Hatton and Parpura 2004). They are distributed throughout the brain and exist in close proximity to nearly all neurons (Peters et al. 1991). While their name derives from 'glue' it is no longer appropriate to consider glia as passive structures simply holding neurons in place. Glia are now understood to have important roles besides neuronal support, most especially a role in signal transmission. Neuroglia (glia of the central nervous system (CNS)) have been implicated as agents in such functions as modulation of neuronal activity, mediation of signalling between neurons and vascular cells, migraines, epilepsy and memory (Volterra et al. 2002). As such the subject of this thesis - chemical communication between glial cells - is an important yet far from unique function of this group of cells.

There are different types of glia. The most numerous neuroglial cell is the astrocyte (Savchenko et al. 2000), named for its characteristic star like appearance derived from the 25-40 processes (Butt and Ransom 1993) extending from the soma. Astrocytes, like other glial cells, are able to communicate with each other using both intercellular (gap junctional) and extracellular mechanisms (Cornell-Bell et al. 1990, Hassinger et al. 1996). The degree to which each of these mechanisms are used varies considerably with each astrocyte, especially with regard to location and subtype. There are many subtypes of astrocytes (protoplasmic, fibrous, velate, interlaminar and perivascular - see Kettenmann and Ransom (2005) for details) each differing considerably in morphology and location. Astrocytes, both of the same and of different types, will also differ in their expression of cellular characteristics, such as receptor density (e.g. Bennett et al. (2006)) and gap junction distribution. Other glial cells include oligodendrocytes (which provide the myelin sheath that insulates axons within the central nervous system), Schwann cells (which insulate axons in the peripheral nervous system) and Müller cells (which are a type of radial glia that exist in the mammalian retina). In vivo, glia differ in their distribution. For example within the macaque retina Müller cells have an average density of 27,000 cells per square millimetre near the fovea but only 10,000 cells per square millimetre near the optic disc (Distler et al. 1993). The many ways these cells differentiate and vary are an important factor in the size and spread of cellular communication.

Chemical cellular communication is generally used to coordinate multicellular responses to a multitude of possible events. With regards to glial cells, chemical cellular communication occurs within clusters with populations typically less than one thousand cells and often far fewer, perhaps less than one dozen (though the phenomenon of spreading depression is an exception). As previously mentioned, cellular communication may occur directly between coupled cells via gap junctions, which involves the diffusion of particular chemicals through permeable channels that couple cells, or through the extracellular space, in which a messenger chemical diffuses through
the space between cells and may activate specific receptors on the cell membranes of many nearby cells.

Figure 1.1: Astrocytes in culture (Armstrong 2000)

This thesis presents a mathematical model of chemical communication within clusters of glial cells. In the model, communication is facilitated between cells via both extracellular diffusion and intercellular gap junctions. The interaction of adenosine triphosphate (ATP), the second messenger inositol triphosphate (IP$_3$), ionised calcium (Ca$^{2+}$) and G-protein, the geometrical arrangement of cells and the heterogeneous expression of cellular traits are regarded as the basis of chemical signal propagation. The presented model is easily customisable with respect to structure, coupling strengths, receptor affinities and many other variable factors.

As part of the validation of the model, it has been used to replicate both previous theoretical works and experimental results. Simulations of the theoretical models of Sneyd et al. (1995), Höfer et al. (2002) and Bennett et al. (2005) have been compared with the present model in order to demonstrate its capacity to simulate a variety of glial wave characteristics. An experimental paper (Newman 2001) concerning glial waves in cellular clusters within the retina has also been simulated. This particular experiment was chosen as it combines a number of aspects - especially intercellular and extracellular communication - not currently expressed in mathematical models.
CHAPTER 2

Background

2.1. Introduction

Calcium is a universal cellular messenger involved with extensive metabolic functions. Berridge et al. (1998) called it the life and death signal due to its pervasive importance. Ionised calcium ($\text{Ca}^{2+}$) plays a large role in the regulation of many cellular functions, including muscle control, vascular operation and neural activity (Volterra et al. 2002). Most cellular calcium is protein buffered, rendering its messaging capabilities inert. A $\text{Ca}^{2+}$ wave is a local increase in free $\text{Ca}^{2+}$ concentration that travels within the intracellular region of one or more cells. These waves spread over clusters of cells during a time-course typically measured in the seconds or minutes (though spreading depression phenomena such as migraine may involve $\text{Ca}^{2+}$ waves with a duration of hours (Martins-Ferreira et al. 2000)) and are believed to coordinate multicellular responses to events. Intercellular calcium waves have been observed in different cell types, such as those in the liver, in the brain, epithelia and muscle as well as glia. One use that glial cells make of calcium is as a messenger between cells and the modelling of this phenomenon is the primary aim of this thesis.

While the presence of astrocytes and other glial cells within the brain has been known for over a century (Ramon y Cajal 1909), the role of neuroglia in contributing to neural messaging, and particularly the study of $\text{Ca}^{2+}$ waves within astrocytes, is only a relatively recent field of study.

Calcium waves spreading intracellularly across fresh water fish eggs were observed by Ridgway et al. (1977) and subsequently imaged by Gilkey et al. (1978). The authors proposed that calcium was propagated in an autocrine manner and that it was a common phenomenon in other invertebrate eggs. While the role of $\text{Ca}^{2+}$ in metabolic functions had been known previously this initiated the search for $\text{Ca}^{2+}$ waves in cells.

It was Holopainen et al. (1989) who first observed a neurotransmitter (glutamate) effecting intracellular $\text{Ca}^{2+}$ concentration fluctuations within astrocytes. A year later Cornell-Bell et al. (1990) reported intercellular calcium waves (ICWs) between cells in astrocytic clusters. These waves were associated with the gap junctional pathway, Hassinger et al. (1996) subsequently reported the discovery of an extracellular pathway for the $\text{Ca}^{2+}$ wave propagation after observing that astrocytes plated on a 2 dimensional substrate were still able to propagate waves between each other after the space between them had been mechanically scraped free of all connecting processes.

Guthrie et al. (1999) first identified ATP as an extracellular messenger facilitating the propagation of ICWs in astrocytes, a role identified for ATP in other cell types some years previously.
(for example, see Osipchuk and Cahalan (1992) with regard to leukaemia cells). Later Wang et al. (2000) imaged the spread of ATP amongst an astrocyte cluster.

Researchers such as Hassinger et al. (1996), Venance et al. (1997), Charles (1998) and Wang et al. (2000) investigated the mechanisms that initiate and mediate Ca\(^{2+}\) waves in glia. Electrical stimulation, physical agonists and a variety of neurotransmitters such as glutamate, ATP (adenosine triphosphate) and GABA (gamma-aminobutyric acid) have been implicated as factors that evoke and shape these waves.

Newman (2001) examined the contribution of each pathway in detail for the rat retina. He found that both the extracellular and intercellular pathways contributed to the spread of the Ca\(^{2+}\) wave. He also examined heterogeneous cell clusters by viewing both astrocytes and Müller cells, and how they interact in relation to the ICW. This work is reviewed in greater detail in Sec. 2.6.

Bennett et al. (2006) investigated the significance of variations in the density and affinity of purinergic receptors in astrocytes on Ca\(^{2+}\) waves, finding that it played an important role in mediating the ICW (see Sec. 2.7). In a previous study Batter et al. (1992) found heterogeneity in the amount of connexin 43, which forms gap junctions, between astrocytes in distinct regions as well as those within the same area of the brain. The effect that these types of variability have on the formation of ICWs is examined by this model.

Much of the current research in this area now focuses on neuron-glia interaction. Astrocytes are known to release the neurotransmitter glutamate (Kimelberg et al. 1990), to guide the growth of axons (Kettenmann and Ransom 2005) and to bridge the connection between otherwise disconnected neurons (Volterra and Meldolesi 2005), to name only a few roles played by astrocytes in this area.

2.2. Experimental Results

The progression of experiments developed to elucidate the underlying functions of glial cells is ongoing and is an evolving field of study. Key experiments that have been used in the construction of the present model are described in greater detail below.

2.3. Cornell-Bell Finkbeiner Cooper Smith (1990)

Cornell-Bell et al. (1990) examined the role of astrocytes in signalling and found that glutamate-sensitive ion channels responded to glutamate exposure with an elevation in their cytosolic Ca\(^{2+}\) concentrations. The authors observed that the increase in [Ca\(^{2+}\)] propagated between adjacent cells, thereby forming a Ca\(^{2+}\) wave that travelled at a velocity approximately equal to that observed intracellularly (19\(\mu\text{m}^{-2} s^{-2}\)). This was the first paper to positively associate intercellular Ca\(^{2+}\) waves with the gap junctional pathway of astrocytes.

Hassinger et al. (1996) demonstrated that astrocytes are able to propagate $Ca^{2+}$ using extracellular mechanisms. This conclusion was reached by physically scraping cell free lanes in astrocyte cultures and elevating intracellular $[Ca^{2+}]$ by applying a electrical stimulus to a single astrocyte in the culture. It was observed that these waves could cross over the cell free lanes into distant ($\approx 120\mu m$) astrocytes. A second observation was that the distance the wave could cross to the isolated astrocyte was not dependent on the location of the stimulated astrocyte but rather was dependent on the distances between intermediate astrocytes. This indicated that not only does communication occur via an extracellular pathway, but that astrocytes can actively propagate ICWs.

Within astrocyte cultures $Ca^{2+}$ does not itself travel extracellularly in significant quantities so the authors examined the role of the primary extracellular messenger candidate at the time, glutamate. Glutamate receptor antagonists were applied but no significant degradation in the signal was observed, indicating that glutamate is not the extracellular messenger responsible for $Ca^{2+}$ wave propagation (at least in the astrocytes studied).

Hassinger et al. (1996) also observed equal velocities for wave propagation for both cultures of isolated and confluent astrocytes. This suggests that the wave velocity is limited by the extracellular messenger rather than any (potential) gap junctional communication. It should be noted however that astrocytes in the cortex of rat pups, on which the experiments were performed, are only weakly coupled by gap junctions (see Lee et al. (1994)). Astrocytes that are strongly coupled may not be bound by the speed of extracellular diffusion.


Extending on Guthrie et al. (1999) and Cotrina et al. (1998), the experimental results of Wang et al. (2000) provided images of agonist stimulated ATP release amongst a cluster of astrocytes. This series of experiments also provided timed images of calcium release, a technique already well established but enabling the comparison of the concentration time-courses of ATP and $Ca^{2+}$ waves. These experiments provided a number of significant results, the most controversial of which was that ATP release is independent of calcium. It should be noted however that other researchers, such as Coco et al. (2003), have found contradictory results that indicate that astrocytes can respond to elevations in $Ca^{2+}$ by releasing ATP.

Wang et al. (2000) also provided information on other aspects of glial behaviour. The observation that ATP release was independent of calcium and that its wave front preceded that of $Ca^{2+}$ suggested that ATP is a factor in calcium release itself. The different characteristics of the two chemicals - in particular that ATP is principally an extracellular messenger whereas calcium is predominantly an intracellular and intercellular messenger - implies that a direct linear relationship between the concentrations is unlikely. The results do however suggest that the wave spreads of the two chemicals are closely associated. To further explore this, part of the experiments involved the application of purinergic antagonists. This blocked both ATP (as expected) and calcium waves, indicating that calcium release requires the presence of ATP. Conversely, blocking calcium release did not impact on the spread of ATP suggesting that ATP release is independent of calcium.
Some information was garnered on the recovery of ATP and calcium by repetitive stimulation of the same astrocyte. The experiments indicated that ATP release decreases upon repeated physical stimulation such that upon a third application of stimulus within approximately one minute no ATP release is detectable. The results for calcium were very similar. It is likely that this is due to exhaustion of cellular stores and hence these results give an indication of recovery times for these chemicals in astrocytes.

A further aspect of the experiments demonstrated that ATP is an extracellular messenger, rather than an intercellular one (i.e. via gap junctions). This highlights the importance of diffusion on the wave spread, and the need to accommodate both pathways in generic models (as is done in the present model). Conversely, later research by Stout et al. (2002) has shown that ATP can be transported between astrocytes via gap junctions as well.

One further important experiment in this series demonstrated that inhibition of phospholipase C (PLC/β is a G-protein associated subtype of the PLC family of enzymes which are associated with the production of IP$_3$) results in the total inhibition of ATP and Ca$^{2+}$. This suggests that the intracellular and intercellular second messenger chemical IP$_3$ facilitates the release of ATP into the extracellular space and that physical stimulation of astrocytes actually initiates the G-protein cascade rather than releasing ATP from cellular stores. The cessation of ATP release when PLC is inhibited and ATP was directly applied also suggested that IP$_3$ mediates ATP production.

Wang et al. (2000) provided a rich set of information concerning the spread of chemical waves in astrocytes via the extracellular pathway. The relationship between ATP and Ca$^{2+}$ is particularly important to modellers, a number of whom have used these results in constructing simulations of astrocytic wave spread, specifically Bennett et al. (2005), Höfer et al. (2002) and Iacobas et al. (2006), that are described later in section Sec. 2.9.


Neuroglial cells are spread throughout the nervous system and there is often a widely divergent expression of characteristics in the astrocytes of different areas. Newman (2001) examined astrocytes and Müller cells within the rat retina in order to measure the different contributions made by both intercellular gap junctions and extracellular diffusion. The predominant glial cell in the retina, Müller cells are long, radial glia that ensheath groups of retinal neurons. They bridge neuronal and non-neuronal components of the retina, including astrocytes. These two glial cell types have considerably different characteristics, for instance in the gap junction permeability to different chemicals and the sensitivity of their receptors.

As with Wang et al. (2000), the experiments proceeded by physically simulating an astrocyte in order to produce the well known calcium wave phenomenon. A control experiment was performed and then followed by a series of experiments where various inhibitors had been applied to the culture. This enabled the contributions of the various propagation mechanisms to be identified.
Newman (2001) demonstrated that extracellular diffusion of ATP is a significant factor in the velocity and radius of a calcium wave produced within the retina. The results indicate that intercellular communication via gap junctions is also a significant factor in the characteristics of the wave, and that gap junctions are potentially capable of producing a reduced wave while purinergic receptor antagonists block extracellular messengers. Information was also provided concerning the role of astrocytes and Müller cells within the retina and how they collaborate in message transmission.

The control experiment involved mechanically stimulating a single astrocyte soma at the surface of the retina. The resulting Ca\(^{2+}\) and ATP waves were imaged and showed that the waves passed into both astrocytes and Müller cells for a radius of approximately 85µm (reached after 9.5 seconds). This equates to over one hundred Müller cells and around a dozen astrocytes (Distler et al. 1993, Distler and Dreher 1996), though the images included by Newman (2001) indicate at least six astrocytes. It should be noted that the density of glial cells varies widely within the retina.
Octanol inhibits gap junctional communication between astrocytes and Müller cells, though not between astrocytes and other astrocytes for which there is no effective inhibitor. The application of octanol resulted in a significantly increased calcium wave radius (20% increase). This surprising result was not explained by Newman, though it is possible that the octanol induced inhibition of intercellular transport of \([\text{IP}_3]\) increases the \([\text{IP}_3]\) in the central cell and thereby causes more ATP to be released from it. The release of a higher ATP concentration leads to a wider wave radius. This result suggests that the role played by gap junctional communication between astrocytes and Müller cells - glial cells of a very different character - is significant in so far as it relates to the wave spread and velocity of calcium and ATP.

Suramin and pyridoxal-5-phosphate-6-azophenyl-2’4’-disulfonic acid (PPADS) are purinergic receptor antagonists. Application of these antagonists indicated that wave spread amongst astrocytes continues, albeit with a reduced radius, when only gap junctional communication is available. This evidence of an important role for gap junctions in the spread of calcium waves was not suggested by Wang et al. (2000) and may reflect differences between astrocytes in the cortex compared to those in the retina such as retinal astrocytes being relatively highly coupled (Lee et al. 1994). A further effect noticed was that the wave radius in the Müller cells was greatly reduced, indicating that extracellular communication is (relative to gap junctional communication) more significant in Müller cells than in retinal astrocytes.
Apyrase hydrolyses ATP which, as expected, gave results similar to that of suramin and PPADS. The results from application of apyrase further indicated that gap junctions are an important mechanism in calcium wave spread within retinal astrocytes and that Müller cells rely relatively more on extracellular diffusion to propagate calcium waves.

A further result obtained in these experiments was that ATP is the only extracellular messenger involved in the spread of calcium waves. In particular glutamate is not a messenger in retinal astrocytes, a result also indicated by previous experiments (Newman and Zahs 1997). This is important for the present model’s construction because it means that it only requires a single extracellular messenger be included.

The results of Newman (2001) suggest that models of glial cells that neglect either gap junctional or extracellular communication are insufficient to describe the full range of behaviour for glial clusters, at least in the mammalian retina. Furthermore, the differences and interactions of different types of glial cells require special consideration when modelling.

2.7. Bennett Buljan Farnell Gibson (2006)

Bennett et al. (2006) grew rat spinal-astrocyte cells within narrow lanes on a 2 dimensional substrate and stimulated single astrocytes to evoke Ca\(^{2+}\) waves. This provided a means of measuring the extent and velocity of the ICWs in a structured and systematic way as it eliminates much of the structural irregularity found in vivo.

Preferential paths for Ca\(^{2+}\) waves (in which Ca\(^{2+}\) waves propagate along indirect paths) were observed and attributed to the differences in densities and affinities of purinergic receptors as well as in the degree of dissociation of ATP within distinct P2Y receptors. This could be demonstrated by tracking the course of a wave after stimulation, allowing sufficient time for recovery, and then stimulating the final astrocyte within the wave. It was found that the wave produced generally followed the first path (in reverse order) by activating the same astrocytes during each experiment. Furthermore, those astrocytes stimulated in only one of the two experiments tended to be clustered about the site of the initial stimulation, suggesting the difference was due to the higher concentration of ATP diffusing around the point of stimulation.

It was observed during these experiments that the purinergic receptors P2Y\(_1\) and P2Y\(_2\) are localised into small clusters on the cell surface. This heterogeneous distribution of receptors, together with differences in affinities, was applied to the purinergic transmission model of Bennett et al. (2005) (see Sec. 2.13) and found to explain the observed preferential pathways.

Within the experiments the Ca\(^{2+}\) waves were observed propagating for a distance of over 600\(\mu\)m. For the first 270\(\mu\)m the amplitude and velocity of the wave decreased, after which time it remained constant to the edge of the preparation (another 350\(\mu\)m), with a decreasing number of astrocytes participating in the ICW. This concentration profile is consistent with the first 270\(\mu\)m being dominated by the diffusion from the initial stimulus and then the wave at greater distances being propagated by the regeneration of ATP.
It was further determined that the distance that ATP will diffuse between astrocytes in sufficient concentration to propagate a Ca\(^{2+}\) wave was partially dependent on the size (and hence the populate of astrocytes within) the astrocyte lanes. The authors suggest that this is due to the increased concentration of extracellular ATP found in areas with more astrocytes leading to a greater diffused distance.

These experiments provide a useful set of data concerning extracellular wave propagation. The information provided on the preferential pathways, initial diffusion and subsequent propagation were used in formulating the presented model.

### 2.8. Experimental Results Summary

The experiments described in details above, together with the results provided by the existing literature discussed briefly in Sec. 2.1, provide information on many aspects of Ca\(^{2+}\) waves in glial cells that may be incorporated into theoretical models. The characteristics of waves, the types of pathways, the various interactions supported by receptors and gap junctional permeability and the variations in receptor density and affinity between different glial cell types highlight the need for a flexible model that can mimic the disparate behaviour of glia.

### 2.9. Theoretical Models

The progression of experiments uncovering the methods glial cells use to communicate is ongoing and while there are many observations there is significantly less known with total certainty. This situation is partly due to the differences between different astrocytes that depend on the species they originate from, the type of astrocyte, the location of the astrocyte within the CNS, the age of the subject or from the potentially wide difference in the expression of characteristics such as receptor densities between these cells, and even between neighbouring cells due to differences in gene expression. Experimentation on glial cells is also difficult due to limitations in technology: for example indicators are not available for all chemicals of interest, antagonists may inadvertently impact on multiple facets of the experiment and the difficulty inherent in experimenting on living subjects (or the limitations inherent in experimenting on sacrificed subjects). To understand the dynamics a small but diverse variety of mathematical models of glial cells and calcium waves exist in recent literature. They each have limitations in their capability to describe glial cell communication, whether due to limitations in the mathematical description of the experimental phenomena or because the models are not intended to describe the full range of experimental results produced by glia. Key models are reviewed here, with a view to demonstrating the need for such a new model as is presented here.

#### 2.10. Sneyd Wetton Charles Sanderson (1995)

The mathematical model of Sneyd et al. (1995) defined a two dimensional grid of airway epithelial cells which, as the authors indicate, have Ca\(^{2+}\) waves that have very similar properties to those of glial cells. This grid comprises a confluent matrix of square cells (Fig. 6.1) in which all
the interior cells are completely bounded by other cells. These boundaries are permeable to IP$_3$, a feature that mimics the gap junctions found in glia. Ca$^{2+}$ is the other chemical simulated in this model which produces ICWs as a result of the interaction of IP$_3$ and Ca$^{2+}$ using the gap junctional pathway to spread intercellularly.

The model is initiated by an increase in IP$_3$ within a single central cell. The IP$_3$ then diffuses through connected (i.e. surrounding) cells, in each case causing an increase in Ca$^{2+}$ concentration via IP$_3$ receptors on intracellular stores. IP$_3$ itself is never regenerated in this model. The spread of the wave is thus made possible by the positive feedback of Ca$^{2+}$ on the IP$_3$ receptors. These IP$_3$ receptors, in a set of equations previously given by Atri et al. (1993), have three binding domains. The first is high affinity and IP$_3$ sensitive, and rapidly releases Ca$^{2+}$ from the cellular stores. The second is sensitive to Ca$^{2+}$ and also high affinity, producing an autocatalytic release of Ca$^{2+}$ in a positive feedback mechanism. The third is a low affinity Ca$^{2+}$ binding domain that inhibits the release of Ca$^{2+}$. This model supports a terminating yet autocrine Ca$^{2+}$ wave and matches experimental observations well.

Gap junctions are the only mechanism capable of supporting communication between cells in this model. This matches the experimental evidence of the authors for airway epithelial cells. The gap junctions are not modelled as separate components of the cells but rather the entire boundary shared by two cells is permeable. The actual intercellular flux is dependent on two factors: (i) a constant value signifying the permeability and (ii) the difference in concentration between the adjoining grid squares of the contiguous cells. Each interior cell is thus connected equally to four other cells in the square matrix.

The model predicts a wave that travels with a radius of four cells, reaching its maximum radius within twenty seconds and remaining visible for around one minute. There is a noticeable intercellular delay that is dependent on the intercellular flux constant, which also affects the maximum radius of the wave. The intercellular delay increases with distance from the stimulation site, presumably due to decreasing levels of the diffusing IP$_3$. There is also a sharp drop off in the Ca$^{2+}$ concentration between cells in some regions and a much softer one in others. The wave speed decreases as a function of distance at an exponential rate, which since the speed is calculated based on the intracellular concentration reaching a given threshold (0.3µM) can be understood (similarly to the delay) as being due to the decreasing concentration of the diffusing IP$_3$.

This model represents gap junctions as existing along the entire boundary of the cell, so they are effectively 30µm long on each side. While this is a perfectly valid approximation for airway epithelial cells, the focus of the model, they would be inadequate for representing glial cells such as astrocytes which have disjoint soma. In addition to this, the rigidly square shape of the cells makes observations relating to the diagonal paths less realistic as cells adjoining each other on their diagonals are only connected by the bridging actions of the two cells that share common boundaries with them, making the observation about a rapid decrease in the Ca$^{2+}$ concentration in these cells less predictive for biological behaviour. These observations of the limits of this model do not detract from its efficacy in describing the situation it was designed for, they simply highlight some limitations.
Sneyd et al. (1995) termed the mechanisms used in this model the *passive diffusion hypothesis* because the intercellular diffusion of IP$_3$, which is not regenerated, drives the ICWs. This model was designed to help test that hypothesis. It has been used in later years as a basis for examining other cellular actions (such as by Höfer et al. (2002)).

**2.11. Höfer Venance Giaume (2002)**

Höfer et al. (2002) developed a mathematical model based around the gap junction pathway for Ca$^{2+}$ wave signals. This theoretical model includes limited aspects of the extracellular diffusion of Ca$^{2+}$ as well as the intercellular propagation via gap junctions, though its focus was on simulating astrocytes in the rat striatum (a part of the brain associated with motor functions) in which the gap junction pathway was known to predominate. A significant development in this model is the use of a regenerative mechanism for propagating Ca$^{2+}$ waves. Venance et al. (1997) provided the experimental data that much of this model is built on.

The model tracks the concentrations of Ca$^{2+}$ and IP$_3$ within a two dimensional set of cells. The Ca$^{2+}$ concentration is elevated in the stimulated cell. This produces a corresponding increase in IP$_3$ concentration for the cell via the PLC$\delta$ pathway (i.e. the process by which Ca$^{2+}$ releases IP$_3$). The IP$_3$ diffuses intracellularly and releases Ca$^{2+}$ from cellular stores and this Ca$^{2+}$ in turn diffuses intracellularly and releases further IP$_3$ in a positive feedback cycle. Both Ca$^{2+}$ and IP$_3$ also diffuse intercellularly via gap junctions which connect cells using permeable channels. Due to both the rate of diffusion and the respective permeabilities the model has IP$_3$ as being the primary intercellular messenger, with the gap junctions being highly impermeable to Ca$^{2+}$; also the rate of Ca$^{2+}$ diffusion is too slow to propagate a wave between cells with the desired time-course.

ATP and glutamate are not included in the model and the PLC$\beta$ pathway which produces IP$_3$ via extracellular diffusion is treated as a constant background process rather than as a signalling pathway.

The model was used to compare the relative importance of Ca$^{2+}$ and IP$_3$ gap junctional diffusion in the propagation of ICWs. The results indicated that intercellular Ca$^{2+}$ diffusion has essentially no effect on ICWs and that IP$_3$ is the important messenger. When taken in conjunction with the experimental observations of Wang et al. (2000) this suggests that for astrocytes Ca$^{2+}$ is not an important intercellular signalling messenger, though it has an important role intracellularly.

Höfer et al. (2002) explore how intercellular diffusion of IP$_3$ and Ca$^{2+}$ via gap junctions gives rise to *regenerative* propagating waves Ca$^{2+}$ waves in astrocyte clusters. Previous works (e.g. Sneyd et al. (1995, 1998)) had not included a mechanism for the release of IP$_3$ in non-stimulated astrocytes and hence the wave radius was limited by the diffusion of IP$_3$ from the stimulated astrocyte. Comparison of regenerative and non-regenerative schemes was performed using the model and indicated that regeneration via the PLC$\delta$ pathway acts as a signal amplifier, extending both the range and duration of ICWs.

The inclusion of a regenerative mechanism leads to a requirement for a mechanism to terminate the propagated wave. One simple mechanism is the technique of structuring the experiment so that
smaller and smaller concentrations of \(\text{IP}_3\) are transmitted to cells as a radius expands. This is a characteristic of the model and is mediated by the rate of \(\text{PLC}\delta\) activity and by the gap junctional permeability of \(\text{IP}_3\). The relation of these two factors in ICW propagation is tracked via the use of a diagram giving a range of values for these experimentally non-determined factors, demonstrating that there are ranges of values for which waves are infinitely regenerative, finitely regenerative and non-regenerative. The model also predicts that the spread of the ICW is more sensitive to the \(\text{PLC}\delta\) rate than to the permeability rate.

The concentration of the initial stimulus was demonstrated to be a crucial factor in determining the radius of an ICW. The correlation is roughly linear and agrees with experimental data as well as reports from other modellers (Bennett et al. 2005).

One further aspect of study facilitated by the model of Höfer et al. (2002) was that of preferential pathways for ICWs. Experimental observations typically show non-symmetric waves that are generally attributed to structural characteristics of the astrocytes’ arrangement and differences in the expression of cellular characteristics, such as receptor densities, on individual glial cells. The authors note however that heterogeneously distributed cells in themselves can still give rise to concentric paths, so that it appears that the individual cellular characteristics themselves are more significant in causing these events. Applications of this model indicated that variance in gap junction coupling was critical for the formation of preferential pathways whereas \(\text{PLC}\delta\) activation rate was not. Other characteristics, such as astrocyte position and \(\text{PLC}\beta\) variations due to heterogeneous receptor density and distributions were not studied.

Höfer et al. (2002) provided a useful model for studying aspects of \(\text{Ca}^{2+}\) waves in clusters of glial cells coupled via gap junctions. The success of this model suggests the use of extensions to it to study other aspects of \(\text{Ca}^{2+}\) waves, such as the combined effect of extracellular signals and more extensive heterogeneity in the individual cells.


The model by Bellinger (2005) is a general one for calcium waves that intends to build on that provided by Höfer et al. (2002) model by incorporating the extracellular diffusion of ATP and glutamate. The model does not relate directly to a particular set of experimental results but rather provides a framework for the exploration of general effects relating to calcium waves. The mathematical equations in the model are described by the author as "dramatic oversimplifications". In particular the use of discrete rather than continuous equations to replicate the extracellular diffusion itself limits the model’s utility for accurately predicting the wave characteristics, such as speed and intensity.

2.13. Bennett Farnell Gibson (2005)

Bennett et al. (2005) produced a mathematical model of astrocytic ICWs focusing exclusively on extracellular diffusion transmission and disregarding gap junctional signalling. In this way their model contrasts with the model of Höfer et al. (2002), which focused on the intercellular
pathway. The chemical interactions describe how extracellular ATP binds to P2Y receptors which subsequently activate intracellular G-protein. G-protein in turn releases IP$_3$, again intracellularly, and IP$_3$ then leads to the extracellular release of ATP and so this is a regenerative model. In this model [Ca$^{2+}$] does not affect the concentrations of other chemicals within the system, it is the other chemicals that drive the ICW. This reflects the findings of Wang et al. (2000).

As suggested by the interactions described above, the model accounts for regeneration of the ICW by modelling ATP as dependent on the IP$_3$ concentration and Ca$^{2+}$ as also dependent on IP$_3$, which in turn is dependent on ATP concentration (via the PLC$\beta$ pathway). Initialisation occurs, as usual, through stimulation of a single astrocyte which results in an increase in ATP. This ATP diffuses extracellularly forming an ATP wave front which precedes the Ca$^{2+}$ wave front. This initial wave is equivalent to the wave in the non-regenerative models such as that of Iacobas et al. (2006). However, the initial ATP results in further ATP release from the stimulated cell over the next few seconds (or for the duration of the wave). This both maintains the concentration of ATP and Ca$^{2+}$ in the stimulated cell for longer as well as causing a second wave front to be created in the astrocyte cluster. This second wave front is quickly subsumed by the first and acts to increase the duration and distance of the ICW.

This model is homogeneous with regard to both structure and cellular characteristics which does not support calculations concerned with determining the causes of preferential pathways. The extracellular diffusion is modelled in greater detail than is usual in that it is three dimensional (most models are two dimensional) though the astrocytes in the paper are represented as lying in a plane.

This reaction scheme diverges from previous extracellular studies of glia communication in that it makes use of the experimental results of Wang et al. (2000) in which Ca$^{2+}$ is not a factor in the production of other chemicals. Furthermore it uses the G-protein cascade as the mechanism by which extracellular ATP facilitates the release of IP$_3$ and subsequently that of ATP. The actual intracellular mechanism that causes the release of ATP is unknown, though it is putatively associated with IP$_3$ (Salter and Hicks 1995). In recognition of this ambiguity, the second messenger that facilitates the ATP release is modelled in a generic way that would be applicable to other chemicals if necessary.

As discussed in reference to Höfer et al. (2002), a regenerative model requires a mechanism to terminate the ICW in order to conform to most experimental observations. Without such a mechanism the ATP in each cell participating in the ICW tends to increase to excessively high concentrations. Two mechanisms are implemented in this model in addition to the inherent dissipation effects of a free-boundary diffusive model. Firstly, exhaustion of the cellular store of ATP is implemented such that the available ATP is reduced as a function of the concentration released, so that around one half of the original concentration is released 10 - 20 seconds after stimulation as would be by the same concentration of IP$_3$ at initialisation. This linearly decreases the ATP released by equal concentrations of IP$_3$. While this technique simulates exhaustion of stores it equally could simulate desensitisation of the intracellular receptors responsible for ATP release. Secondly, extracellular degradation by ectonucleotidases is implemented. These mechanisms have the effect of terminating the ATP production within each cell.
The model predicts that the relationship between IP$_3$ and ATP is determined principally by the dissociation constant (the rate at which ATP dissociates from purinergic P2Y receptors) and is represented by $K_R$. This constant, as applied in the model, incorporates other aspects of the system such as the density of the receptors and the rate of G-protein activation as a result of bound P2Y receptors. As such, $K_R$ is an effective dissociation constant. P2Y receptors are G-protein coupled purinergic receptors of which there are a number of types, most importantly for this model $P2Y_1$, for which both ATP and adenosine diphosphate (ADP) are agonists, and $P2Y_2$, for which ATP but not ADP is an agonist (see Gallagher and Salter (2003)). The predictions give (different) ranges of $K_R$ values for both $P2Y_1$ and $P2Y_2$ receptors and state that the lower the dissociation constant the greater the Ca$^{2+}$ concentration. When the role of $K_R$ is evaluated along a lane of astrocytes it becomes clear that not only does a decrease in its value lead to an increase in peak concentrations, but also an increase in the wave speed. It also impacts strongly on the maximum wave radius.

With the experimental results of Hassinger et al. (1996) and Wang et al. (2000) demonstrating that extracellular signalling has an important role in astrocytic Ca$^{2+}$ waves, it became evident that the existing theoretical models, such as Sneyd et al. (1995) and Höfer et al. (2002) which concentrate almost exclusively on the intercellular pathway, lack the ability to model an important part of \textit{in vitro} ICW behaviour. The model of Bennett et al. (2005) was the first to model the extracellular pathway for Ca$^{2+}$ and succeeded in demonstrating observed characteristics of ICWs and in elucidating cellular characteristics that are factors in their formation and propagation. While the model leaves open the effect on Ca$^{2+}$ wave speed of adding gap junctional communication to extracellular diffusion as it does not have a mechanism for simulations gap junctions, the model presented in this thesis enables analysis of both of these pathways.

Iacobas et al. (2006) presented a model of ICWs in glia clusters. The model incorporates both intercellular gap junction and extracellular diffusion pathways. This model differs from most others in that it is stochastic in nature, in that the value of many parameters, as well as the physical layout of the cells and even the extracellular diffusion, is determined probabilistically. It is a non-regenerative model that incorporates many probabilistic aspects of ICWs not modelled elsewhere.

This model does not propagate ATP but rather releases it at the initial time and allows it to diffuse away. This is implemented using a single Gaussian scheme which does not support subsequent release and diffusion of more ATP. Rather, the ATP causes the intracellular release of IP$_3$ which in turn releases Ca$^{2+}$. IP$_3$, but not Ca$^{2+}$, diffuses intercellularly via gap junctions to build an ICW. Within these constraints the model is very detailed, with many parameters available to vary and tracking more chemicals than is common amongst the range of glial models. Furthermore, the authors have attempted to incorporate the variability within existing biological structure accurately by making many aspects of the model stochastic. These include the physical position of cells within a grid as well as the expression of gap junction channels and receptor density.

The model’s inherent stochastic capacity to vary both the topology and individual cell characteristics, as observed \textit{in vivo}, and to incorporate this heterogeneity in simulations contrasts with most models which assume a more homogeneous environment and rarely account for the observed
variability or preferential pathways in biological experiments. The authors have not made use of this functionality to demonstrate such phenomena however.

The lack of a mechanism to support regenerative propagation is a limitation for such a recent model. The inability to generate ATP and hence continue to release IP$_3$ is acknowledged by the authors who state that regeneration is not necessary to account for wave spread. In some cases though regeneration has been observed experimentally in vitro (most recently and decisively by Bennett et al. (2006)) and hence any model that wishes to study these cases requires a regeneration mechanism.

For the reasons detailed above, it is evident that this model does not directly build on previous mathematical simulations but derives a new framework primarily from biological experiments. Whereas the stochastic features of the model make it valuable, the limitations in the range of simulations it can perform reduce the effectiveness of the model in elucidating other characteristics of ICWs.

2.15. Stamatakis Mantzaris (2006)

Stamatakis and Mantzaris (2006) present a model that represents ATP as a regenerative extracellular messenger and supports the diffusion of produced IP$_3$ throughout both the intra and extracellular space. The model is homogeneous in nature, so there are no distinct cellular boundaries. Rather, both intracellular and extracellular reactions and diffusion are spread out over the entire surface. The unusual and non-physiological structure of this model impacts on the reliability of the model’s predictions.

The model incorporates ATP induced release of IP$_3$ via P2Y purinergic receptors. Ca$^{2+}$ is released in an autocrine manner, as well as by IP$_3$. Ca$^{2+}$ also stimulates the release of IP$_3$, giving rise to a positive feedback cycle. ATP is regenerated by both IP$_3$ and Ca$^{2+}$. These reactions take place at every point in the system as IP$_3$ and ATP diffuse throughout the domain without regard for cellular boundaries.

The authors present a series of bifurcations in an effort to analyse the reaction-diffusion equations. The model lends itself to this type of analysis due to its relatively simplified and homogeneous structure. While the analysis provides suggestions as to the potential effect of varying the parameters studied, due to the inherent unphysical nature of the model structure the results cannot be compared directly with experimental results.

This model provides a high degree of mathematical interpretation to the provided results. Unfortunately these theoretical observations are less valuable due to the non-biological structure of the model itself, diminishing the significance of the results.
2.16. **Theoretical Results Summary**

The three models most influential in construction of this thesis were Sneyd et al. (1995), Höfer et al. (2002) and Bennett et al. (2005). Whereas Sneyd et al. (1995) and Höfer et al. (2002) simulated gap junction function and Bennett et al. (2005) extracellular signalling, the aim of the current model is to combine these and explore systems that involve both mechanisms. The current model will enable evaluation of essentially the same problems as these two models while further facilitating the investigation of glial cell communication occurring via both intercellular and extracellular pathways. Furthermore it will extend upon the support for variability and heterogeneity supported by the model of Iacobas et al. (2006), though in a deterministic rather than stochastic manner.
CHAPTER 3

Mathematical Model

Glial cells are the most common cell type within the brain (Hatton and Parpura 2004). Intercellular calcium waves within these cells are associated with the mediation of neuronal activity (Perea and Araque 2005), memory (Pasti et al. 1997) and the coordination of multicellular responses to local events (Charles 1998).

Signals are propagated through networks of glia by a series of chemical messengers. The most significant of these, and the ones represented within this model, are $Ca^{2+}$, ATP, G-protein and IP$_3$. Glutamate is disregarded as its signalling role is principally within neurons, even though it is partially regulated by astrocytes (Anderson and Swanson 2000). The strength of these messenger interactions, as well as variations in the expression of cellular characteristics, determine the nature of the $Ca^{2+}$ wave produced.

The model presented here simulates an intercellular calcium wave propagating through a two dimensional layer of heterogeneous glial cells. The glial cells support both extracellular and intercellular signalling pathways. The model provides for regenerative signalling via both of these pathways.

Two principle mechanisms are implicated in the propagation of $Ca^{2+}$ waves throughout glial clusters: (1) gap junctions (which diffuse the IP$_3$ that releases $Ca^{2+}$ in neighboring cells and are associated with PLC$\delta$) and (2) extracellular diffusion of ATP (which triggers the G-protein cascade that in turn releases intracellular $Ca^{2+}$ and is associated with PLC$\beta$). Previous mathematical models have focused predominantly on either one of the mechanisms: gap junctions (Höfer et al. 2002, Sneyd et al. 1998, Iacobas et al. 2006) (Iacobas et al. (2006) use extracellular diffusion to initiate the wave) or extracellular diffusion (Bennett et al. 2005). This section presents a model that incorporates both signalling mechanisms, and allows for the analysis of how differing cell types interact using these two mechanisms.

The interactions taking place over the 2 dimensional layer of glial cells during a typical set of calculations may be summarised as:

- A cell’s concentration of ATP is artificially elevated for a short duration.
- The ATP is released from the cell and diffuses within the extracellular space.
- The extracellular ATP binds to purinergic receptors on the outside cell walls of cells in the surrounding area, including the initiating cell. This initiates the G-protein cascade within the plasma membrane.
- The G-protein cascade produces IP$_3$ within the cell. This IP$_3$ diffuses and degrades intracellularly.
• As IP₃ diffuses it travels through intercellular gap junctions into neighbouring cells.
• IP₃ binds to intracellular receptors that release Ca²⁺.
• The elevation in [Ca²⁺] leads to further IP₃ production. IP₃ and Ca²⁺ begin to cooperatively increase the concentration of both chemicals. A slow inhibitory Ca²⁺ binding site on the Ca²⁺ release receptor slows the initially rapid increase however.
• The raised IP₃ concentration mediates the release of ATP into the extracellular space. The ATP then diffuses throughout the surrounding space as described above.
• Internal stores of ATP and Ca²⁺ concentrations temporarily deplete as this activity occurs. This acts to suppress the continued propagation of the wave within individual cells.
• The wave of elevated chemical concentrations dissipates in each cell through a variety of effects including inhibitory activation of Ca²⁺ receptors, exhaustion of internal stores and the degradation and diffusion of chemical compounds. These effects are local to individual cells however and so the wave may be propagated to an indefinite number of neighbouring cells.

Figure 3.1: Diagrammatic representation of the interactions defined within the model. Not all interactions need necessarily apply to each set of calculations - for instance in some types of glial cells extracellular ATP diffusion is not a signalling pathway and so is not included within the calculations

3.1. Equations

3.1.1. Receptor binding and G-protein cascade. Guanine nucleotide binding proteins, commonly called G-proteins, are a type of chemical that mediate cellular events. During the activation of G-protein guanosine diphosphate (GDP) is exchanged for guanosine triphosphate (GTP), mediating the production of the second messenger IP₃ from the cell membrane into the cytosol.

The activation of G-protein is initiated via the G-protein cascade by the binding of extracellular ATP to the P2Y purinergic receptors on the outside of the cell membrane. The concentration of
ATP, the affinity and density of the receptors and the quantity of inactive G-protein determine the ratio of activated G-protein within the cell wall.

The equation describing the current G-protein is adapted from Lemon et al. (2003). It gives the ratio of activated G-protein to the total quantity of G-protein. The derivation proceeds by defining a reaction scheme representing the activation of G-protein. The deactivation rate is constant, whereas the activation rate depends upon the current ATP concentration outside the cell membrane in the neighbourhood of the purinergic receptors (see Sec. 3.1.4 for details of the ATP concentrations):

\[
G_{\text{inactive}} \xrightleftharpoons[k_d]{k_{a\rho}} G_{\text{active}},
\]

where

\[
\rho = \frac{[A]}{K_R \sigma_R + [A]}.
\]

\(K_R\) is the dissociation constant for ATP binding to the purinergic receptors and \(\sigma_R\) scales this value to account for effective dissociation due to receptor density. These two terms combine to form an effective dissociation value as described by Bennett et al. (2005). The cooperative model for receptor activation is used for \(\rho\).

Let

\[G_{\text{total}} = G_{\text{inactive}} + G_{\text{active}},\]

(3.1) can be written as:

\[
\frac{\partial G_{\text{inactive}}}{\partial t} = \frac{\partial G_{\text{total}}}{\partial t} - \frac{\partial G_{\text{active}}}{\partial t} = -\frac{\partial G_{\text{active}}}{\partial t}.
\]

With fast kinetics, i.e. when the speed with which \(G_{\text{active}}\) reaches equilibrium is much less than the time it takes for phosphatidylinositol bisphosphate (PIP\(_2\)) to cleave into diacylglycerol (DAG) and IP\(_3\), this leads to:

\[
\frac{\partial G_{\text{active}}}{\partial t} = k_{a\rho}(G_{\text{total}} - G_{\text{active}}) - k_d G_{\text{active}} = 0.
\]

So

\[G_{\text{total}} - G_{\text{active}} = \frac{k_d}{k_{a\rho}} G_{\text{active}}.\]

Letting \(G^* = \frac{G_{\text{active}}}{G_{\text{total}}}\) and \(K_G = \frac{k_d}{k_{a\rho}}\) we have:

\[G^* = \frac{G_{\text{active}}}{G_{\text{total}}} = \left(\frac{k_d + k_{a\rho}}{k_{a\rho}}\right)^{-1}.
\]
Rearranging gives:

\[(3.4)\quad G^* = \frac{1}{K_G \rho^{-1} + 1} = \frac{\rho}{K_G + \rho}.\]

The G-protein diffuses very slowly relative to the other chemicals considered here \((\approx 1.2 \mu m^2 s^{-1} - 1.5 \mu m^2 s^{-1})\) (Pugh and Lamb 2000)), so for the purposes of this model G-protein diffusion can be ignored.

It is possible for G-protein to be activated in the absence of ATP, a process that has a role in maintaining the steady state concentration of \(IP_3\). To model this requires the addition of a further term to the model, leading to:

\[(3.5)\quad G^* = \frac{\rho + \delta}{K_G + \rho + \delta^3}.\]

where \(\delta\) is comprised of a constant value (which may be zero) and a calculation intended to approximate the necessary value for maintaining a steady state concentration. The formula for \(\delta\) is:

\[(3.6)\quad \delta = \delta_c + K_G \left(\frac{G_{total} \nu_G}{\gamma_s} - 1\right)^{-1},\]

where \(\delta_c\) is a constant and

\[\gamma_s = \left(k_{deg}[I]_\infty - \frac{\rho_{max}[C]_\infty^2}{[C]_\infty^2 + K_a^2}\right).\]

3.1.2. Intracellular \(IP_3\) release. \(IP_3\) is a second messenger to which some intracellular \(Ca^{2+}\) receptors are sensitive. It is formed when the G-protein cascade (PLC\(\beta\)) or cytosolic [\(Ca^{2+}\)] elevations (PLC\(\delta\)) mobilise PLC to hydrolyse phospholipid and produce IP\(_3\).

3.1.2.1. Release mediated by PLC\(\beta\). The equation describing the PLC\(\beta\) triggered IP\(_3\) release resulting from the G-protein cascade is based on Bennett et al. (2005),

\[(3.7)\quad \frac{\partial [I]}{\partial t} = D_{IP3} \nabla^2 [I] + \nu_G G_{total} G^* - k_{deg}[I].\]

The first term represents the cell wall bounded diffusion of IP\(_3\). The next term governs IP\(_3\) production and is only applied at the cell wall since the level of activated G-protein is insignificant elsewhere due to the slow diffusion mentioned above (Eq. 3.5). The release of IP\(_3\) is determined by the total quantity of G-protein in the immediate area \((G_{total})\), the ratio of activated G-protein \((G^*)\) as determined by Eq. 3.5 and the rate at which activated G-protein produces IP\(_3\) \((\nu_G)\). The final term represents the degradation, which is modelled as linear.
3.1.2.2. Release mediated by PLCδ. The production of IP$_3$ by Ca$^{2+}$ through the PLCδ pathway is described in Höfer et al. (2002) and Lemon et al. (2003). The present model takes the empirical equation provided in Höfer et al. (2002):

\[ \nu_{PLC\delta} = \frac{\rho_{max} [C]^2}{K_{Ca}^2 + [C]^2}, \]

which is a Hill equation representing Ca$^{2+}$ receptors with two binding sites and dissociation constant $K_{Ca}$.

Summing the contributions of the two production terms, and including linear degradation, gives the model equation for intracellular IP$_3$ release:

\[
\frac{\partial[I]}{\partial t} = D_{IP3} \nabla^2[I] + \nu_G G_{total} G^* + \nu_{PLC\delta} - k_{deg}[I].
\]

3.1.3. Intercellular IP$_3$ diffusion via gap junctional pathways. Gap junctions are cellular structures that form an intercellular bridge between two cells. Gap junctions are composed of connexin (Cx) proteins that combine to form hemichannels (or connexons) in each cell. These hemichannels connect across the intercellular space forming a channel of 1.5 nm diameter (Keener et al. 2001) that selectively supports electrical and chemical transmission between cells. A glial cell’s gap junction may have hundreds of channels (Ransom and Ye 2005), not all of which will be open, and there may be thousands of gap junctions between two astrocytes (Rash et al. 2001). Indeed a single astrocyte may have 30,000 distinct gap junctions (Nagy and Rash 2003). These factors determine the total potential intercellular flux of a diffusing substance such as IP$_3$.

IP$_3$ diffuses relatively rapidly at 280 μm$^2$s$^{-1}$ (c.f. Ca$^{2+}$ diffusion of 20 μm$^2$s$^{-1}$) and elevated Ca$^{2+}$ levels decrease gap junction conductance (Bennett et al. 1991). The intercellular diffusion of IP$_3$ is hence modelled here as the only method of propagating the intercellular calcium wave between the cells. Other models (Höfer et al. 2002, Iacobase et al. 2006) have also disregarded the intercellular diffusion of Ca$^{2+}$ as being relatively insignificant. Experimentalists (Leybaert et al. 1998) have likewise concluded that whereas intercellular IP$_3$ diffusion is sufficient to propagate an ICW, intercellular Ca$^{2+}$ diffusion is not.

Within the brain, gap junctions are predominantly located between glial cells (Ransom and Ye 2005). IP$_3$ may diffuse between cells along any number of gap junctions, both homologous (between different cells of the same type) and heterologous (between cells of different types). Astrocytes tend to have distinct non-overlapping domains (Bushong et al. 2002), and so their somata are disjoint. Accordingly, within glial cell clusters, gap junctions form on the processes and this is reflected in the present model. IP$_3$ diffuses through the processes at the same rate as it does through the soma. Across the gap junction the flux is determined by the permeability to the relevant molecule, the rate of diffusion of the molecule and the difference in concentration within both hemichannels. As described in Keener et al. (2001),

\[
F = P_{IP3}(I)|_{x=\xi^-} - [I]|_{x=\xi^+}).
\]
where $F$ is the flux, $[I]_{x=\xi^+}$ is the concentration at the hemichannel of a chosen cell and $[I]_{x=\xi^-}$ is the concentration at hemichannel of the connected cell. The permeability $P_{IP_3}$ determines the rate with which the concentration changes in the chosen cell. The diffusing substance (IP$_3$) is conserved and so the connected cell incurs a concentration change of the same magnitude but opposite sign.

Applying Fick’s law

$$ F = -D \frac{\partial u}{\partial x}, $$

(3.11)

to Eq. 3.10 gives

$$ -D_{IP_3} \frac{\partial [I]}{\partial x}_{x=\xi} = P_{IP_3} ([I]_{x=\xi^-} - [I]_{x=\xi^+}). $$

(3.12)

![Figure 3.2: A gap junction with multiple channels. Each gap junction may have hundreds of channels, which are always composed of two hemichannels that connect two cells.](image)
or

\begin{equation}
\frac{\partial [I]}{\partial x} \bigg|_{x=\xi} = - \frac{P_{IP_3}}{D_{IP_3}} ([I] \big|_{x=\xi^-} - [I] \big|_{x=\xi^+}).
\end{equation}

For a single cell, the total intercellular flux is given by the net contribution of Eq. 3.13 on each open gap junction on every processes that connects to another cell:

\begin{equation}
\frac{\partial [I]}{\partial t} = \frac{\# \text{ cells}}{\# \text{ processes}} \sum_{i=1}^{\# \text{ cells}} \sum_{j=1}^{\# \text{ processes}} U_g(j, i) U_o P_{IP_3} \frac{\partial [I]}{\partial x} \bigg|_{x=\xi},
\end{equation}

where \(U_g(j, i)\) denotes the number of gap junctions with cell \(i\) on process \(j\) and \(U_o\) is the average number of open channels for each gap junction.

Applying this aggregated formula at each cell gives the total flux out of the cell, which will be negative when the \([IP_3]\) increases. As \(IP_3\) is conserved by this activity, any increase in \([IP_3]\) in one cell must be balanced by an equivalent decrease in \([IP_3]\) in the other cell.

3.1.4. ATP release into the extracellular space. ATP is an adenonucleotide affecting molecular transport, energy transfer and both intracellular and extracellular signalling. In its role as an agent of glial extracellular signalling, ATP is released from the cell wall (Queiroz et al. (1999) identified it as being released from Cx hemichannels) into the extracellular space where it diffuses. This ATP can then bind to P2 purinergic receptors, the principal type in the present model being the P2Y receptors. P2Y receptors are metabotropic, mediating intracellular \([Ca^{2+}]\) through G-protein activation (Sec. 3.1.1). Experimental results from Salter and Hicks (1995) have demonstrated that this process produces intracellular \(IP_3\) and results in an intracellular increase of \([Ca^{2+}]\) within astrocytes.

The mechanism that triggers the release of ATP has not been positively identified, although it is putatively associated with \([IP_3]\) (Haydon 2001). This relationship implies that ATP waves may regenerate, as in elevating \([IP_3]\) by binding to the P2Y receptors they facilitate the subsequent release of ATP from Cx hemichannels.

Extracellular ATP is rapidly hydrolysed by ectoenzymes (Ziganshin et al. 1994) into ADP, adenosine monophosphate (AMP) and adenosine, to which purinergic receptors bind differentially; for example P2Y_1 is activated both by ATP and ADP but P2Y_2 is not activated by ADP (Gallagher and Salter 2003). Within the present model subtypes of receptors are not accounted for, and so the speed of degradation may be reduced in order to simulate the binding of ATP breakdown metabolites onto the P2Y receptors.

The equation used to represent ATP release, diffusion and degradation is adapted from Bennett et al. (2005) Eq. 11:
\[
\frac{\partial [A]}{\partial t} = D_{ATP} \nabla^2 [A] + \chi(t)\alpha_{V} \left[ I \right] - I_{\text{min}} + K_{\text{rel}} - \frac{v_{\text{deg}}[A]}{A_{\text{deg}} + [A]} + \nu(t, x).
\]

(3.15)

The first term represents the diffusion of ATP throughout the extracellular space with the rate of diffusion determined by \( D_A \).

The second term simulates IP_3 induced ATP release into the extracellular space and occurs only at the cell wall. \( I_{\text{min}} \) is the threshold level of [IP_3] required for ATP release. \( \alpha_{V} \) is the rate of ATP mobilisation by IP_3. The rate of release is scaled by \( \chi(t) \) which represents store depletion of ATP and receptor desensitisation to IP_3 (Eq. 3.16). \( K_{\text{rel}} \) is the kinetic parameter that determines the response to the IP_3 concentration changes.

The third term models hydrolysis by ectonucleotidases of ATP, which deplete ATP at a rate determined by the respective concentrations of substrate (ATP) and catalyst (ectonucleotides). The range of values for the rate of degradation \( v_{\text{deg}} \) is large (Sec. 3.2.1.3) and can have a significant effect on the size of the wave radius.

The last term provides for a direct application of ATP into the system at a given point and time. This is used to initiate the calcium wave and is an analogue of the standard stimulation or bath techniques used experimentally to initiate waves.

3.1.4.1. Determination of the ATP depletion term \( \chi(t) \). \( \chi(t) \) simulates ATP store depletion and desensitisation of IP_3 sensitive receptors. Initially ATP stores are full and receptors maximally sensitive (\( \chi(0) = 1 \)). \( \chi(t) \) decreases in response to ATP release toward a minimum of 0 and is replenished at a constant rate (\( \chi_{\text{repl}} \)).

\[
\frac{\partial \chi}{\partial t} = \chi_{\text{repl}} - k_{\text{loss}} \chi(t) \frac{[I] - [I]_{\text{min}}}{K_{\text{rel}} + [I]}.
\]

(3.16)

3.1.5. Ca^{2+} and IP_3 induced Ca^{2+} release. As described previously (Sec. 2), Ca^{2+} is a universal cellular messenger prevalent in glial cells. Ca^{2+} is released from cellular stores by IP_3 sensitive receptors within the cell. Ca^{2+} cooperatively binds to these receptors thereby further increasing the release of Ca^{2+}. Slow binding Ca^{2+} sensitive sites on the receptors later inhibit this release.

De Young and Keizer (1992) developed a comprehensive model for IP_3 dependent Ca^{2+} release in cells. This model was later simplified (Li and Rinzel 1994) to the form it is most commonly used in. The present model is based on Fink et al. (1999), modified to use differently sized pools for IP_3 and Ca^{2+} sensitive mobilisation of Ca^{2+} (Taylor and Putney 1985, Dupont et al. 1991):
(3.17) \[ \frac{\partial [C]}{\partial t} = \beta (J_{\text{channel}} - J_{\text{pump}} + J_{\text{leak}}), \]

where \( J_{\text{channel}} \), \( J_{\text{pump}} \) and \( J_{\text{leak}} \) refer respectively to the IP\(_3\) and Ca\(^{2+}\) induced release, pump uptake from the cytosol into the endoplasmic reticulum and the leak from the endoplasmic reticulum or cell membrane into the cytosol.

The channel represents the increase in cytosolic \([\text{Ca}^{2+}]\) due to mobilisation by Ca\(^{2+}\) and IP\(_3\). This term dominates the \( J_{\text{pump}} \) and \( J_{\text{leak}} \) terms during the peak of a Ca\(^{2+}\) wave:

(3.18) \[ J_{\text{channel}} = J_{\text{max}} \left( \frac{[I]}{[I] + K_1} \right) \left( 1 - \frac{[C_s]}{[C_s] + K_{\text{act}}} \right) \left( \frac{[C]}{[C] + K_{\text{act}}} \right) h^3 \left( 1 - \frac{[C]}{C_{\text{ser}}} \right), \]

\( J_{\text{max}} \) is the maximum channel current. \( \frac{[I]}{[I] + K_1} \left( 1 - \frac{[C_s]}{[C_s] + K_{\text{act}}} \right) \) represents IP\(_3\) induced Ca\(^{2+}\) release having \( K_1 \) as the kinetic parameter, \( C_s \) as the Ca\(^{2+}\) concentration within the IP\(_3\) sensitive pool and \( C_{\text{ser}} \) the initial size of the IP\(_3\) sensitive Ca\(^{2+}\) pool. \( [C]/([C] + K_{\text{act}}) \) represents Ca\(^{2+}\) induced Ca\(^{2+}\) release with \( K_{\text{act}} \) as the kinetic parameter. \( 1 - \frac{[C]}{C_{\text{ser}}} \) decreases the channel current when the cytosolic concentration increases relative to that in the endoplasmic reticulum stores. \( h \) represents the inhibitory binding of Ca\(^{2+}\),

(3.19) \[ \frac{\partial h}{\partial t} = k_{\text{on}} [K_{\text{inh}} - ([C] + K_{\text{inh}}) h], \]

and is initialised to its steady state

(3.20) \[ h_0 = \frac{K_{\text{inh}}}{[C]_0 + K_{\text{inh}}}, \]

subsequently decreasing as cytosolic \([\text{Ca}^{2+}]\) increases and recovering as it decreases.

\( C_s \) represents the slow recovery IP\(_3\) sensitive calcium store. Its initial value is zero and it depletes by increasing toward \( C_{\text{ser}} \), the initial capacity of the IP\(_3\) sensitive calcium store, according to:

(3.21) \[ \frac{\partial C_s}{\partial t} = J_{\text{channel}} (1 + \frac{[C]}{[C] + K_{\text{act}}} \left( \frac{[I]}{[I] + K_1} \right) h^3 \left( 1 - \frac{[C]}{C_{\text{ser}}} \right)), \]

Active transport of Ca\(^{2+}\) into the endoplasmic reticulum from the cytosol is controlled by the calcium pumps:

(3.22) \[ J_{\text{pump}} = V_{\text{max}} \frac{[C]^2}{K_p^2 + [C]^2}. \]
The maximum rate for the pumps is determined by $V_{\max}$. $K_p$ is the dissociation constant and the Hill equation simulates two binding sites.

The $\text{Ca}^{2+}$ leak refers to the release of calcium into the cytoplasm from the extracellular space or from intracellular stores as a result of normal metabolic activity:

$$J_{\text{leak}} = L(1 - \frac{[C]}{C_{er}}).$$

(3.23)

The leak is amplified when the concentration gradient between the intracellular stores and cytosol is greatest. The constant $L$ determines the maximum leak.

The $\beta$ term which scales the $\text{Ca}^{2+}$ equation represents the effect of calcium buffering, in which calcium is bound to larger proteins rendering it inert.

$$\beta = (1 + \frac{[B]_{\text{end}}}{K_{\text{end}}} + \frac{[B]_{\text{ex}}K_{\text{ex}}}{([C] + K_{\text{ex}})^2})^{-1}.$$

(3.24)

The first term of 1 simply enables the effects of buffers to be ignored by setting the second and third terms to be zero. The second term refers to endogenous or static buffers, which do not diffuse, and the third term refers to exogenous or mobile buffers which do. In the present model the diffusion of buffered calcium is not considered.

### 3.2. Model Parameters

#### 3.2.1. Parameter values.

The parameters values listed in Table 3.1 are typical values used in calculations of the model. In most cases they have been taken from existing literature, both theoretical and experimental. Where the literature reports conflicting values for the parameters, or where parameter values are not precisely known, the reasons justifying the selection of each parameter are discussed below.

3.2.1.1. G-protein. Mahama and Linderman (1994) give the total number of G-protein molecules as 100,000 molecules per cell and the surface area of a cell as 2,200 $\mu m^2$. From this the approximate G-protein concentration of 50 molecules per $\mu m^2$ has been calculated.

Bennett et al. (2005) use both the actual dissociation constant for ATP binding of Wu and Mori (1999) - which is around $10 \mu M$ - and other factors influencing the effect of the P2Y receptors such as their density to comprise the effective dissociation constant $K_{\text{eff}}$. These other factors significantly affect the resulting $K_{\text{eff}}$ value, giving a value between $25 \mu M$ and $125 \mu M$. Here the actual dissociation constant is explicitly scaled by a further term to represent these effects so that $K_{\text{eff}} = K_R\sigma_R$.

3.2.1.2. $IP_3$. To determine the maximum possible rate of gap junctional intercellular diffusion the key factors are the extent of the coupling and the effectiveness of this coupling. The extent can
be measured by four factors: the number of processes connecting two cells, the number of gap junctions per process, the number of channels per gap junction, and the fraction of channels that are open. There has been only limited study of these characteristics in glia. Rash et al. (2001) found that the number of gap junctions between two cells for each primary process (including the fibrous processes stemming from it) can be estimated at 4,000. The number of open channels per gap junction can be taken from Ransom and Ye (2005) as 200 although this value is somewhat imprecise. In using these in combination with the existing values for intercellular permeability (Höfer et al. 2002) a rate for the permeability per channel is determined.

3.2.1.3. ATP. Hubley et al. (1996) provide a range of values for the diffusion coefficient of ATP, dependent on environmental factors such as temperature. Between 25 and 40 degrees centigrade the range is $340 \mu m^2 s^{-1}$ to $480 \mu m^2 s^{-1}$. To maintain better consistency with previous models the lower value is used here.

The rate at which ectonucleotidases degrade ATP (and other adenonucleotides) in the extracellular space of glia has not been determined precisely. Dunwiddie et al. (1997) report a half life of $204 \text{msec}$ for the breakdown of ATP to adenosine (which includes the intermediate breakdowns to ADP and AMP). Dunwiddie’s experiments were performed on the rat hippocampus and give a very high rate of degradation, greater than that apparently observed in Wang et al. (2000) and not consistent with Bennett et al. (2005). Lazarowski et al. (1997) provide a significantly slower half life of up to 25 minutes for ATP degradation in human astrocytes, comparable to the result of Ziganshin et al. (1996) for the *Xenopus laevis* oocyte which has an ATP half life of 33 minutes.

Since the results of Dunwiddie et al. (1997) do not fit the results of referenced experimental (Wang et al. 2000, Newman 2001) or theoretical studies (Bennett et al. 2005), the results of Lazarowski et al. (1997) were used. By fitting these results to the equation form in (3.15) the values for $v_{\text{deg}}$ and $A_{\text{deg}}$ have been derived.

3.2.1.4. Calcium. Miyawaki et al. (1997) provide a range of values for endoplasmic reticulum stored $Ca^{2+}$ ($C_{\text{er}}$) of between 60 and 400. In line with Fink et al. (1999) the later value is used here.

Lytton et al. (1992) provide a set of values for the $Ca^{2+}$ pumping rate ($V_{\text{max}}$) and dissociation constant ($K_p$). The values used by Fink et al. (1999), derived from the earlier paper, are used in this model.
### 3.2. Model Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>G-protein</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G-protein deactivation rate</td>
<td>$k_d$</td>
<td>0.15 s$^{-1}$</td>
<td>Lemon et al. (2003)</td>
</tr>
<tr>
<td>G-protein activation rate</td>
<td>$k_a$</td>
<td>0.017 s$^{-1}$</td>
<td>Lemon et al. (2003)</td>
</tr>
<tr>
<td>P2Y dissociation constant</td>
<td>$K_R$</td>
<td>10 µM</td>
<td>Bennett et al. (2005)</td>
</tr>
<tr>
<td>P2Y density scaler</td>
<td>$\sigma_R$</td>
<td>1.25</td>
<td>Bennett et al. (2006)</td>
</tr>
<tr>
<td>Activation constant</td>
<td>$\delta_c$</td>
<td>0</td>
<td>fit to experiment</td>
</tr>
<tr>
<td><strong>IP$_3$</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IP$_3$ diffusion rate</td>
<td>$D_{IP_3}$</td>
<td>280 µm$^2$s$^{-1}$</td>
<td>Allbritton et al. (1992)</td>
</tr>
<tr>
<td>G-protein concentration</td>
<td>$G_{total}$</td>
<td>50 µm$^{-2}$</td>
<td>Mahama and Linderman (1994)</td>
</tr>
<tr>
<td>permeability for IP$_3$</td>
<td>$P_{IP_3}$</td>
<td>1 - 5 µm$s^{-1}$</td>
<td>Höff er et al. (2002)</td>
</tr>
<tr>
<td>IP$_3$ production rate</td>
<td>$\nu_G$</td>
<td>$4 \times 10^{-4}$ µM µm$^2$s$^{-1}$</td>
<td>Bennett et al. (2005)</td>
</tr>
<tr>
<td>IP$_3$ degradation rate</td>
<td>$k_{deg}$</td>
<td>0.17 s$^{-1}$</td>
<td>Atri et al. (1993)</td>
</tr>
<tr>
<td>Half saturation constant for calcium activation of PLC$\delta$</td>
<td>$K_{ca}$</td>
<td>0.3 µM</td>
<td>Höff er et al. (2002)</td>
</tr>
<tr>
<td>Maximal rate of PLC$\delta$</td>
<td>$\rho_{max}$</td>
<td>0.025 µM s$^{-1}$</td>
<td>Höff er et al. (2002)</td>
</tr>
<tr>
<td>Gap junctions per primary process</td>
<td>$U_g$</td>
<td>4,000</td>
<td>Rash et al. (2001)</td>
</tr>
<tr>
<td>Open channels per gap junction</td>
<td>$U_o$</td>
<td>200</td>
<td>Ransom and Ye (2005)</td>
</tr>
<tr>
<td><strong>ATP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATP diffusion rate</td>
<td>$D_{ATP}$</td>
<td>340 µm$^2$s$^{-1}$</td>
<td>Hubley et al. (1996)</td>
</tr>
<tr>
<td>Ambient IP$_3$ concentration</td>
<td>$I_{min}$</td>
<td>0.012 - 0.02 µM</td>
<td>Bennett et al. (2005)</td>
</tr>
<tr>
<td>ATP kinetic parameter</td>
<td>$K_{rel}$</td>
<td>10 µM</td>
<td>Bennett et al. (2005)</td>
</tr>
<tr>
<td>ATP production rate</td>
<td>$\alpha_V$</td>
<td>$2 \times 10^4$ µM s$^{-1}$</td>
<td>Bennett et al. (2005)</td>
</tr>
<tr>
<td>ATP degradation rate</td>
<td>$v_{deg}$</td>
<td>1 µM s$^{-1}$</td>
<td>Lazarowski et al. (1997)</td>
</tr>
<tr>
<td>ATP degradation parameter</td>
<td>$A_{deg}$</td>
<td>5 µM</td>
<td>Lazarowski et al. (1997)</td>
</tr>
<tr>
<td>ATP release inhibitor</td>
<td>$k_{loss}$</td>
<td>30 s$^{-1}$</td>
<td>Bennett et al. (2005)</td>
</tr>
<tr>
<td>ATP release inhibitor recovery</td>
<td>$\chi_{repl}$</td>
<td>$0 - 0.01$ s$^{-1}$</td>
<td>fit to experiment</td>
</tr>
<tr>
<td><strong>Calcium</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum channel current</td>
<td>$J_{max}$</td>
<td>2,700 µM s$^{-1}$</td>
<td>Kupferman et al. (1997)</td>
</tr>
<tr>
<td>Saturation constant for IP3R</td>
<td>$K_1$</td>
<td>0.03 µM</td>
<td>Fink et al. (1999)</td>
</tr>
<tr>
<td>Saturation constant for Ca$^{2+}$R</td>
<td>$K_{act}$</td>
<td>0.17 µM</td>
<td>Fink et al. (1999)</td>
</tr>
<tr>
<td>Maximum free Ca$^{2+}$ store in endoplasmic reticulum</td>
<td>$C_{ER}$</td>
<td>400 µM</td>
<td>Miyawaki et al. (1997)</td>
</tr>
<tr>
<td>Maximum free Ca$^{2+}$ store in IP$_3$ sensitive pool</td>
<td>$C_{ser}$</td>
<td>400 µM</td>
<td>fit to experiment</td>
</tr>
<tr>
<td>IP$_3$ channel kinetic parameter</td>
<td>$k_{on}$</td>
<td>$8$ µM$^{-1}$s$^{-1}$</td>
<td>Fink et al. (1999)</td>
</tr>
<tr>
<td>IP$_3$ background calcium</td>
<td>$[C]_0$</td>
<td>0.05 µM</td>
<td>Fink et al. (1999)</td>
</tr>
<tr>
<td>IP$_3$ channel dissociation constant</td>
<td>$K_{inh}$</td>
<td>0.1 µM</td>
<td>Fink et al. (1999)</td>
</tr>
<tr>
<td>Maximum pumping rate into ER</td>
<td>$V_{max}$</td>
<td>5.85 µM s$^{-1}$</td>
<td>Lytton et al. (1992), Fink et al. (1999)</td>
</tr>
<tr>
<td>Pump dissociation constant</td>
<td>$K_p$</td>
<td>0.24 µM</td>
<td>Lytton et al. (1992), Fink et al. (1999)</td>
</tr>
<tr>
<td>Leak constant</td>
<td>$L$</td>
<td>0.0804 µM s$^{-1}$</td>
<td>Fink et al. (1999)</td>
</tr>
<tr>
<td>Endogenous (static) concentration to dissociation ratio</td>
<td>$B_{end}$</td>
<td>40</td>
<td>Xu et al. (1997)</td>
</tr>
<tr>
<td>Exogenous (mobile) buffer concentration</td>
<td>$B_{ex}$</td>
<td>11.35 µM</td>
<td>Fink et al. (1999)</td>
</tr>
<tr>
<td>Exogenous buffer dissociation</td>
<td>$K_{ex}$</td>
<td>0.26 µM</td>
<td>Eberhard and Erne (1991)</td>
</tr>
</tbody>
</table>

Table 3.1: Model parameter values.
CHAPTER 4

Model Implementation

4.1. Numerical Technique

The present model simulates the reaction and diffusion of chemicals important to glial communication over a group of cells. In order to perform this simulation, the different biological structures (cellular somata, processes and the extracellular space) within the area must have their geometric and numerical characteristics discretised and quantified.

Constructing the geometry within the model consists of defining the location of each discretised portion of the structures within a 2 dimensional grid. The numerical methods are used to calculate the dynamic concentration changes of each of the chemicals at each of these grid positions. More detail on this is provided in the section below.

4.1.1. Geometry. The model is a collection of 2 dimensional shapes representing the extracellular space, cell somata and the protruding processes of cells. The basic structure is that representing the extracellular space (Fig. 4.1a) which is a rectangular grid subdivided into equally spaced squares. The primary purpose of the extracellular space is to provide a structure within which the concentration changes due to the reaction and diffusion of ATP can be calculated. Somata are represented within the model as hollow circles (Fig. 4.1b). Cells are discretised so that the perimeter of the cell is comprised of squares each of which corresponds to a square within the extracellular grid (Fig. 4.1c). Processes are represented as straight lines that protrude from the cell perimeter and connect with the extremity of another process (Fig. 4.1b). Gap junctions are defined at the connection of two processes, however due to their relatively small size they have no geometrical representation within the model.

4.1.2. Numerical methods. The numerical methods used fall into two general categories: (1) calculating the effect of diffusion on ATP, IP$_3$ and Ca$^{2+}$ concentrations within the geometric structures and (2) calculating the effect of chemical reactions both within and between the various structures.

As is common in numerical schemes of this type, the physical space represented by each simulation is divided into a series of grid squares (Fig. 4.1c). The simulations performed and described here using the present model use squares with an area of $1\mu m^2$. Each grid square records a single concentration value for each of the four chemicals considered in the model (ATP, IP$_3$, Ca$^{2+}$ and G protein). Reaction calculations consider the concentrations of multiple chemicals within a single spatial grid, whereas diffusion calculations reference the same chemical’s concentration.
Figure 4.1: Geometry of simulation structures. Fig. 4.1a shows the discretisation of the 2 dimensional area of the simulation into equal sized square grids. In Fig. 4.1b the soma of each cell is discretised as a circle (blue squares). Processes (yellow squares) extend from the cell perimeters and connect to the process of another cell. Within Fig. 4.1c the grid squares used in Fig. 4.1b are each associated with a spatially corresponding grid square in Fig. 4.1a. Cells of different types may share gap junctional boundaries.
across surrounding grids. A description of how the calculations are made upon each of the described structures follows.

4.1.2.1. Extracellular space. The diffusion of ATP through the extracellular space structure is calculated using a 2 dimensional alternate direction implicit (ADI) scheme. There is a free-space boundary, realistic considering that a typical in vivo environment is not bounded laterally over areas of \( \approx 1 \text{mm} \) (a typical area used in the simulations). The diffusion calculations ignore the presence of cell structures, an aspect of the model intended to mimic the physiological capacity of ATP to diffuse around a cell in 3 dimensions and thus incorporate this in an appropriate way in the 2 dimensional geometry used by the simulations. In the model ATP is the only chemical to have a non-zero concentration within the extracellular space.

ATP is released into the environment from somata boundaries, which correspond to the cell wall. This is represented in the simulations by an ATP production calculation made at each grid square on the perimeter of the soma structures. Each of these grid squares in the cell correspond spatially to a grid square in the extracellular space grid (Sec. 4.1.1) and it is within the extracellular space that the resulting ATP concentration increase is applied. Once this increase is applied it will be included in the diffusion calculations at the next time step.

Due to the large number of grid squares within the extracellular space, and the use of the relatively expensive ADI algorithm (which is necessary to ensure the accuracy of the numerical calculation) the time taken to solve the diffusion effects within the extracellular grid generally accounts for the majority of the simulations’ execution time within simulations containing less than 30 cells.

4.1.2.2. Cellular somata. Each soma is treated independently within the calculations. For the purposes of the numeric solution a soma consists of a perimeter only, as production calculations are predominantly made at the perimeter. Originally calculations were performed over the entire cell, including the internal space, however it was found that the difference in the results was marginal and the increase in execution time was significant. Due to this the more simplified numerical representation of cells has been used.

Somata may contain non-zero concentrations of IP\(_3\), Ca\(^{2+}\) and G- protein. At each time step reaction equations are calculated for each grid square to determine the production and possible degradation of each of these chemicals using the forward Euler technique. For example, the change in \([\text{IP}_3]\) at each grid square is partially determined by a function of the current G-protein concentration (Eq. 3.7) within the same grid square only. ATP production is also calculated at the cell wall grid (it is dependent on the IP\(_3\) concentration) and this quantity is added into the corresponding extracellular grid squares.

Diffusion is calculated within each soma structure for both IP\(_3\) and Ca\(^{2+}\). Diffusion is calculated separately for each of these chemicals around the cell perimeter using a 1 dimensional Dufort-Frankel scheme (Fig. 4.2).

4.1.2.3. Processes and gap junctions. The equations used to simulate the influence of processes and somata are calculated independently within this model. A process is modelled as a line
of grid squares that connect on one end to a grid square on the cell perimeter and at the other end to another process (Fig. 4.2). Within the line of grid squares representing the process, the diffusion of IP$_3$ is calculated using a 1 dimensional Dufort-Frankel scheme with boundary values determined using functions dependent upon the [IP$_3$] in the corresponding cell perimeter grid or the connecting process grid square (Fig. 4.2). The function at the soma-side boundary acts simply to connect the two IP$_3$ diffusion calculations (i.e. the one for the soma and the other for the process) while the function at the boundary where the processes connect accounts for the effect of gap junctions (see Eq. 3.12) as well as diffusion.

4.2. Technical Environment

The model has been developed using the Java programming language (Gosling 2000) due to its favourable execution speed and development time when compared with Matlab, Fortran and C. It has been tested on Microsoft Windows and a variety of Unix platforms.

The SSJ package (L’Ecuyer et al. 2002) is used to generate stochastic variation in gap junctional permeability and the kxml package (Haustein 2005) used to load the program parameters.

![Figure 4.2: Overview of numerics for cellular structures. Diffusion is around the cell wall (A) and through a line with boundary conditions for each process (B - C). A function at the process boundary with the cell (B) determines the IP$_3$ concentration using standard diffusion calculations whereas the concentrations on either side of the gap junction boundary (C) between the two processes are determined by the attributes of the gap junctions and processes such as permeability to IP$_3$ and the number of open gap junctions.](image-url)
CHAPTER 5

Comparison of Intercellular and Extracellular Effects in Glial Clusters

A principal motivation in the development of the present model is to facilitate comparison of the effects of intercellular and extracellular pathways within a glial cluster. A series of three simulations have been constructed in which (1) both pathways are active, (2) only the extracellular pathway is active and (3) only the intercellular pathway is active. The resulting time-courses are then compared to elucidate the relative contribution of each pathway.

The comparisons are made using a dense and strongly connected cluster of cells. It should be noted that the structure, the cellular morphology and the particular parameter values used will result in different degrees of influence from each of the pathways. For example, it is obvious that in a cluster of cells with minimal gap junctional coupling the extracellular pathway will always dominate, or in a cluster where the ATP degradation is very high then the intercellular pathway will always dominate. These simulations are used to determine how using both pathways differs from using only one; for example to determine whether concentrations in a combined simulation are greater than, equal to or less than the sum of the concentrations in the individual simulations.

5.1. Configuration

The cluster of cells is configured as a square matrix of eighty-one glial cells each of radius $10\mu m$. In each simulation the central cell is initialised for two seconds. Gap junctions are established between vertical, horizontal and diagonal neighbours and the cells are spaced $40\mu m$ apart (from cell centre to cell centre) resulting in $20\mu m$ of extracellular space separating neighbouring cell boundaries at their closest proximity.

5.2. Parameters

Parameters are within the range defined in Table 3.1, with values selected that produce relatively small waves in order to study the effects more closely. In order to simulate the deactivation of the extracellular pathway the rate of active activation of G-protein is set to zero, and when the intercellular pathway is deactivated this is simulated by setting the permeability at connexons to zero.

Initialisation is established within the extracellular-only simulation by a 2 second pulse of ATP at $80\mu M s^{-1}$ and within the intercellular-only simulation by a 2 second pulse of IP$_3$ at $0.5\mu M s^{-1}$. The simulation with both mechanisms includes both of these initialisation terms.
5.3. Results

To compare the results of the simulations the concentration of IP$_3$ has been plotted. IP$_3$ has been chosen as it is the easiest to compare amongst all three simulations since ATP is not relevant when extracellular diffusion is not used and Ca$^{2+}$ concentration is dependent on IP$_3$. As expected, the results indicate that when both pathways are active the overall concentration and radius of the IP$_3$ wave is increased (Fig. 5.1). It is relevant to observe from Fig. 5.1 how column (A), which displays the results of the simulation containing both intercellular and extracellular mechanisms, relates to columns (B) and (C), which display the results of the extracellular only and intercellular only simulations respectively. At 2 seconds, when the initial release is terminated, it is apparent that the effects of intercellular communication are dominating the combined IP$_3$ concentrations. At this time the radius and concentration of the non-initialised cells are equivalent between (A) and (C). Conversely, the concentration in (B) is higher for the initialised cell and lower for non-initialised cells than in (A). At 4 seconds the impact of extracellular diffusion is more apparent in (A) with those cells exhibiting elevated concentrations in (B) also having elevated concentrations in (A). By 8 seconds concentrations in (A) have exceeded those in (C) within all cells although the radius is similar between the two simulations. Interestingly the concentration in the central cells of (B) is still higher than that in the corresponding cells of (A); however the wave radius is much smaller in (B). By 16 seconds the concentration is decreasing in all 3 simulations at different rates; the two simulations with extracellular diffusion pathways are maintaining somewhat elevated concentrations with (A) still having a much greater radius than (B). By contrast (C) is nearly completely returned to the pre-existing equilibrium concentration.

5.4. Discussion

Fig. 5.1 suggests that extracellular communication has a tendency to increase the concentration and the duration of IP$_3$ whereas intercellular communication tends to increase the radius. It should be noted however that drawing general conclusions from these particular results is problematic since with different parameters the results may be quite different - for example with a significantly higher rate of ATP production (or lower ATP degradation rate) the extracellular only results would have a far greater radius.

The results displayed in Fig. 5.1 suggest that when both extracellular and intercellular pathways are used in a simulation the effect is qualitatively similar to adding the contributions from both the simulations in which only one of the pathways is used. Due to this the radius is greater, the duration is longer, and most cells’ concentration is greater in the combined simulation. This is expected as the total production of chemical is being increased by including both pathways.

Fig. 5.2 demonstrates that the cumulative effect of including both pathways is, while generally additive, not completely so. The peak IP$_3$ is greater in the extracellular only plot than it is in the combined plot, in fact the peak IP$_3$ concentration in the combined plot is very similar to that in the intercellular only plot. The explanation for the lower peak IP$_3$ concentration in the combined simulation compared to the extracellular only simulation is that the diffusion of IP$_3$ into surrounding cells due to the permeable gap junctions decreases the total IP$_3$ in the initiating cell. Fig. 5.3, which plots the IP$_3$ concentrations in one of the cells immediately neighbouring the centre cell
### Figure 5.1: IP$_3$ concentration at selected times courses for simulations using (A) both intercellular and extracellular communication, (B) only extracellular communication and (C) only intercellular communication. Scale bar in bottom right cell has a maximum at 0.05µM.

against time for each of the simulations, shows that using both extracellular and intercellular pathways will increase the total concentration in cells in which external application (i.e. initialisation) is not applied.
Figure 5.2: IP$_3$ concentrations over time for the initialised cell in the three different simulations. The peak concentration in the extracellular only simulation exceeds that in the simulation with both pathways, a result that is due to the faster dispersal of initialised IP$_3$ via the permeable gap junctions.
Figure 5.3: IP$_3$ concentrations over time for an immediate neighbour to the initialised cell in the three different simulations. The combined simulation produces the greatest peak concentration in this cell, unlike in the initialised cell in which the extracellular only simulation produces the greatest concentration.
CHAPTER 6

Comparison with Existing Models

In order to evaluate the accuracy of the present model, calculations from three previously published glia models (Sneyd et al. 1995, Höfer et al. 2002, Bennett et al. 2005) were replicated. These three models were selected because they each focus on a distinct mechanism of $Ca^{2+}$ wave propagation. The first uses passive, gap junctional diffusion of non-regenerative IP$_3$ to release $Ca^{2+}$ (Sneyd et al. 1995), the second adds a regenerative component to the wave by including $Ca^{2+}$ induced IP$_3$ release (Höfer et al. 2002) and the last model describes diffusion of ATP through the extracellular space resulting in both the release of $Ca^{2+}$ from intracellular stores and the subsequent extracellular release of ATP from cells (Bennett et al. 2005). Combined, these three models simulate the principal mechanisms of $Ca^{2+}$ wave propagation within glial cell networks. The following chapter demonstrates the present model’s capacity to produce results similar to each of these existing models and thereby its potential to accurately simulate $Ca^{2+}$ waves in networks of glial cells exhibiting all of these mechanisms. Results will not be identically replicated as the underlying equations and structure of the present model differs from the previous models, nevertheless, similar results have been obtained to all three previous models.


As discussed in Sec. 2.10, Sneyd et al. (1995) present a model in which IP$_3$ diffuses from a central cell through gap junctions into a two dimensional network of airway epithelial cells. The elevated [IP$_3$] induces the release of $Ca^{2+}$ and is not regenerated. This provides a constraint on the distance that the $Ca^{2+}$ wave may travel.

6.1.1. Configuration. To the extent possible, the parameters from Sneyd et al. (1995) were used in the present model. The initial step was to define a grid with sides of length $240\mu m$ containing sixty four cells laid out in a square pattern (Fig. 6.1) in which gap junctions were added horizontally and vertically such that internal cells share gap junctions with four neighbours each.

Since ATP is absent from the model, the parameter $\nu_G$ in Eq. 3.7 is set to zero. This prevents IP$_3$ from being released due to the action of ATP and thereby disables activity in the PLC$\beta$ pathway. Likewise, the PLC$\beta$ pathway’s production of IP$_3$ is disabled by setting the $\rho_{max}$ parameter in Eq. 3.8 to zero. With these two pathways turned off, the only mechanism able to produce an increase in the IP$_3$ concentration is the initial release in the central cell. In this calculation, $0.72\mu M s^{-1}$ of IP$_3$ was added to cell 1 (see Fig. 6.1) for 15 seconds.
6. Comparison with Existing Models

Figure 6.1: Comparison of cellular grids between models at four different times. $[\text{Ca}^{2+}]$ is displayed within individual cells (note that cells are circular in the present model rather than the more usual square representation). The calcium wave is initiated by applying 0.72 μM s$^{-1}$ of IP$_3$ for 15 seconds to the central cell.
The sets of equations used in the present model are not identical to those given by Sneyd et al. (1995). The degradation term for IP$_3$ of Sneyd et al. (1995) saturates and thus differs from the linear term in Eq. 3.9. By plotting the concentration time-courses of both terms, given an appropriate initial concentration (Fig. 6.2) and the actual degradation rate over a range of concentrations (Fig. 6.3), the value of 0.025µm$^{-1}$s$^{-1}$ was determined to be most appropriate for the parameter $k_{deg}$ in Eq. 3.9. The effect of using a linear degradation as opposed to a saturation equation will be that higher concentrations degrade relatively rapidly and lower concentrations relatively slowly. The impact of this difference is discussed later in this section.

![Degraded concentration at time](image)

**Figure 6.2:** Comparison of IP$_3$ degradation equations - an initial concentration is decayed over time. The degradation constant for the saturation type degradation in the model of Sneyd et al. (1995) is 0.08µM and the linear degradation rate in the present model is 0.025s$^{-1}$. It is apparent that linear degradation is greater at high concentrations and smaller at lower concentrations.

The equations describing the Ca$^{2+}$ dynamics are also somewhat different between the two models. Sneyd et al. (1995) do not include an explicit buffer term in their Eq. 2 and so the $\beta$ term in Eq. 3.24, which defines the effect of endogenous and exogenous buffers, is set to a value of 1 which eliminates any effect from the buffers. The $J_{\text{leak}}$ term (Eq. 3.23) is essentially the same between the two models when $C_{er} \gg [C]$ and $L$ is equated to the $\beta$ of Sneyd et al. (1995), so $L$ is set to 0.15µMs$^{-1}$. The $J_{\text{pump}}$ term (Eq. 3.22) is exactly the same in the two models. The $J_{\text{channel}}$ (or $J_{\text{flux}}$) term (Eq. 3.18) differs, particularly in the treatment of the inactivation of IP$_3$ receptors and the rates for maximal channel current. Since it is not possible to simply equate parameters in this case the parameters are kept as defined in section Sec. 3.2.
The intercellular permeability ($P_{ip3}$) for the gap junctions is set to $2\mu m s^{-1}$ in order to conform to the value of Sneyd et al. (1995).

6.1.2. Results. The time-courses for $[IP_3]$ are given in Fig. 6.4 and show good agreement between the two models. The principal factors in determining the concentration of $IP_3$ in the model of Sneyd et al. (1995) are: the initial release of $IP_3$, the diffusion rate of $IP_3$, the permeability of gap junctions and the $IP_3$ degradation rate. Each of the first three factors take identical values in each model so this result is to be expected if the minor differences in structure and morphology of the cell networks are of little significance to the results of the calculations. These differences include the square cells of Sneyd et al. (1995) compared to the round cells in the present model. The difference in the degradation calculations has been discussed and as noted this difference has been minimised by prudent selection of parameter values.

The $[Ca^{2+}]$ time-courses in Fig. 6.5 exhibit differences in the models. The concentrations in the present model peak at lower concentrations than those of Sneyd et al. (1995) and there is a spike evident in the initial peak for the present model’s central cell that is absent in the plot from Sneyd et al. (1995). The differences in the $[Ca^{2+}]$ time-courses can be explained by reference to the differences in the equations used in the models. The present model (see Eq. 3.17) is based on Fink et al. (1999), who use a much higher rate of production of $Ca^{2+}$ from the $J_{channel}$ term (Eq.
3.18) and an inhibition term (Eq. 3.19) that slows Ca\textsuperscript{2+} production commensurately faster. This explains the initial spike in the first cell, as observed in the present model (Fig. 6.5). The [Ca\textsuperscript{2+}] time-courses indicate that the wave radius and velocity are approximately equal between the two models.

The Ca\textsuperscript{2+} concentration across all cells in the grids at four distinct times are compared in Fig. 6.1. The concentrations match well, though the final panel (at time 55 seconds) shows that peripheral cells maintain an elevated concentration in the present model for longer than Sneyd et al. (1995), though the concentrations are decreasing. As explained above, this is due to the different forms for the IP\textsubscript{3} degradation terms that result in relatively slower degradation at low concentrations for the current model. The wave radii produced by each of the models are the same up to thirty seconds, which is the period during which the wave is expanding. Differences between the models emerge after this time, as can be seen in the 55 second panels, once degradation starts to dominate the concentration changes.

6.1.3. Discussion. The results of Sneyd et al. (1995) and the present model, for a similar set of parameters over a similarly structured network of cells, have been compared. The two models lead to essentially identical results for [IP\textsubscript{3}] and closely matching results for [Ca\textsuperscript{2+}]. Where the [Ca\textsuperscript{2+}] results differ it is due to the use of more recent equations (especially those of Fink et al. (1999)) to model the dynamics and the effect of the different degradation terms at low IP\textsubscript{3} concentrations. Despite these differences, the similarities between models in regards to the radius and velocity of the waves and the time-course of both [Ca\textsuperscript{2+}] and [IP\textsubscript{3}] all indicate that the present model successfully replicates the passive diffusion scenario presented by Sneyd et al. (1995).
6. Comparison with Existing Models

Figure 6.4: Comparison of $[\text{IP}_3]$ time-courses for the present model and that of Sneyd et al. (1995)
Figure 6.5: Comparison of $[\text{Ca}^{2+}]$ time-courses exhibiting both similarities and differences. The two $[\text{Ca}^{2+}]$ plots of Sneyd et al. (1995) represent different IP$_3$ dependent Ca$^{2+}$ release terms in which the second (lower) plot is closer to that used in this model.
Höfer et al. (2002) modelled a network of cells in which IP$_3$ and Ca$^{2+}$ interactions produce a regenerative Ca$^{2+}$ wave (Sec. 2.11). The most significant difference from the passive diffusion model of Sneyd et al. (1995) is that [IP$_3$], in addition to being depleted over time by diffusion and degradation, is regenerated by transient increases in Ca$^{2+}$ concentration. The most significant impact of this difference is that the model has the potential to produce Ca$^{2+}$ waves of much greater radius; indeed for some parameter values the wave radius is infinite.

Two of the principal results from Höfer et al. (2002) are the effect of heterogeneous gap junction coupling strengths on the formation of preferential pathways for Ca$^{2+}$ waves and the combined impact of the PLC$\delta$ rate and the IP$_3$ permeability through gap junctions on the type of Ca$^{2+}$ signals produced. This section will demonstrate that the present model exhibits the same capacity for forming preferential pathways for Ca$^{2+}$ waves and that the formation of either regenerative, limited regenerative or diffusion-like Ca$^{2+}$ waves is dependent on the parameter selection for PLC$\delta$ and for IP$_3$ permeability.

6.2. Configuration. A square eighty one cell network of astrocytes was constructed in which each astrocyte is connected via gap junctions to its horizontal and vertical neighbours (Fig. 6.6). Non-overlapping processes extend from the somata of these neighbouring cells and form gap junctions at their extremities. This is different to the contiguous square layout of the astrocytes defined by Höfer et al. (2002) but better conforms to the morphology of astrocytes.

Parameters have been either taken directly from Table 1 in Höfer et al. (2002) or fitted to the results that they reported.

6.2.2. Results.

6.2.2.1. Preferential pathways. Höfer et al. (2002) identified that variations in the strength of gap junctional coupling produce irregular (i.e. non-concentric) intercellular calcium waves. The different permeabilities at each gap junction are not explicitly given by Höfer et al. (2002) but are derived statistically from existing data on gap junctional conductance. As conductance and permeability are linearly related (Verselis et al. 1986), variations in conductance throughout the cell network were simulated by randomly assigning different gap junctional permeabilities. The random permeabilities were determined from a discrete distribution skewed toward low values (see Table 6.1 for details of the distribution). Using this technique, preferential pathways were formed in the present model; a typical set of results is presented in Fig. 6.6.

The present model was run multiple times for the same distribution and each set of calculations produced were quantitatively different. Three distinct types of results became apparent: one in which the [Ca$^{2+}$] throughout the entire network of cells becomes (asymmetrically) elevated; another in which the Ca$^{2+}$ wave spread throughout a sub-section of the network but avoids other sub-sections closer to the initialised cell; and one in which the Ca$^{2+}$ wave was confined to a small area around the initially stimulated cell.
Figure 6.6: Heterogeneous gap junction coupling strengths produce preferential pathways for calcium waves. Coupling strengths were randomly assigned to each gap junction according to the distribution defined in Table 6.1. Concentration bar, $1 \mu$M.
6.2.2.2. Signal type. Höfer et al. (2002) identified the rate of PLCδ activity ($\rho_{\text{max}}$ in Eq. 3.8) and the permeability of the gap junctions to IP$_3$ ($P_{\text{ip3}}$ in Eq. 3.14) of gap junctions as critical parameters in determining whether the type of signal produced by an initialising stimulus is finitely regenerative, infinitely regenerative or diffusion-like. A series of calculations were performed using the present model in which $\rho_{\text{max}}$ was adjusted as was $P_{\text{ip3}}$. It was found that the form of Fig. 4 from Höfer et al. (2002) was qualitatively reproduced in the present model (Fig. 6.7).

The calculations indicated that qualitative changes in the signal type occur along boundaries in which one parameter increases as the other decreases. Furthermore, the range of values for which limited regenerative waves (waves which extended beyond the radius of diffusive waves but which were nevertheless finite) occur grows as permeability is increased.

6.2.3. Discussion. By using a comparable distribution of gap junction coupling strengths the present model has produced qualitatively similar preferential pathways to those of Höfer et al. (2002). These authors reported that they were unable to form these preferential pathways when varying other parameters randomly as the waves formed were essentially concentric, an effect also found when randomly varying other parameters in the present model. The present model also formed near concentric waves when the probability distribution of permeabilities was symmetric. One interpretation of these results is that preferential pathways are more likely to form when there are greater differences in the total permeabilities of small groups of cells within a cluster. When this condition is not met and regions of neighbouring cells tend to have similar total permeabilities, then the wave velocity in different regions tends to average out and distinct pathways are not formed.

It should be noted that the form of Eq. 3.14 in the present model is such that, in terms of its effect on the flux between two cells, varying the permeability of a gap junction channel is equivalent to varying the number of open channels. Due to this, results from the present model reflect the effect of differences in the total coupling strength of gap junctions rather than the effect of differences in the permeability of individual gap junctions. Furthermore whereas Höfer et al. (2002) define contiguous boundaries between cells, meaning that every point along the cell wall is engaged in intercellular diffusion, the present model restricts this to gap junctions at connected processes as this conforms better to the biology of glia.

The same form as in the plot of signal types displayed as Fig. 4 of Höfer et al. (2002) is clearly produced by this model. The difference in the PLCδ activity rates examined may be due to a

(a) Present Model. Stars and crosses indicate sample points of calculations, lines have been fitted to these points.

(b) Fig. 4 of Höfer et al. (2002)

Figure 6.7: Signal type dependence on PLCδ activity and IP₃ permeability. The labels indicate regions in which the parameters produce waves of that type. As can be seen it follows the form of Fig.4 from Höfer et al. (2002) though the PLCδ activity rate varies (see discussion).
number of factors: there are different morphologies between the models; there are disparate forms for the calcium equations; and there are differences in what the intercellular flux for a particular permeability rate, as described in the previous paragraph, is between the two models. The significant result is that signal type is determined by the intracellular production rate of IP$_3$ and the speed with which it travels intercellularly.

These two results from Höfer et al. (2002) were chosen to be replicated in the present model in order to demonstrate its capacity to produce results other than concentration time-courses and its ability to do so in a way that conforms with the results of a gap junction oriented model such as that of Höfer et al. (2002).
6.3. Comparison with Bennett Farnell Gibson (2005)

Bennett et al. (2005) present a glial model in which a regenerative Ca\(^{2+}\) wave is mediated by extracellular diffusion of ATP (Sec. 2.13). This differs considerably from the previously replicated models which described intercellular communication only. The other principal difference of this model, both to existing models and the present model, is that it calculates over three dimensions rather than the more usual two dimensions.

6.3.1. Configuration. The parameters used to produce Fig. 4 Col.A in Bennett et al. (2005) were applied to the current model where possible. A 1,010\(\mu\)m by 60\(\mu\)m rectangular grid containing 19 identical cells arranged in a single lane containing cells with a radius of 12.5\(\mu\)m and having centres 50\(\mu\)m apart was defined (Fig. 6.8). The centre cell is initialised with 80\(\mu\)Ms\(^{-1}\) of ATP for one second. The \(K_R\) and \(\sigma_R\) values of Eq. 3.15 are set to 10 and 2.5 respectively, to match the \(K_R\) value of 25\(\mu\)M defined by Bennett et al. (2005) in their Fig. 2. IP\(_3\) diffusion occurs at a rate of 280\(\mu\)m\(^2\)s\(^{-1}\) and the degradation rate for IP\(_3\) (\(k_{\text{deg}}\)) is increased to 1.25s\(^{-1}\). \(G_{\text{total}}\) and \(\nu_G\) (Eq. 3.9) are set to match the \(r^*_h\) value (2 \times 10\(^{-14}\)\(\mu\)mol\(\mu\)m\(^{-2}\)s\(^{-1}\)) of Bennett et al. (2005). Calcium parameters are identical to Bennett et al. (2005).

![Figure 6.8: Structure of model for replication of Bennett et al. (2005). Astrocytes are represented as circles within the image.](image)

Two changes to parameter values were introduced in order to fit the previous results more accurately. Values for the extracellular degradation of ATP were included (\(v_{\text{deg}} = 1\) and \(A_{\text{deg}} = 5\)), increasing the rate of extracellular depletion for ATP and the parameter \(\alpha_V\), which determines the production rate of ATP, was increased to 40,000 from 4,000. These changes act both to increase the rate of production of ATP and conversely to increase its rate of depletion. The effect is to elevate the concentration of ATP at the cell wall, thereby encouraging the activation of G-protein by the bound purinergic receptors, while maintaining a similar ATP concentration throughout the extracellular space. It is likely that this is required due to the 2 dimensional nature of this model compared to the 3 dimensional nature of the model of Bennett et al. (2005) which gives a larger surface area for the cell.

As in the calculations of Bennett et al. (2005), no gap junctions are included in the model.

6.3.2. Results. The results from the ATP calculations of both models are compared in Fig. 6.9. They demonstrate that the range, peak concentrations and velocity of the ATP wave are similar in both models. The arrival time is principally determined by the speed of diffusion however the peaks are dependent on the subsequent IP\(_3\) mediated release of ATP. The associated curves for ATP store depletion (Fig. 6.10) are also very similar with respect to both the slope and to the concentrations.
The plots of IP$_3$ (Fig. 6.11) bear a close resemblance in their time-courses. The result that both ATP and IP$_3$ concentrations are similar over the time range is significant, as these two chemicals are the primary agents of both regeneration and propagation within the model of Bennett et al. (2005). As the Eq. 1 in Fink et al. (1999) is closely followed in both Bennett et al. (2005) and the present model, it is to be expected that the Ca$^{2+}$ plots (Fig. 6.12) are in close agreement given the strong match of the IP$_3$ and ATP time-courses in the respective models. Any differences are likely to be attributable principally to the differences in the IP$_3$ concentrations rather than to variations in the Ca$^{2+}$ equations.

![Figure 6.9: Comparison of [ATP] time-courses for 4 cells between models. The concentrations of the cells and velocities of the waves are in good agreement, however the slight increase in the peak concentration of downstream cells of Bennett et al. (2005) is not apparent in the present model.](image)

6.3.3. Discussion. The most significant difference between the models is that of dimension - the present model is only two dimensional while Bennett et al. (2005) present a three dimensional model. Nevertheless, their calculations are of three dimensional cells acting in a two dimensional layer (that is all cells are at the same height) and so the structure of the cell network in both models is broadly equivalent. The other principal difference in the models is that the present model uses circular cells whereas Bennett et al. (2005) use cubes to represent cells.

The ability of the present model to successfully replicate the results of Bennett et al. (2005), despite the differences explained previously, is enhanced by the similarity of the equations used in the calculations. It is significant that calculations using a 2 dimensional model can closely match those using a 3 dimensional model, since the computation time can be significantly decreased by reducing the number of dimensions.
6.3. COMPARISON WITH BENNETT FARNELL GIBSON (2005)

Figure 6.10: Comparison of ATP store depletion ($\chi(t)$) time-courses for 4 cells between models. The time-courses have similar minimum values, however the rate of depletion is greater in the present model.

Figure 6.11: Comparison of [IP$_3$] time-courses for 4 cells between models. The velocities and shapes of time-courses of the models are similar, however the peak concentration is greater in the present model. This is possibly due to the 2 dimensional nature of the present model, which measures IP$_3$ concentration at the cell wall, not allowing IP$_3$ to diffuse into the internal cytoplasm as rapidly as the 3 dimensional model of Bennett et al. (2005).
6.4. Summary of Comparison to Existing Models

While the results were not precisely equal, in each of the three papers compared the present model was successful in replicating the important features. This demonstrates that the model is able to provide the same insights as existing models into glial cell communication. The novel aspect of the present model, the capacity to combine these attributes together in order to simulate a wider range of glial cell activity, is explored in the following section.
Simulation of Experimental Observations

There are no existing theoretical models of chemical communication within glial cell clusters that incorporate both a regenerative extracellular pathway and a regenerative intercellular pathway. The most complete existing model is the stochastic model presented within Iacobas et al. (2006) which includes both an intercellular and an extracellular pathway; however the extracellular ATP is not regenerative (see Sec. 2.14). To evaluate the ability of the present model to simulate the combined effect of these pathways it is necessary to compare simulation results to experimental data.


As reviewed in section Sec. 2.6, Newman (2001) details observations of Ca\(^{2+}\) and ATP waves in a network of retinal glial cells in which both extracellular diffusion and intercellular gap junctions are involved in producing a Ca\(^{2+}\) wave. Existing models cannot adequately model this situation due to the combination of different interactions that occur. These experimental results are ideal for evaluation of the present model as they evaluate the relative influence of each pathway by conditioning the glial cluster with antagonists and enzymes that selectively block the effects of the pathways. Additionally, as the experimental results make clear the importance of both astrocytes and Müller cells for retinal chemical communication the simulation has included both of these cells, enabling a demonstration of its capacity to simulate clusters containing heterogeneous glial cell types.

Fig. 6 and Fig. 7 of Newman (2001) plot the concentration profile of ATP and the wave radii of ATP and Ca\(^{2+}\) respectively. The plots detail the results of both the control experiment, where both extracellular and intercellular pathways are fully active, and experiments where the purinergic antagonist suramin (which competitively blocks ATP receptors) is applied. These results are for experiments performed on ‘whole-mounted’ retinas (see Newman (2001) for details).

7.1.1. Configuration. The physical structure of the astrocytes within the simulation was established by measurement of Fig. 7.1 from Newman (2001), which gave a radius of 5\(\mu\)m for soma and a distance between astrocyte centres of 40\(\mu\)m. Müller cells were measured from Newman (2001) as presenting a smaller (lateral) face than astrocytes and the population established from the experimental paper as well as from Distler et al. (1993) and Distler and Dreher (1996). Astrocytes were positioned in a regular grid pattern (see Fig. 7.1 and Fig. 7.2) and gap junctions were established between horizontally and vertically neighbouring astrocytes. Each astrocyte was surrounded by sixteen Müller cells to which they are connected by one-way (astrocyte to Müller
cell) gap junctions (Zahs and Newman 1997). As Müller cells do not appear to be coupled in the retina (Newman 2001) there are no Müller cell to Müller cell gap junctions in the simulation.

Figure 7.1: Structure of model for replication of Newman (2001). Astrocytes (the larger and less numerous cells) are arranged in a regular grid and are connected to their horizontal and vertical neighbours by gap junctions between processes. Müller cells (the smaller and more numerous cells) surround astrocytes in a square of sixteen cells and are connected by gap junctions to a single astrocyte only. There are a total of 6,137 cells in the whole simulation. The colouring represents ATP concentration. ATP release from the central cell is initiated with an external application of ATP and this image displays the results after 10 seconds. A close up view is supplied in Fig. 7.2. Scale bar, 100µm. Colour bar, 0µM - 3µM.
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Figure 7.2: High resolution cropped view of Fig. 7.1, presented to provide a clear view of the structure of the simulation. Müller cells are arranged in a square around a central astrocyte and are connected via gap junctions to only that astrocyte. Each astrocyte itself is also connected to neighbouring astrocytes.

7.1.2. Parameter values. Establishing an appropriate set of parameters for the simulation is not straightforward, as applying the parameters from existing theoretical models does not replicate the experimental data satisfactorily. This was expected, as there is large variability in glial cell characteristics such as permeability and chemical production rates (e.g. Lee et al. (1994)). Instead, theoretically derived parameters (see Table 3.1 for these parameters) were used as a starting point and adjusted as necessary to fit with the experimental results.

7.1.2.1. Control experiment simulation parameters. The principal resulting values for the control simulation were that for astrocytes the production rate of ATP ($\alpha_V$) was reduced from 20,000$\mu$M$s^{-1}$ to 10,000$\mu$M$s^{-1}$, the degradation rate of ATP ($v_{deg}$) was increased from 1$s^{-1}$ to 8$s^{-1}$ and the degradation of IP$_3$ ($k_{deg}$) was set to 0.10$s^{-1}$ (the range of values in the literature for IP$_3$ degradation varies from 0.08$s^{-1}$ in Höfer et al. (2002) to 1.25$s^{-1}$ in Bennett et al. (2005) with a tendency to the lower value so values used within these simulations are well within the range of expected values for IP$_3$ degradation). Production rates for both IP$_3$ and ATP were significantly lower in Müller cells. Gap junction permeability ($P_{ip3}$) was set to 3$\mu$ms$^{-1}$, the mean of the range given by Höfer et al. (2002), for astrocyte to astrocyte couplings and to 0.1$\mu$ms$^{-1}$ for astrocyte to Müller cell coupling. The lower value for the latter coupling is based on the reduced importance of gap junctional coupling relative to extracellular communication reported in Newman (2001) for Müller cells. The saturation constant for IP$_3$ induced Ca$^{2+}$ release ($K_1$) was increased from 0.03$\mu$M to 0.3$\mu$M (which slows the release of Ca$^{2+}$), this was necessary due to the relatively high IP$_3$ calculated by the simulations.

7.1.2.2. Suramin experiment simulation parameters. Suramin is a competitive purinergic receptor antagonist that should greatly reduce extracellular communication within a glial cluster. There were two parameter changes to the control definition used to replicate this.

- The activation rate ($k_a$) of G-protein was decreased from 0.017$s^{-1}$ to 0.00017$s^{-1}$, which effectively mimics the expected effect of suramin.
- The next most important change made to the parameters was decreasing the initial release quantity by approximately $\frac{1}{3}$. This change was made in response to the experimental results,
which could not be adequately fitted without this parameter modification (see discussion below). As the initial release in the experiment is provoked by mechanical stimulation on the outside cell well, near the purinergic receptors, it is possible that suramin does inhibit this initial release; however the entire release mechanism is currently poorly understood.

7.1.3. Results.

7.1.3.1. Concentration profiles. Newman (2001) evaluated the concentration of ATP at various times using luciferin-luciferase bioluminescence and the results across a diameter of the retinal mount were plotted for both the control and suramin experiments on the whole-mounted retina. The experimental plots indicate that the application of suramin significantly decreases the peak concentration, radius and duration of the ATP waves. There appears to be some ambiguity in the results between Fig. 7 and Fig. 8 in Newman (2001); for instance the maximum wave radius for suramin is given as 30µm in Fig. 7 however Fig. 6 indicates an ATP concentration > 3µM at a distance of 100µm after 6.6 seconds. Presumably this is due to data from different samples being used to plot the figures, which highlights the variability within clusters. Likewise, the asymmetric appearance of the plots in Fig. 6 of Newman (2001) suggest that the variation in individual astrocytes, as well as their position in the specimen, can have a strong influence on the resulting concentration profile (a result also predicted by the simulations).

The experimental results for the control are given in Fig. 7.3. The results from the simulation using the present model are given by Fig. 7.4. There is a good correlation between the two images with respect to peak concentrations, the shape of the time-courses of individual cells and the shape of the profile itself. The most significant deviation is in the more rapid decrease of ATP concentration in the centrally located cells of the simulation. This is primarily due to a modelled exhaustion of ATP stores (see Eq. 3.16) which appears to be necessary under the present model (see discussion below). If the rate of exhaustion is reduced then the simulations tend to maintain elevated concentrations of ATP indefinitely.

![Figure 7.3: Newman (2001) Fig. 7. ATP concentration profile at selected time steps for the control experiment.](image)

The ATP concentration profile from the suramin experiment of Newman (2001) is given by Fig. 7.5 and the results for the suramin simulation are given in Fig. 7.6. When the parameters are adjusted to simulate the application of suramin there is, once again, good correlation between the plots with respect to peak concentrations and the pattern of time-courses, though the elevated

Figure 7.4: ATP concentration profiles at specified time steps for the control simulation (present model).

Concentration in the central cells again subsides to normal equilibrium concentrations rather earlier than displayed in the experimental results of Newman (2001).

Figure 7.5: Newman (2001) Fig. 7. ATP concentration profile at selected time steps for the suramin experiment. Time steps are (from top to bottom) 1.3s, 3.3s, 6.6s, 13.2s, 25.8s

When comparing the suramin simulation (Fig. 7.6) to the control simulation above (Fig. 7.4) it is readily apparent that the peak concentration in each cell is significantly smaller at each time step displayed. The radius of the wave is also significantly reduced as is the duration of the elevated ATP concentration. This conforms qualitatively to the differences between the experimental results in Fig. 7.3 and Fig. 7.5.
7.1.3.2. Wave radius. The wave radius over the first 10 seconds of the experiment is displayed in Fig. 8 of Newman (2001), which is reproduced here as Fig. 7.7. The wave radius of both ATP and Ca$^{2+}$ is given (presumably the lack of a Ca$^{2+}$ radius for suramin indicates that no significant increase in [Ca$^{2+}$] was discerned) for both the control and suramin experiments. The comparison to the simulated results is given for control ATP (Fig. 7.8), control Ca$^{2+}$ (Fig. 7.9) and suramin ATP (Fig. 7.10).

The most obvious difference between the control and suramin experimental plots is the significantly reduced radius and earlier peak radius in the suramin data. This difference is reflected in the simulation results, reinforcing the view that the reduced radius in suramin-affected specimens is due to the reduced activation of purinergic receptors and the inhibited initial release of ATP. The wave radii of the simulated and experimental results is similar in extent, though the simulation velocity does not decrease as rapidly as in the experimental results. It is possible that the regular morphology in the simulation encourages this, as it was observed that when gaps are introduced in the dense structure of the simulation it slows the wave spread.

The Ca$^{2+}$ wave radius follows the ATP wave with a time-lag of around 2 seconds in the experimental results. This effect is visible in the simulation as well. It was observed that the duration of the lag was significantly influenced by the permeability of gap junctions, with lower permeabilities increasing the lag.
7.1.4. **Discussion.** The form of the initialisation was constrained by the experimental data. The experimental results peak after 4 seconds, which determines the start of the concentration decrease of the initialisation function in the simulation. The peak ATP concentration, particularly in the suramin experiment in which little regeneration is expected, determines the concentration that should be released over the first few seconds. Given a set of parameters determining characteristics such as ATP production together with the concentration at later times the initialising concentrations can be determined quite easily.

Determining the initialisation concentration using this process indicates that the initial release of ATP due to mechanical stimulation is quite high, with ATP concentrations above one molar per second being released from each point on the cell walls for the first few seconds. The experimental results show that the control has a peak concentration of around 90µM when a concentration of 3µM is sufficient to induce an intracellular Ca^{2+} wave. Using this information helped determine that the extracellular diffusion of ATP from the initial release dominates the peak concentrations.
early on in the time-courses. For the simulations reported here, the best fit to the experimental data required initialisation to occur over 10 seconds, with steeply decreasing release after 4 seconds. The ATP concentration for the first few seconds is determined principally by the diffusion of the initialising ATP and to a lesser extent the rate of ATP production from IP$_3$ (which is itself primarily influenced by the concentration of ATP at this time) and so when suramin is applied to the solution it is expected that the ATP concentration at these early times is almost solely due to the initial release caused by the mechanical stimulation (i.e. it does not involve much regeneration). The simulation demonstrated that to reach the required $50 - 90 \mu M$ concentrations around $2,000 - 3,000 \mu M s^{-1}$ of ATP must be released from the stimulated cell for the first four seconds, subsequently decreasing to $750 - 1,500 \mu M s^{-1}$ by 10 seconds, after which time initialisation ceases. It should be noted that this surprisingly high release is due to the effects of diffusion which dissipates much of the concentration before it can build up to an excessive concentration. $3,000 \mu M s^{-1}$ is only $3 \mu M \text{ms}^{-1}$, and combined with the effects of diffusion will not produce a concentration greater than $30 \mu M$ without regeneration (see Fig. 7.11).

The 10 second duration for initialisation at the centre cell was unexpectedly long, however it was found to be the best fit for the experimental data after considering initial ATP bursts extending

---

Figure 7.8: Calculated wave radius of ATP using the present model.
for as little as two seconds. Reviewing the literature shows that previous models, such as Sneyd et al. (1998), have used even longer durations for mechanically stimulated initializations. Initialisation is assumed to occur via an externally provoked release of ATP rather than an elevation in mediator (e.g. IP$_3$) activity, this was chosen because elevating IP$_3$ to a sufficient concentration to release molar concentrations of ATP would require extremely high IP$_3$ concentrations in the present model.

Even with a conservative ATP diffusion coefficient of 200µm$^2$s$^{-1}$ (which is slower than the rate used in most theoretical papers), the concentration time-course of a pure diffusion (i.e. no regeneration) simulation given in Fig. 7.11 indicates that the furthest radius with which an initial release of 3,000µm$^{-1}$ over 4 seconds reaches the Ca$^{2+}$ wave inducing threshold of 3µM is around 28µm; similar to the experimental results for suramin, but too small for the control experiment, thereby demonstrating the role of regeneration in the formation of larger radius waves.

Figure 7.9: Calculated wave radius of Ca$^{2+}$ from present model. There is a short lag visible in the radius when compared with Fig. 7.8. This corresponds to the time-lag observed in the results of Newman (2001).
Whereas the ATP profile at earlier times and in more central cells is mainly determined by extracellular diffusion, at later times and in more radial cells the concentration, and particularly the radius, is much more influenced by the level of intercellular connectedness (i.e., number of processes and the permeability of the gap junctions) for the glia. It was found, in agreement with Höfer et al. (2002), that changes in the permeability of gap junctions could alter the wave spread from being finite to being infinite.

As noted above, the need for exhaustion of ATP stores affects the concentration in central cells at later times in the simulation. Without exhaustion, ATP concentrations in cells that exceed parameter-determined thresholds in chemical concentration will maintain an equilibrium state greater than that found the experimental results (see Appendix A). The problems this leads to in accurately replicating experimental results suggests that an alternate mechanism is employed biologically to inhibit uncontrolled growth of ATP – for example gap junctional release of ATP may slowly close the gap junctions, thereby reducing the ATP release over time.
Figure 7.11: Wave radius for pure diffusion over a 2 dimensional grid with degradation. Threshold is $3 \mu M$ and initialisation is $3,000 \mu M s^{-1}$ for 4 seconds. The reduction in the wave radius after initialisation ceases is rapid, demonstrating the need for regeneration to replicate the experiments reported in Newman (2001).
Chapter 8

Discussion

8.1. Aims, Usage, Relevance and Critical Tests of the Model

The present model is intended to connect and extend previous models of chemical communication within glial cell clusters that simulate either gap junctional intercellular communication or purinergic receptor based extracellular communication. Many types of glial cells (Lee et al. 1994) use both methods and the present model is specifically targeted at allowing these cells to be simulated more accurately. In addition to the extension of previous models, the development of the present model is motivated by a need for a model implementation that produces fast simulations. Simple lane-ways of cells with neighbour to neighbour gap junctional connections execute in under five minutes and larger simulations consisting of hundreds of cells each with multiple gap junctionally connected processes execute in under an hour, even on relatively modest computer hardware. Included within the standard execution of the simulation are a range of graphical and numerical output files that provide detailed information on the concentration time-course, wave radius, concentration profile and other aspects of each of the chemicals involved.

The numerical implementation of the present model is executed by supplying a text definition file that contains the parameters and grid structure to be used for the simulation. It can be executed on any Java compliant platform (including Windows, Unix and Mac OS) and produces output in the form of comma separated data files and PNG graphics files. These data files provide concentrations for each of the chemical species at each point in the grid for the specified time steps. The graphical output files provide easy to read displays of concentration time-courses, wave radius and concentration profiles.

While some glial cell communication is exclusively via intercellular gap junctions or exclusively via extracellular diffusion, it appears likely that many glial cells use both mechanisms to communicate within clusters. This biological fact underscores the relevance of the present model, the only model that incorporates regeneration in both mechanisms, to the field of theoretical models producing simulations of glial cell communication.

New discoveries that continue to expand the known role of glial cells in moderating cellular activity motivate the expansion of theoretical glial cell models, and the incorporation of the two primary communication mechanisms in astrocytes into the present model is a natural progression from previous models. The next evolution of these models will likely add neuronal communication along with other refinements as the various mechanisms modelled here are elucidated further.

Unlike some other theoretical models, the present model has been developed without the benefit of concurrent biological experimentation and so testing has been performed against previously
8.2. Model

8.2.1. Equations. The model presented by this thesis is comprised of four principal equations that define the interactions between the four corresponding chemicals of interest. The production or release of each chemical is mediated as follows:

- G-protein is activated by the binding of ATP to purinergic receptors.
- \( \text{IP}_3 \) is produced by the activated G-protein and also by elevations in \( \text{Ca}^{2+} \) concentration.
- Intracellular \( \text{Ca}^{2+} \) release is mediated by increases in the concentration of \( \text{IP}_3 \).
- Extracellular ATP release is mediated by increases in the concentration of \( \text{IP}_3 \).

The equations of previous models have been used to derive the combined equations used here, however they have been modified where necessary with biologically justifiable changes.

G-protein. The G-protein equations are essentially the simplified forms of Lemon et al. (2003) used in Bennett et al. (2005). Within the present model the dissociation parameter has been split into two parameters, one of which represents the dissociation with the other representing additional variables such as the density of purinergic receptors.

\( \text{Ca}^{2+} \). The \( \text{Ca}^{2+} \) equations are based on given by Fink et al. (1999) and as such are similar to the equations provided by Li and Rinzel (1994) which have become standard in models of this type. Independent pools for \( \text{IP}_3 \) or \( \text{Ca}^{2+} \) sensitive release of \( \text{Ca}^{2+} \) have been included in this model.

ATP. The ATP equations are based on those of Bennett et al. (2005). An extracellular degradation term has been included; it has a saturation equation form to represent the effect of ectonucleotidases. Bennett et al. (2005) include a \( \chi \) term to their ATP production equation that represents the exhaustion of ATP stores. The present model extends this term to include a regenerative component.
8. Discussion

**IP**

Both PLC\(\beta\) and PLC\(\delta\) production terms are included in the present model with the PLC\(\beta\) terms being derived from Bennett et al. (2005) and PLC\(\delta\) being derived from Höfer et al. (2002). IP\(_3\) degradation is linear and intercellular flux is derived from Fick’s law using a similar scheme to Höfer et al. (2002).

It should be noted that unlike the relatively well-defined equations governing Ca\(^{2+}\) dynamics, the equations that model ATP and IP\(_3\) are conjectural adaptations of reaction-diffusion equations. G-protein dynamics have been modelled in a detailed way (Lemon et al. 2003); however the parameter values associated with the equations are not well-established. Until such time as these mechanisms are better understood there will be a lack of accuracy in models such as this. It is hoped that the present model may contribute to the development of understanding of these mechanisms.

The model is implemented numerically as a 2 dimensional grid. It was found through comparison with the 3 dimensional model presented in Bennett et al. (2005) (see Sec. 6.3) that this does not have a great impact on the results when a 2 dimensional arrangement of glial cells is used. Furthermore, while in vitro experiments are naturally 3 dimensional, they very often involve a 2 dimensional arrangement of glial cells in which imaging is also performed - and thus results collected - over a 2 dimensional layer at the surface of the experiment. A 2 dimensional arrangement is also appropriate in some in vivo simulations, such as those involving the retina (see Sec. 7.1).

**8.2.2. Parameters.** One of the purposes of a theoretical model is to predict values for unknown biological parameters, such as activation and deactivation rates, or the production and degradation rates for the concentrations of chemicals. Many of the parameters used in this model have been fitted to particular experiments or taken from biological experiments that do not necessarily relate to the CNS region of a particular simulation.

As can be seen from Table 3.1, there are potentially dozens of parameters used within a single simulation of which many will not have a strong certainty of accuracy. This diminishes the quantitative value of the predictions made by individual simulations.

The qualitative value of the simulations is less affected by this problem. Most of the parameter values are known to a reasonable accuracy and so the effect of changing particular aspects of the simulations gives insight into the effect that type of change (e.g. increase or decrease of production rates, greater variability in permeabilities etc) would have in biological experiments.

The present model also provides evidence for the value of parameters that are too difficult to determine experimentally. Such parameter values as the rate of IP\(_3\) degradation and the rate of ATP production are within the range of previously theoretically established values while corresponding to experimental results and so help support the theoretically claimed parameter values. Likewise it is suggested that the dissociation constant for IP\(_3\) induced Ca\(^{2+}\) production is higher in the retina than that in other CNS regions. The veracity of this claim will need to wait for advances in biological observation techniques.
8.2.3. Characteristics. The model equations and simulations have demonstrated the criteria that influence the establishment of diffusive, finitely regenerative or infinitely regenerative wave propagation within cell clusters. They relate to the dual stable nature of the ATP - IP$_3$ dynamics which supports the (theoretical) establishment of conditions within a glial cell in which the amount of release of ATP is sufficient to indefinitely regenerate the same concentration in subsequent releases. Höfer et al. (2002) demonstrated the mechanism which underlies this in intercellular waves and within this model it is demonstrated for extracellular waves. See Appendix A for a more detailed discussion of the mathematical basis of this characteristic.

Simulations using the present model indicate that the exhaustion of ATP stores, or the release induced desensitivity of ATP releasing receptors, is necessary to restore chemical concentrations to pre-existing equilibria. This prediction is naturally dependent on the form of the production and degradation equations, and is related to the situation described in the previous paragraph.

The present model has been used to evaluate the sensitivity of different criteria to different parameters. This can be accomplished using brute force techniques because of the reasonably fast execution time for simulations. For example, to determine the type of waves produced by different permeabilities and production rates in Sec. 6.2, a sequence of dozens of simulations was run in each of which the parameter values were changed slightly. Inspection of the results allowed determination of the resultant wave type.

Simulations using the present model exhibit different characteristics depending on the structure of the cell layout. Surprisingly small changes in the distance between cells can determine whether a wave is finitely or infinitely regenerative. The area of the glial cells has a similar influence on the wave type. It was found that this high sensitivity to the cell structure was greatly lessened when variability was introduced into the cellular properties. Simply having a ten percent variance in the ATP production rates between different cells was sufficient to reduce the sensitivity to positional changes. Similarly, while replicating the results of Höfer et al. (2002) (see Sec. 6.2), variations in gap junctional coupling strengths were found to induce the formation of preferential pathways. When the coupling strength was randomised it was found that, while different pathways were formed on each simulation, the ATP wave radius and velocity tended to be similar in each simulation. It appears likely that the variability in glial cells found in nature will tend to smooth out differences between behaviours in different clusters with similar ‘average’ properties.

Simulations run using the present model establish that the initialisation of the chemical concentration by external agents is generally the primary determinant of the wave radius and peak concentration. The duration and concentration of the initialisation is of such importance to the character of the subsequent wave in the simulations that the current lack of knowledge about the underlying biology of the initialisation limits the ability of theoretical models to make accurate predictions about the quantitative aspects of the glial wave. The need for further study on this subject is discussed below.

8.2.4. Future Experiments and Model Extension.

8.2.4.1. Model extensions. The cooperative relationship between astrocytes and neurons through such mechanisms as glutamate signalling has lately become better understood (Hatton and Parpura
There is as yet no published theoretical model describing this relationship. The present model, which already accommodates different glial cell types, could be expanded to include neuronal chemical reactions fairly simply. Modelling the electrical signalling within neurons, which operate on smaller timescale, is also achievable.

The morphologies of glial cells vary considerably. The present model assumes cells are circular, an approximation which prohibits the exploration of effects dependent on the actual shape of the cells. The simulations have demonstrated the importance of radius and position with the glial cells which suggests that the morphology of the glial cell, and in particular the variations in the morphologies of cells within a cluster, can have a dramatic effect on the resulting Ca\textsuperscript{2+} wave. With the addition of techniques for specifying arbitrary 2 dimensional morphologies these effects could be explored in detail.

8.2.4.2. Biological experiments. It became clear while performing simulations on the models utilising extracellular diffusion that the rate of degradation of ATP in the extracellular space is extremely important in determining the size the ATP wave, a phenomenon that makes intuitive sense. The literature gives many different values for ATP degradation (as discussed in Sec. 3.2.1.3); furthermore there is often ambiguity as to the rate of degradation of the produced ADP, AMP and adenosine, each of which may trigger responses in different types of purinergic receptors. It appears likely that there are vastly different degradation rates in different species and CNS regions; however, knowing the degradation rate in a given region would enable the single greatest improvement in the accuracy of simulations of extracellular ATP waves.

There are reports of conditions in which glial cells engage in excessive communication for indefinite periods of time (Wieseler-Frank and Watkins 2004). This appears to conform to the situation described in Appendix A where a higher equilibrium condition is established due to a combination of factors, for example a large burst of ATP or second-messenger or a change in key parameter values. Bennett et al. (2006) also found an apparently infinitely propagating ATP wave in a series of astrocytes in vitro, indicating that such a situation is biologically plausible. A potential experiment to test this condition would establish a circular lane-way of at least 1 mm radius containing regularly spaced astrocytes. After superfusion on the specimen is applied a wave would be initiated with a large concentration at a single point, producing either a finitely or infinitely propagating wave. If the wave is finite and terminates at around 1 mm then that would indicate an exhaustion condition occurred at the initiated cell from which the cell had not recovered (Wang et al. (2000) demonstrate that a astrocyte may be temporarily depleted after stimulation), if the wave terminated before 1 mm then that would indicate that the astrocytes could not produce an infinite wave. An infinite wave, i.e. one which completes multiple revolutions of the circular lane-way, could have its concentration (at least of ATP and Ca\textsuperscript{2+}) measured to determine the higher equilibrium concentrations. Repeated experiments could elucidate the threshold of ATP that produces higher equilibrium states and the resultant infinite waves (see Fig. 8.1).

Greater elucidation of the agonist mechanism that results in the creation of a Ca\textsuperscript{2+} wave would be of great benefit. It is unknown which chemical is stimulated by the mechanism and it is unknown how long the effect lasts before regenerative effects become dominant. The simulations from the present model, and indeed from many preceding models, have made it clear how important the initial release is to the subsequent Ca\textsuperscript{2+} wave. Two experiments are suggested. To evaluate the
Figure 8.1: Proposed experiment to determine the maximum duration and radius of a glial calcium wave. Astrocytes are plated in a torus shaped area which is superfused to direct the extracellular diffusion in an anti-clockwise direction. The astrocyte denoted by (A) is stimulated causing it to release ATP in the direction of the arrow (B). If the wave reaches (C) then the astrocyte at (A) should have returned to its equilibrium concentration and will be excited again by the ATP. This potentially then leads to an indefinite propagation of the wave in repeated revolutions of the plate. If astrocytes can be demonstrated to propagate indefinitely then this may implicate them as candidates in long-term phenomena.

agonist affected chemical a number of blockers and antagonists could be applied to an isolated cell and then the cell would be stimulated. It would be expected that only those chemicals released as a direct response to the stimulation would increase in concentration. There are complications with this, not least of which is the lack of a marker for the candidate second messenger $IP_3$ (though the $PIP_2$ concentration could be determined). A second experiment to evaluate the duration of the initial release would also be of great benefit. By blocking the receptors that the initiating chemical binds to (assuming it can be identified) the duration of elevation of the concentration levels for the initiating chemical could be established. If degradation rates are known, and for some candidates such as $IP_3$ theoretical models have predicted degradation to a suitably narrow range, then the duration of release can be established.

8.3. Summary

The present model provides a set of equations that may be used to simulate the interaction of ATP, $Ca^{2+}$, G-protein and $IP_3$ to facilitate intercellular and extracellular communication between heterogeneous glial cells in 2 dimensions. The model defines interactions occurring both intracellularly, intercellularly and extracellularly.
The model has been numerically implemented in a computer program (Appendix B) with which simulation parameters may be easily defined using a text editor on a parameter file.

Simulations have been run to verify the accuracy of the model using existing papers, both experimental and theoretical. These simulations have demonstrated that the present model is able to replicate closely the results of existing theoretical papers and to simulate the results of more complex biological experiments.
Theoretical Analysis of Exhaustion and Elevated Equilibria

In vivo, propagating cellular waves are assumed to degenerate - that is they travel a finite distance and then dissipate to background concentrations. Some theoretical works (Bennett et al. 2005, Höfer et al. 2002) and, significantly, in vitro experimental work (Bennett et al. 2006) have suggested that in some cases these waves may, in theory, be infinitely regenerative.

Here the characteristics that determine whether a regenerative wave is finitely or infinitely regenerative are identified within a simple two-chemical model. The criteria as to whether a wave is finitely or infinitely regenerative is if the chemical concentration delivered from non-initiating upstream cells to downstream cells exceeds the lower bound of a basin of attraction to a higher concentration steady state that exists within each cell for the concentrations of the intracellular and extracellular chemical concentrations.

A simple model for regenerative waves involves an extracellularly diffusing chemical and an intracellular messenger chemical, each mediating the other chemical’s release. One generic way to describe the dynamic concentration changes is:

\[
\frac{\partial [E]}{\partial t} = D_E \nabla^2 [E] + \rho_E [I] - \gamma_E [E],
\]

and

(A.1) \[
\frac{\partial [I]}{\partial t} = \rho_I [E] - \gamma_I [I],
\]

where \([E]\) is the concentration of the extracellular diffusing chemical and \([I]\) is the concentration of the intracellular chemical. In the present model these would correspond to ATP and IP$_3$. Note that the extracellular concentration_diffuses and that production of E occurs only at positions that are cell boundaries. This model fails to capture physiological processes accurately because any change in one concentration will, unless the parameter values are artificially balanced, lead to either unconstrained concentration increases or immediate decreases back to zero concentrations. By adding two extensions to this generic equation for the extracellular concentration more physiological behaviour can be described:
(A.2) \[ \frac{\partial[E]}{\partial t} = D_E \nabla^2[E] + \rho_E \frac{([I] - [I]_{\text{thres}})}{[I] + K} - \gamma_E[E]. \]

The changes here describe a model where small changes in [I] do not lead to a change in [E] (concentrations below 0 are impossible) and the catalysts or receptors that enable the production or release of E can saturate. Both of these conditions are biologically justified.

The introduction of the threshold concentration provides a basin of attraction to a lower (normal) equilibrium state. The saturation equation provides an upper bound to [E], as \( \lim_{[I] \to \infty} E = \frac{\rho_E}{\gamma_E} \).

This form of coupled PDEs permits upper and lower bounds (potential steady nodes) and a potentially unstable node (Fig. A.1). These attributes are integral to the formation of degenerative or infinite waves.

Figure A.1: Phase diagram and nullclines of the E-I system defined in Eq. A.1 and Eq. A.2. Nullclines are green and red. Note that there are two stable nodes and a single unstable node, typical of this form of coupled equations.

**A1. Degenerative Formation**

The formation of either infinite or degenerative waves is determined by the value of the unstable node and the corresponding basins of attraction for the stable nodes. Assuming a lane of
evenly spaced homogeneous cells, if the contribution of $[E]$ arriving from the production (not from the initialisation however) of $E$ from upstream cells due to diffusion is greater than the value at the unstable node, the wave will propagate infinitely, since $[E]$ will reach $\frac{\rho_E}{\gamma_E}$ which is, by the assumption, a sufficient concentration to reach the next downstream cell with a concentration exceeding the unstable node value (Fig. A.2).

If the concentration arriving at downstream cells is less than the unstable node value, then the wave will terminate rapidly since the concentration will be attracted to the lower equilibrium value which is not sufficient to propagate a wave. At the very least, the concentration arriving at downstream cells will be monotonically less than that arriving at the previous cell. The rapidly terminating wave described can be considered diffusive rather than finitely regenerative, since the wave is never actively propagated, or is done so in only a very limited way (Fig. A.3).

A middle scenario leads to finitely regenerative waves. Consider a lane of cells in which the concentration released from upstream cells is less, but close to, the unstable node value. Then consider that the initiating cell produces an extremely high concentration of $E$, considerably greater than the unstable node value. The addition of this initialising concentration as it diffuses to that produced by the excitation of cells (that themselves diffuse to only slightly less than the unstable node value) will lead to a $[E]$ at all downstream cells within a radius determined by the diffusion of the initialisation to within the basin of attraction for the higher node. Hence a wave will form that has moderately decreasing, but greater than the unstable node value, concentrations of $[E]$ for a certain distance, until a potentially rapid decrease in the wave to the lower stable node - at which point the wave has terminated. This type of wave can be described as finitely regenerative (Fig. A.4).

A2. Determination of Nodes

A2.1. Nullclines. The I-nullcline exists when $\rho_I[E] = \gamma_I[I]$, hence

$$[I]_{\text{null}} = \frac{\rho_I}{\gamma_I} [E].$$

Considering that the steady state for the diffusive component of the equation within a degenerative wave with a free space boundary condition is 0, the E-nullcline exists when $\rho_E \frac{\max(0, [I] - I_{\text{thresh}})}{[I] + K} = \gamma_E [E]$, hence

$$[E]_{\text{null}} = \frac{\rho_E \max(0, [I] - I_{\text{thresh}})}{\gamma_E [I] + K}.$$

A2.2. Critical Points. From the plots we expect three critical points: $S_-$ (lower stable node) $S_+$ (higher stable node) and $U$, the unstable node. These points may change their character at various parameter values, though here we are principally interested in parameter values realistic to IP$_3$ mediated ATP waves.

A2.2.1. $S_-$. The lower stable node. For $[I] \leq I_{\text{thresh}}$, $[E] = 0$ by Eq. A.4 which in turn implies that $[I] = 0$ by Eq. A.3. Hence $(0,0)$ is a stable critical node, with a basin of attraction approximately around $[I] \leq I_{\text{thresh}}$. 

A2. Determination of Nodes
A. THEORETICAL ANALYSIS OF EXHAUSTION AND ELEVATED EQUILIBRIA

Figure A.2: Infinite Wave. The concentration of E arriving at each cell due to regeneration (i.e. excluding the initialising concentration) is always greater than u (the unstable node value). This produces an infinitely regenerating wave. Note that if the initial release is less than u then the infinite wave will not form.

Figure A.3: Diffusive. The concentration of E arriving at each cell due to regeneration is less than u. The initialising concentration is insufficient to increase the concentration in any downstream cells to being above u, so the wave is essentially diffusive (though it is extended slightly by cellular production).

Figure A.4: Finite Wave. The concentration of E arriving at each cell due to regeneration is less than u. The addition of the initialising concentration increases the concentration to greater than u (and hence it then approaches the higher steady state) for a finite radius, but eventually the wave dissipates.

Figure A.5: Comparison of the three characteristic wave types. The wave is initialised from the left and travels towards the right. The y-axis gives the normalised concentration of extracellular chemical E and the x-axis shows the radius from the initialising source. ‘Cells’, where regeneration may occur, are located at each integer position. There are a number of parameters that when modified demonstrate each of these wave types; production rates, intercellular distance or the values of the stable and unstable nodes. In the cases above the value of the unstable node has been changed. Note that the plots here are simplified, for example cells are point sources and there is fast kinetics so that steady state concentrations are reached immediately.
A2. Determination of Nodes

A2.2. The unstable and higher stable nodes. These nodes exist where \( I > I_{\text{thresh}} \).

Using Eq. A.4: The equation for a critical values for \( E \) becomes:

\[
[E]_{\text{null}} = \frac{\rho E}{\gamma E} \frac{\rho I}{\gamma I} [E]_{\text{null}} + K
\]

or

\[
\frac{\rho I}{\gamma I} [E]_{\text{null}}^2 - I_{\text{thresh}} [E]_{\text{null}} = \frac{\rho E}{\gamma E} \frac{\rho I}{\gamma I} [E]_{\text{null}} + K
\]

so

\[
\frac{\rho I}{\gamma I} [E]_{\text{null}}^2 - (I_{\text{thresh}} + \alpha) [E]_{\text{null}} - \frac{\rho E}{\gamma E} K = 0
\]

which has solutions given by

\[
(I_{\text{thresh}} + \alpha) \pm \sqrt{(I_{\text{thresh}} + \alpha)^2 + 4 \alpha K}
\]

Using [I]: The equation for a critical value of \( I \) becomes:

\[
[I] = \frac{\rho I \rho E}{\gamma I \gamma E} \frac{[I]}{[I] + K}
\]

when substituting Eq. A.4 into Eq. A.3.

Let \( \alpha = \frac{\rho I \rho E}{\gamma I \gamma E} \) hence

\[
[I]^2 + [I]K = \alpha ([I] - I_{\text{thresh}})
\]

or

\[
[I]^2 + (K - \alpha) [I] + \alpha I_{\text{thresh}} = 0
\]

so the critical points are given by:

\[
[I]_{s+} = \frac{\alpha - K + \sqrt{(K - \alpha)^2 - 4I_{\text{thresh}} \alpha}}{2}
\]

and

\[
[I]_u = \frac{\alpha - K - \sqrt{(K - \alpha)^2 - 4I_{\text{thresh}} \alpha}}{2}
\]

A2.3. Constraints On Critical Points. The parameters in the equations relate to biologically determined values and will all \( \in (0, \infty) \). In some cases parameters like production rates may be zero, but these lead to trivial solutions. Assuming that there are no complex or negative solutions leads to two constraints:

**constraint 1: no negative values**

\[ 0 \leq 4I_{\text{thresh}} \alpha \]

which is only sensible as these parameters would be non-negative in any realistic situation; and

**constraint 2: no complex solutions**

\[ 4I_{\text{thresh}} \alpha < (K - \alpha)^2 \]
which is not obvious, and indicates that the $K$ and $\alpha$ parameters should not be too similar. Complex solutions are, however, not implausible biologically - oscillatory behaviour has been observed for intracellular Ca$^{2+}$ waves in glial cells - though they are not known to occur for extracellular waves.

A3. Stability

The Jacobian from Eq. A.3 and Eq. A.4 is:

$$J = \begin{pmatrix} \frac{\gamma I}{\rho E^{K+I_{\text{thresh}}}} & \rho E \\ \rho E^{K+I_{\text{thresh}}} & -\gamma E \end{pmatrix}.$$ 

Hence, for $[I]_{\text{crit}}$, the trace and determinant are:

$$\tau = -(\gamma I + \gamma E)$$
$$\Delta = \gamma I \gamma E - \rho_E^2 (K + I_{\text{thresh}}) \left( \frac{(\alpha - K)}{2} \pm \sqrt{(K - \alpha)^2 - (4I_{\text{thresh}}\alpha K)} \right)^{-2}.$$ 

For realistic parameter values the discriminant may be approximated to:

$$\Delta^*_{+} = \gamma I \gamma E \left( 1 - \frac{\gamma I \gamma E K}{\rho_I^2} \right)$$
$$\Delta^*_{-} = \gamma I \gamma E - \frac{\rho_E^2}{K}.$$

Thus for all positive (and hence realistic) degradation values, $\tau \in (-\infty, 0)$ giving stable nodes for $\Delta > 0$ and saddle nodes for $\Delta < 0$. For typical parameter values used in this model (Table 3.1), $\Delta^*_{-} < 0$ and $\Delta^*_{+} > 0$. Stable spiral can occur for $\Delta^*_{+}$, very high $K$ or very low $\rho_I$ values are required.

A4. Implications

Applying standard parameter values for IP$_3$ and ATP to the non-zero critical point formulae produce the two critical points, a saddle node which is near zero and a stable node that is much higher than any reasonable concentration. The basin of stability for the (much) higher valued stable node starts at very low values of $[I]$ and $[E]$.

The low concentrations for the unstable node, significantly lower than concentrations used to mark wave edges, introduce a problem in that for a wave to form the concentrations required will tend toward (physically implausible) concentrations as their steady state. For the concentrations to tend back down to the lower stable node an additional mechanism is required. The most likely are either exhaustion of cellular stores or slow-acting inhibitory receptors. These are represented in the present model by Eq. 3.16.
APPENDIX B

**Computer Implementation Source Code**

The size of the code base makes it impractical to include as text within this thesis. As an alternative the source code is attached on compact disc. Also included on the disk are pre-compiled files that may be executed to demonstrate the program. See the readme.txt file inside the install directory for instructions.
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